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Abstract—Due to the limited size, carrying capacity, power-

aperture product, and high hardware cost of satellite platform, 

the traditional single-platform spaceborne radar system 

encounters the problems of poor target minimum detectable 

velocity (MDV) performance, considerably deteriorating the 

moving target detection performance. To improve the air moving 

target indication (AMTI) performance, especially for a weak 

target, distributed space-based radar system (DSBR) becomes a 

good candidate due to the longer along-track baseline (ATB) and 

spatial power synthesis. However, due to the sparse configuration 

of radar baseline distribution, the detection performance of air 

moving targets (AMTs) will be restricted by many practical 

factors in an actual DSBR system. In this paper, multi-channel 

signal models of an observed moving target and ground clutter 

are accurately established in a DSBR framework, where the 

error influences of cross-track baseline (CTB), terrain fluctuation, 

and channel inconsistency response are considered. Then, the 

influence of the non-ideal factors, including the channel noise, 

long-intersatellite ATB, long-intersatellite CTB, synchronization 

errors, and interchannel amplitude and phase inconsistency 

errors, on the AMTI performance is analyzed term by term. The 

simulation results provide the useful guidance for the system 

design of a DSBR with the AMTI tasks. 

Index Terms—Distributed space-based early warning radar 

(DSBR), air moving target indication (AMTI), space-time 

adaptive processing (STAP), interchannel correlation analysis.  

I. INTRODUCTION

n recent years, the detection of air moving targets (AMTs)

faces many challenges, such as the difficulty in long-time 

and long-distance surveillance, the detection difficulty of 

AMTs with a small radar cross-section (RCS), and strong 

clutter interference. Therefore, how to realize the effective 

detection of AMTs has been an active research topic. Usually, 

ground-based radar [1]-[4] and airborne radar systems [5]-[7] 
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can be used to effectively detect AMTs with a relatively short 

detection distance. However, the air moving target indication 

(AMTI) ability of a ground-based radar may be limited by the 

influences of ground object occlusion and earth curvature [8]-

[10]. In addition, an airborne radar system may be restricted 

by climate change and country airspace boundaries [11], [12]. 

To deal with these problems, the development of space-based 

radar system (SBR) becomes necessity, which can effectively 

break through the space restrictions of the terrain occlusion, 

and the time limitation brought by the atrocious climate and 

weather, significantly improving the radar wide-area detection, 

tracking, and localization performances of an AMT [13]. 

Therefore, the farther surveillance range, longer warning time, 

and higher detection accuracy can be obtained in an SBR 

system. 

For an SBR system, due to its downward-looking 

surveillance mode, a large number of strong ground clutter 

echoes will be received by the radar receiver. Besides, due to 

the high-speed motion of spaceborne platform, Doppler 

spectrum of the main-lobe clutter is severely broadened, 

dramatically decreasing the output signal-to-clutter and noise 

ratio (SCNR) of a moving target. Therefore, in order to realize 

the reliable detection of AMTs, the effective clutter 

suppression becomes necessary. For the broadened ground 

clutter, the multichannel processing technology is an effective 

approach to accomplish the main-lobe clutter cancellation by 

exploiting the clutter space-time coupling characteristics, and 

a typical technique is space-time adaptive processing 

(STAP)[14]-[17]. According to the corresponding relationship 

between the Doppler frequencies and cone angles of the 

observed scene scatterers, STAP technology makes full use of 

spatial and temporal two-dimensional degrees of freedom 

(DOF) to suppress the strong main-lobe clutter. Although the 

full-dimensional STAP has excellent clutter suppression 

performance, it is hard to realize the on-board and real-time 

clutter cancellation processing due to the high computational 

complexity. Moreover, the inhomogeneous and non-stationary 

characteristics of clutter are other important factors restricting 

the practical applications of STAP. To solve these issues, there 

are many STAP algorithms in the literature, see, for example, 

[18]-[36]. 

However, for a single-platform SBR system, although some 

advanced signal processing techniques can be applied to 

enhance the signal processing gain, the AMTI performance is 

still restricted by the system power-aperture product and 

along-track baseline (ATB) length [37], resulting in 

unsatisfied target velocity response performance, especially 

for aerocraft targets with relatively slow speed. Therefore, a 
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new radar framework is needed to deal with the antenna size 

limitation. To do so, a distributed satellite radar system 

permits a huge but sparse antenna aperture by controlling 

multiple satellites to work together to significantly improve 

the AMTI performance because of its precious ATB resource, 

thus becomes a good candidate in the new-generation anti-

stealth system.  

As a new space-based radar framework, the baseline 

configuration of a distributed satellite radar system [38]-[40] 

can be flexibly adjusted to meet different mission 

requirements, such as moving target detection and elevation 

interferometry, through formation configuration and control. 

To implement the AMTI mission, the satellites of a DSBR 

system should be arranged along the track [41]. The formation 

flight mode in a distributed satellite system can provide longer 

ATB and larger spatial DOF, and thus improve the AMTI 

performance via spatial power synthesis and adaptive clutter 

filtering [40][42]. Besides, the flexible combinations of multi-

station and multi-phase centers make it possible accomplish 

more accurate target relocation tasks [40]. These advantages 

make the distributed radar system become the development 

focus of the next-generation spaceborne radar.  

However, the AMTI performance of a distributed space-

based early warning radar (DSBR) system is affected by many 

practical factors. Although the along-track observation 

configuration is the optimal configuration for AMTI [55], in a 

real distributed system, in order to minimize satellite collision 

risks [58], economize orbital energy [59], and take full 

advantage of the adjustable spatial baseline of a DSBR system 

to perform multiple tasks, such as synthetic aperture radar 

interferometry (InSAR) [60], the pure along-track baseline 

arrangement mode is not usually chosen for orbit design in a 

DSBR system. Taking some classical configurations, such as 

Helix formation [60] and Pendulum formation [62], for 

example, the main and auxiliary satellites are located at 

different orbits with an intended cross-track baseline (CTB). 

Due to the existence of CTB, an elevation angle deviation 

between the different satellites may cause clutter scattering 

spectrum of different satellites relatively offset along elevation 

dimension [43]. In addition, the existence of CTB will cause 

an additional phase term related to the elevation angle, which 

will destroy the independent identically distributed (i.i.d.) 

condition of clutter distribution, resulting in the clutter range-

dependence. Additionally, when the undulating terrain appears, 

the CTB is very sensitive to the terrain fluctuation, further 

decreasing the channel correlation of clutter echoes. 

Moreover, when multiple satellites work together in a 

DSBR system, due to the limited satellite attitude control 

precision, the space synchronization error inevitably exists 

[44][45]. Different frequency sources between the transmitting 

and receiving satellites in a DSBR system will introduce the 

frequency synchronization error [46][47]. Different clock 

sources of receiving and transmitting satellites will cause the 

inconsistent trigger pulses, resulting in time synchronization 

error [48][49]. The interchannel amplitude and phase errors 

are also unavoidable in practice [50][51]. Therefore, due to the 

existences of these non-ideal factors, the radar echo 

correlation among different channels in a DSBR system will 

decrease, which severely degrades the AMTI ability. 

In order to analyze the AMTI capability in a DSBR system, 

we firstly establish the AMT signal model and clutter signal 

model with the considerations of the ATB, CTB, and terrain 

fluctuation. Then, the interferometric phase is selected to 

analyze the influences of CTB and terrain fluctuation on echo 

signal space-time property and multi-channel clutter 

suppression performance. Next, from the standpoint of echo 

correlation, the effects of ATB, CTB, synchronization errors, 

and interchannel amplitude and phase errors on interchannel 

correlation and target minimum detectable velocity (MDV) 

performance are analyzed in details. Finally, the simulation 

experiments are conducted to analyze the above non-ideal 

factors term by term. 

The remainder of this paper is as follows. In Section II, 

moving target and clutter echo signal models in a DSBR 

system are introduced. In Section Ⅲ, the effects of the channel 

noise, ATB, CTB, synchronization errors, and interchannel 

amplitude and phase errors on interchannel correlation are 

analyzed. In Section Ⅳ, the influence of the above non-ideal 

factors on MDV performance is analyzed through simulation 

experiments in details, providing reference for the design of 

the new-generation spaceborne surveillance systems with the 

AMTI tasks.  

II. RECEIVED SIGNAL MODEL

A. Target Signal Model in A DSBR System

For convenience, assume that a DSBR system has two

satellites, where the main satellite transmits radar pulse signals 

and both the main satellite and the auxiliary satellite receive 

the backscattered returns, simultaneously. For this distributed 

satellite system, the antenna sizes of two satellites are assumed 

to be the same and each antenna is equally divided into N 

equivalent spatial subarrays along the azimuth dimension, as 

shown in Fig. 1, where an air moving target is located at 

position ( ), ,t t tx y z in an O-XYZ Cartesian coordinate, with the 

Y-axis denoting the radar motion trajectory with an along-

track velocity of aV , Z-axis is perpendicular to the geoid and 

the X-axis is determined by the right-hand rule. A mixed 

baseline 2 2 2

x y zB B B B= + + between the main satellite and 

auxiliary satellites is present, where Bx, By, and Bz denote the 

baseline components along X-axis, Y-axis, and Z-axis, 

respectively. In this 3-D configuration, By represents the ATB, 

Bx and Bz are the CTB components along X-axis and Z-axis, 

respectively. The angles ,EL t  and ,AZ t  denote, respectively, 

the elevation angle and azimuth angle of the observed target 

relative to the main satellite. The first channel positions of the 

main satellite and auxiliary satellite are, respectively, denoted 

by (0,0, )H  and ( , , )x y zB B H B+ , where H denotes the 

platform height. 

Suppose that a linear frequency modulated (LFM) signal is 

adopted as the baseband waveform transmitted by the main 

satellite, i.e., 
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Fig. 1 Geometry between the DSBR system and an air moving target. 
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where ( )rect  is a rectangular window function, t , PT , K, 0f

represent the fast time variable, the pulse duration, the chirp 

rate of transmitted waveform, and the central frequency, 

respectively. 

Assume that the initial position of an air moving target is

( ), ,t t tx y z , and the velocity components along the X-axis and 

Y-axis are, respectively, denoted by vx and vy, according to Fig.

1. Then the target echo signal of the nth channel,
1,2,...,n N= , in the main satellite and auxiliary satellite after 

range compression and down modulation can be expressed as

( )
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where i=1 represents the main satellite and i=2 represents the 

auxiliary satellite. ,s i , B ,  , c and mt  represent the target 

signal amplitude after range compression, the signal 

bandwidth, the signal wavelength, the speed of light, and the 

azimuth slow-time variable, respectively. ( ), ,az i n mt , 

represents the azimuth window function of the nth receiving 

channel in the main satellite and auxiliary satellites. ,1,n ( )s mR t  

represents the two-way instantaneous slant-range from the nth 

spatial received channel of the main satellite to this AMT and 

,2,n ( )s mR t denotes the two-way instantaneous slant-range 

between the nth spatial received channel of the auxiliary 

satellite and the AMT. According to the radar equation, ,s i , 

can be expressed as 

( ) ( )

( )

2
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where ( ), ,1 , ,1,t AZ t EL tG    and ( ), , , ,,r AZ t i EL t iG   , represent the 

normalized transmitting and receiving antenna patterns of this 

target relative to the beam center, respectively. The angles 

, ,1EL t and , ,1AZ t denote, respectively, the elevation angle and

azimuth angle of the observed target relative to the main 

satellite. And the angles , ,2EL t  and , ,2AZ t  represent, 

respectively, the elevation angle and azimuth angle of the 

observed target relative to the auxiliary satellite. avP , PRT, 

0TG , 0,R iG , RCS, and sL denote the radar average 

transmitting power, pulse repetition time, antenna transmitting 

gain, antenna receiving gain, target radar cross section (RCS), 

and system loss, respectively, where the radar system loss 

includes the waveguide equipment wear and tear, atmospheric 

propagation loss, antenna beam shape loss, signal processing 

loss, etc. 

According to Fig. 1, the two-way instantaneous slant-range 

between the nth spatial received channel of the main and 

auxiliary satellites and an AMT can be expressed as: 
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According to the equivalent phase center principle [52], the 

slant-range histories of the main and auxiliary satellites are, 

respectively, equivalent to  
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where 
_

3

4 2
pc n

N n
d d d

−
= + denotes the azimuth position of 

the equivalent phase center of the nth spatial channel in the 

main and auxiliary satellites. 
t t

r x y

t t

x y
v v v

R R
= + represents the 

radial velocity of this AMT and 2 2 2

t t tR x y H= + + denotes 

the nearest slant range. 

According to the second-order Taylor expansion, (7) and (8) 

can be, respectively, expanded as 
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where , , ,cos sin coscone t EL t AZ t  = represents the cone angle

of this observed target relative to the main satellite. 

Usually, in an SBR system, the target dwell time is about 

20~50 ms [53][54] under the restrictions of coverage rate 

requirement and data rate restriction, so the target range 

migration effect can be ignored and the second-order phase 

can be approximately compensated by using the priori radar 

system parameters, with the compensation function as 

( )
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Considering that a m tV t R  and tB R hold, the target 

radar returns of the main and auxiliary satellites can be further 

approximated in (12) and (13) shown in the next page. 

It can be seen from (12) and (13) that the instantaneous 

Doppler frequencies of the nth channels of the main and 

auxiliary satellites can be, respectively, expressed as 
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From (14) and (15), it can be seen that, the target Doppler 

center frequency is related to the terrain altitude, ATB length, 

wave length, platform velocity, and target velocity. Besides, 

one can see that, the registration error terms, i.e., 

( )_2 pc n a y

t

d V v

R

−
, in the main satellite and 
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exist. Due to the long ATB of a distributed spaceborne radar 

system, the registration error may be easily larger than an 

azimuth resolution cell, which will considerably degrade the 

AMTI and target location performances. 

B. Clutter Signal Model in A DSBR System

For the same reason, as for the ground scattering point P

located at ( , , )c c cx y z , the clutter echo signals of the nth 
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    

   (12) 

where 
( )

2
22

3

222

4t

t tt t

z

t t

z Hzz Hz

R R






 −− = − −
 
 

. 

( )

( ) ( ),2, ,2 ,

2

_ , ,2

1

2 2
( , ) sinc exp exp

24
exp 1 cos cos

22

4
exp 1

t

y
m

t a m

sr n m s z CTB t

a a

yt t

t pc n cone t cone t

t

n d B
t

R V t
s t t B t rect rect j j

c T T

Bz Hz
j R d

R

j

  


 







− + 
+     

 −      
      

 
 

     − 
 − − −  +     

      

 − −
( ) ( )2

_

,2

2
cos

2 22

pc n a y m y a y mt t x x m

r m a m cone t

t t tt

d V v t B V v tz Hz B v t
v t V t

R R RR


  − − − 
 − + + −  
     

         (13) 

where Ta represents the coherent integration time. 

( )

( )

2 2

, 2 3

2

3

24
1

8 2 2 22 2

4

t t x t z tz
CTB t x t y t z z t

t t t tt t

x t y t z z t

t

z Hz B x B zB HB
B x B y B H B z

R R R RR R

B
B x B y B H B z

R

 


 





   −
= − − − + − + − − + −   

    

+ − − + −

. 

( )

( )

2

,1, ,1 _ ,2

2

,2

2 24
( , ) sinc exp exp 1 cos

2

1
2 24

exp 1 cos
2

c

c m c c

cr n m c z c pc n cone c

a c

m
a c c

a m cone c

a c

R t z Hz
s t t B t rect j j R d

c T R

n d
t dV z Hz

rect j V t
T R


  








      −   
 − − − −      

           

− 
+   −

 − − − +   
    
 

_pc n a m

c

V t

R

   
  
   

 (16) 

Where 
( )

( ) ( )2
, ,1 , ,1 , ,1 , ,10 0,1 0

,1 3 4

, ,

cos4

t AZ c EL c r AZ c EL cav T R r a

c

sc

G GP BG G PRT

LR

      





=    denote the clutter signal amplitudes after 

performing the range compression with respect to the main satellite. 0 , r , a , and   represent the clutter backscattering

coefficient, range resolution, azimuth resolution, and grazing angle, respectively, where the clutter backscattering coefficient 

can be portrayed by the Morchin model [69]. ( ), , , ,,t AZ c i EL c iG    and ( ), , , ,,r AZ c i EL c iG   , represent the normalized transmitting 

and receiving antenna patterns of the ground scattering point P relative to the beam center, respectively. The angles , ,1EL c  

and , ,1AZ c denote, respectively, the elevation angle and azimuth angle of P relative to the main satellite with

, , ,1 , ,1cos sin coscone c EL c AZ c  = corresponding to the cone angle. 2 2 2

c c cR x y H= + + denotes the nearest slant range. 

( )
2

22

3

222

4c

c cc c

z

c c

z Hzz Hz

R R






 −− = − −
 
 

. 
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channel, in the main and auxiliary satellites after range 

compression and down modulation can be, respectively, 

expressed in (16) shown in the previous page and (17) below. 

It can be seen from (16) and (17) that the instantaneous 

Doppler frequencies of the nth channels of the main and 

auxiliary satellites can, be respectively, expressed as 
2

_,

,1, 2

22 cos2
1

2

pc n aa cone cc c

dc n

cc

d VVz Hz
f

RR



 

  −
= − − +  

  
    (18) 

2
_,

,2, 2

22 cos2
1

2

pc n a y aa cone cc c

dc n

c cc

d V B VVz Hz
f

R RR



  

  −
= − − + +  

  

(19) 

By comparing (18) and (19), one can see that the clutter 

Doppler center frequency difference between the nth receiving 

channels of the main and auxiliary satellites can be calculated 

as 
2

2

2
1

2

y ac c

cc

B Vz Hz

RR 

 −
− 

 
. In addition, the clutter Doppler 

center frequency difference between the nth receiving channel 

and the mth receiving channel in a single satellite can be 

obtained as 
2

2

2
1

2

ac c

cc

n m d Vz Hz

RR 

−  −
− 

 
. Obviously, due to 

the azimuth registration error caused by By in a DSBR system, 

the clutter returns of the different spatial channels in the main 

and auxiliary satellites are severely decorrelated, resulting in 

clutter suppression performance deterioration. In addition, 

according to (17), when two cross-track baselines Bx and Bz 

co-exist, the terrain fluctuation may further degrade the clutter 

spatial filtering ability. 

C. Influences of CTB and Terrain Altitude on Clutter

Suppression and AMTI Performance

After performing the azimuth FFT on (12) and (13), the 

target returns of the main and auxiliary satellites in the range-

Doppler domain can be, respectively, noted in (20) below and 

(21) shown in the next page.

In the same way, the clutter returns of the main and 

auxiliary satellites in the range-Doppler domain can be, 

respectively, deduced in (22) and (23) shown in the next page. 

By comparing (22) and (23), it can be seen that an 

interference phase ϕ exists between the receiving echoes of the 

main and auxiliary satellites, which can be written as 
2

, 2

2
2 1

2

y cc c

CTB c

c c

B yz Hz

R R
  



 −
= + − 

 
   (24) 

After ignoring the higher-order terms, the interference 

phase can be simplified as  
2

2

2
2 1

2

y cc c x c z cz

c c c c c

B yz Hz B x B zB H

R R R R R
 

   

  −
= − − − − + −  

  
 (25) 

From (25), one can see that, the interference phase ϕ is 

related to ATB, CTB, slant-range of clutter component, range 

( )

( ) ( ),2, ,2 ,

2

_ , ,2

1

2 2
( , ) sinc exp exp

24
exp 1 cos cos

22

4
exp 1

c

y
m

c a m

cr n m c z CTB c

a a

yc c

c pc n cone c cone c

c

n d B
t

R V t
s t t B t rect rect j j

c T T

Bz Hz
j R d

R

z
j

  


 







 − +
+     

 −      
      

 
 

    − 
 − − − +    

      

 − −
2

_

,2

2
cos

22

pc n a m y a mc c

a m cone c

c cc

d V t B V tHz
V t

R RR


   − 
− + +   

    

    (17) 

where 
( )

( ) ( )2
, ,1 , ,1 , ,2 , ,20 0,2 0

,2 3 4

, ,

cos4

t AZ c EL c r AZ c EL cav T R r a

c

sc

G GP BG G PRT

LR

      





=    denote the clutter signal amplitudes after 

performing the range compression with respect to the auxiliary satellite. And the angles , ,2EL c and , ,2AZ c represent,

respectively, the elevation angle and azimuth angle of P relative to the auxiliary satellite.

( )

( )

2 2
2

, 2 3

2

3

24
1

8 2 2 22 2

4

c c x c z cz

CTB c x c y c z z c

c c c cc c

x c y c z z c

c

z Hz B x B zB HB
B x B y B H B z

R R R RR R

B
B x B y B H B z

R

 


 





   −
= − − − + − + − − + −   

    

+ − − + −

. 

( )
( ) ( ) ( )

( )

2

,1, ,1 , ,2

2

,2

1 22
( , ) 1 exp 1 1 cos exp exp

2 2

212 2 22
sinc sinc 1 1 cos

2 2

t

t t

sr n a azi s cone t z cons t

a a t

t t t ar

a a cone t

a a t

n d z Hz
s t f G j n d j j

V T R

dn dR z Hz Vv
B t T f

c V T R


   




 

 −   − 
 − − −    

     

−     − 
 − − + − − +     

     

( )_pc n a y

t

V v

R

   − 
   

      

 (20) 

where 

2

, ,2

24 4 1
1 cos

42

t t

cons t t cone t

t

z Hz N
R d

R

 
 

 

 − −
= − + − 

 
. 
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position, and terrain altitude. 

When zc=0, (25) can be rewritten in (26) below. 

From the first and third terms of (26), one can see that the 

existences of Bx and Bz lead to the severe range-dependence of 

clutter, deteriorating the clutter suppression performance and 

AMTI ability. 

Note that the interference phase in (25) includes both flat 

and terrain interference phases, and the interference phase in 

(26) describes the flat interference phase introduced by CTB.

Then, the terrain interference phase caused by the CTB and

terrain fluctuation can be computed in (27) shown in the next

page.

Based on the above analysis, one can see that the existence 

of CTB makes the clutter exhibit the range-dependence and 

topography-dependence, significantly degrading the clutter 

suppression performance since the i.i.d. property of range 

training samples is destroyed. 

D. Multi-channel Clutter Suppression and Moving Target

Detection 

According to (20) and (21), for a moving target located at 

the cone angle of ,cone t , its Doppler frequency can be

expressed as 

( )
2

0 ,2

2 2
1 cos

2

t t

a r a cone t

t

z Hz
f v V

R




 −
= − − − 

 
         (28) 

From (28), one can see that, due to the radial velocity of an 

AMT, the target is shifted to the Doppler position of fa0, 

indicating that this target is buried within the clutter at the 

same Doppler gate but with different cone angles. 

According to (20), (21) and (28), the spatial steering vector 

of a moving target can be expressed in (29) shown in the next 

page. 

It can be seen from (29) that, the spatial baselines of this 

DSBR system are non-uniform due to the existence of long 

distance between two satellites, causing a large number of 

grating lobes in the main lobe clutter regions. In addition, the 

target blind velocities appear caused by the sparsely 

( )
( ) ( ) ( )

( )
( )

,2, ,2 , ,

2 2

,2 2

1 2
( , ) 1 sinc exp exp exp

2

12 22
exp 1 exp 1 1 cos

2 2

t

y t

sr n a azi s z cons t CTB t

a a

y x xt t t t

y cone t

a tt t

n d B R
s t f G B t j j j

V T c

n d B B vz Hz z Hz
j j n d B

V RR R

   

 


 

− +    
 − −         

  − +   − −     − − − − +      
     

( ) ( ) ( )2
_

,2

21 2 22
sinc 1 1 cos

2 2

pc n a y y a yy t t a x xr

a a cone t

a a t t tt

d V v B V vn d B z Hz V B vv
T f

V T R R RR


    

  
 
  

   − −− +   − 
   − + − − + + −              

(21) 

where aziG denotes the azimuth FFT gain. 

( )
( ) ( ) ( )

( )

2

,1, ,1 , ,2

2
_

,2

1 22
( , ) 1 exp 1 1 cos exp exp

2 2

212 2 2
sinc sinc 1 1 cos

2 2

c

c c

cr n a azi c cone c z cons c

a a c

pc nc c c a

a a cone c

a a c

n d z Hz
s t f G j n d j j

V T R

dn dR z Hz V
B t T f

c V T R


   






 −   − 
 − − −    

     

−     − 
 − − + − − +     

     

a

c

V

R

    
   
     

 (22) 

where 

2

, ,2

24 4 1
1 cos

42

c c

cons c c cone c

c

z Hz N
R d

R

 
 

 

 − −
= − + − 

 
. 

( )
( ) ( ) ( )

( )

( )

,2, ,2 , ,

2

,2

2

2

1 2
( , ) 1 sinc exp exp exp

2

22
exp 1 1 cos

2

1 2
sinc 1 1

2 2

c

y c

cr n a azi c z cons c CTB c

a a

c c

y cone c

c

y c c

a a

a a c

n d B R
s t f G B t j j j

V T c

z Hz
j n d B

R

n d B z Hz
T f

V T R

   






− +    
 − −         

  − 
  − − +    

   

− +  −
 − + −  

 

_

,

22
cos

pc n a y aa

cone c

c c

d V B VV

R R


  

     
− + +    

      

 (23) 

0 0

2

2 0 0

, ,

2

2 2
sin cos

2

c

y cx c z

z

c c c

a a

x EL c y z EL c

a a

B yB x B H

R R R

f f
B B B

V V






   
 

  

=

 
 − − − + 

 

 
=  − +   −  

 

 (26) 

where 0 ,

2
cosa a cone cf V 


= . 
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distributed receiver phase centers. Besides, due to the 

existence of CTB along X-axis and Z-axis, the spatial steering 

vector exhibits the range-dependence and topography-

dependence. 

Suppose that the cone angle of the clutter component is 

,cone c . According to (22) and (23), the clutter Doppler

frequency can be expressed as 
2

0 ,2

2 2
1 cos

2

c c

a a cone c

c

z Hz
f V

R




 −
= − 
 

    (30) 

According to (22), (23) and (30), the spatial steering vector 

of the clutter scatter located at the cone angle of ,cone c  can be 

obtained in (31) below. 

For a given range gate ri and a Doppler frequency 0af , the 

target and clutter returns are arranged along the spatial 

channels, and then the multi-channel signal vectors can be 

expressed as a binary detection hypothesis, i.e., 

( )

( )

( )

0 0 0

0 0 , 0

1 0 0 0

0 , 0

0

0 , 0

: ( , ) ( , )

( , ) ( , )  

: ( , ) ( , ) ( , )

( , )
( ,

)
 

(
   ) 

,

i a i a

i a c i a s c a

i a i a i a

c i a s c a

i a

s i a s s a

H r f r f

r f r f f

H r f r f r f

r f f
r f

r f f

= +

= +

= + +

 
= + 

+  

x c n

Γ γ a n

x s c n

γ a
Γ n

γ a

 (32) 

where 0H denotes that the detection cell without targets, and 

1H denotes that the detection cell with targets. s, c and n 

represent target echo signal, clutter echo signal, and additive 

white Gaussian noise, respectively. 

 ,1 ,2 ,2

0 1 2 2( , ) ...error error error Nj j j

i a Nr f diag e e e
  

  =Γ

represents the interchannel amplitude and phase errors caused 

by various non-ideal factors, where  
2

2

N

m m


=
 denote the 

interchannel amplitude errors and  
2

, 2

N

error m m


=
 denote the 

interchannel phase errors. 1 ,1c azi cG =  and 2 ,2c azi cG =

represent, respectively, the clutter amplitudes of the main and 

auxiliary satellites. 1 ,1s azi sG =  and 2 ,2s azi sG =  represent 

the target amplitudes of the main and auxiliary satellites,

respectively.  0 1 2( , ) ,c i a c c Nr f diag  = γ I  and

 0 1 2( , ) ,s i a s s Nr f diag  = γ I , where “  ” represents 

Kronecker product. NI represents the N×N identity matrix. 

Then, the multi-channel clutter suppression and moving 

target detection in the post-Doppler domain can be realized by 

solving the following optimization problem [18], i.e., 

,

min

. . 1

H

cn

H

s ss t




=

W
W R W

W a
 (33) 

where cnR represents the correlation matrix of clutter plus

noise. 

According to the linear constraint minimum variance 

criterion, the optimal solution of (33) can be calculated as [18] 
1

,

1

, ,

cn s s

opt H

s s cn s s

−

−
=

R a
W

a R a
 (34) 

Assuming that clutter returns is uncorrelated with noise, 

according to (32), cnR is usually obtained by using the 

maximum likelihood estimation of the adjacent L range 

samples, i.e., 

00 0

2
,2 2

, 0 _ 0 _2

2 cos2
2 sin 4 2

2

c c
h z z

y z EL cc c x z c z c
EL c a c a c

c c c

B Bz Hz B B z B z
f f

R R R

  


  

    

 =
= −

 −
  − − − + − + 

 

(27) 

where 0

0 _ 2

2

4 2
1

2

a

a c

a c c

c

f
f

V z Hz

R


= 

 −
− 

 

. 

( )
2

, 0 0 2

2
12 2

, 0 _ ,2

1

2 2
exp 1

2

22
exp 1 sin cos

2

baseline t t r

s s a a

a t

Nt t

x EL t a t z EL t z t

Nt

z Hz v
f j f

V R

z Hz
j B f B B z

R





 







   − 
= + −   

     

    −  − − − +         

d
a

O

Q

    (29) 

where 0 ( 1) ( 1)
T

baseline y y yd N d B B d B N d = − + + − d represents the ATB and 

0

0 _ 2

2

2

4 2
1

2

a r

a t

a t t

t

f v
f

V z Hz

R





 
 
 = +
  −
 − 
   

. 1NO  denotes the all 0 vector of N×1, 1NQ denotes the all 1 vector of N×1, and “ ” 

represents the matrix inner product. 

( ) ( )
2

12 2

, 0 0 , 0 _ ,2

1

22
exp exp 1 sin cos

2

Nbaseline c c

s c a a x EL c a c z EL c z c

Na c

z Hz
f j f j B f B B z

V R


  







     − 
= − − − +      

      

Od
a

Q
    (31) 
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0 0

1

2

2

1 1 2

1 , 1 , 2

2 2

1
( , ) ( , )

L
H

cn i a i a

i

c n N

H

c c

N s c N s c n N

c c

r f r f
L



 


 

=

 

=

= +

     
=   +       

     

R x x

R I

Q a Q a ρ I

(35) 

where cR represents the clutter correlation matrix, and 
2

n

represents the noise power. 

1,2 1,2

1,2 2,2

1,2 2,2

1

1

1

N

N

N N

 

 

 



 

 
 
 =
 
 
  

ρ

represents the clutter correlation coefficient matrix, where 

,m n  denotes the clutter correlation coefficient between the nth 

spatial channel and the mth, , 1,2,..., 2m n N= , spatial channel 

at the Doppler frequency 0af , i.e., 

0 0

1

,

0 0 0 0

1 1

( , ) ( , )

( , ) ( , ) ( , ) ( , )

L

m i a n i a

i

m n
L L

m i a m i a n i a n i a

i i

x r f x r f

x r f x r f x r f x r f





=

 

= =

=
  
  
  



 

(36) 

where mx and nx  denote the complex echo data of the mth 

spatial channel and the nth spatial channel, respectively. “”

denotes the complex conjugate operation. 

Considering that the clutter correlation matrix is a Hermite 

matrix, after performing the eigen decomposition, one has 
2

2

2
2

1 1

cn c n N

p N
H H

i i i n i i

i i p



 
= = +

= +

= + 

R R I

ν ν ν ν
    (37) 

where 1 2 p     denote the p largest eigenvalues of

the covariance matrix Rcn. Note that p=1 usually holds if range 

ambiguity and Doppler ambiguity do not exist. The 

eigenvectors corresponding to the p largest eigenvalues form 

the clutter subspace, i.e.,  1 2, , ,c pspan = ν ν ν , with the 

clutter DOF being p. 

Ideally, the clutter signals in different spatial channels are 

highly correlated and the clutter DOF (the number of large 

eigenvalues obtained from the eigen decomposition of clutter 

correlation matrix) is 1. However, in fact, due to the existence 

of many non-ideal factors, such as interferometric phase 

caused by the relatively large CTB between different satellites, 

terrain fluctuation, interchannel amplitude and phase errors, 

and synchronization errors, the correlation between different 

spatial channels decreases and the clutter DOF increases, 

which causes the clutter expanding along the space and time 

dimensions, degrading the subsequent clutter rejection 

performance and widening the clutter filtering notch.  

III. INFLUENCING FACTOR ANALYSIS FOR AMTI IN A DSBR

SYSTEM 

In the following, we will analytically study the above 

mentioned nonideal factors one by one (see Section II). We 

first see how the channel noise affects the echo correlation. 

A. Influence of Channel Noise on Echo Correlation

In order to analyze the only influence of channel noise on

echo correlation, the various non-ideal factors and the factors 

from the spatial baselines are not taken into account. The 

received echo signal in a spatial channel contains two parts: 

clutter/target echo signal which is correlated between different 

channels and channel noise which is uncorrelated between 

different channels. Obviously, the interchannel-uncorrelated 

part will deteriorate the echo correlation between different 

channels. Assuming that the azimuth antennas of the main and 

auxiliary satellites are uniformly divided into N equivalent 

channels, the echo signal of the same clutter scattering unit in 

the nth channel can be expressed as 

, ,cr n cr n ns c n= + (38)

where ,cr nc  and nn  represent the clutter component and noise 

component of the nth channel, respectively. It is noted that the 

noise components of different channels are uncorrelated. 

Considering that the azimuth antennas of main and auxiliary 

satellites are uniformly divided, the clutter amplitudes of 

different channels are the same, i.e., 

,1 ,2 , 1cr cr cr N cc c c = = = = , 

, 1 , 2 ,2 2cr N cr N cr N cc c c + += = = = . 

The correlation coefficient between the nth channel and the 

mth channel can be expressed in (39) below [56]. 

Considering that the noise components are uncorrelated, 

one has, ( ) 0m nE n n = . Then (39) can be further simplified 

as 

( )( )

( )( ) ( )( )

( ) ( ) ( ) ( )

( ) ( )

, ,

_ ,

, , , ,

, ,

, , , ,

, , , ,

, , ,

cr m cr n

CNR m n

cr m cr m cr n cr n

cr m m cr n n

cr m m cr m m cr n n cr n n

cr m cr n cr m n m cr n m n

cr m cr m cr m m

E s s

E s s E s s

E c n c n

E c n c n E c n c n

E c c E c n E n c E n n

E c c E c n E





 



 

   

 

  
=

      

 + +
  

=
   + + + +
      

 +  +  + 
=

 +  + ( ) ( )

( ) ( ) ( ) ( )

,m

, ,n , ,

m cr m m

cr n cr cr n n n cr n n n

n c E n n

E c c E c n E n c E n n

 

   

  + 
 

   +  +  + 
 

 (39) 
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( )

( ) ( )

( ) ( )

( )( )

( )( )

( )( )

, ,

_ ,

, ,

, ,n

, ,

2 22 2

, ,

1 1

1 1

1

1 1

cr m cr n

CNR m n

cr m cr m m m

cr n cr n n

cr m cr n

cr m n cr n n

m n

m n

m n

E c c

E c c E n n

E c c E n n

c c

c c

CNR CNR

CNR CNR

CNR CNR



 



 

 

− −


=

  + 
 

   + 
 

=

+ +

=
+ +

=
+ +

         (40) 

where CNRm and CNRn represent the clutter to noise ratios 

(CNRs) of the mth channel and the nth channel, respectively. 

Obviously, the interchannel correlation coefficient is smaller 

than 1. 

Without considering the influences of other actual factors, 

the correlation coefficient matrix can be expressed in (41) 

below. 

B. Influence of ATB on Echo Correlation

From (16) and (17), it can be seen that, due to the location

differences of receiving channels, the slow-time spectrums of 

echo returns shift, introducing the azimuth registration error 

caused by By after implementing the Doppler localization.  

By comparing (22) and (23), one can see that the Doppler 

offset, 0cz = , between the echo data of main satellite and 

auxiliary satellite can be calculated as 

1 2

y a

a dc dc

c

B V
f f f

R
 = − =     (42) 

where 1dcf  and 2dcf  denote, respectively, the clutter Doppler 

center frequencies of the main and auxiliary satellites.

It is observed from (42) that after Doppler localization, the 

azimuth registration error is 2yB  m. In order to maintain the 

formation pattern of the DSBR system and prevent satellite 

collisions, the reasonable ATB length between the main and 

auxiliary satellites is usually chosen as 150~200 m [57][58]. 

From Fig. 2(a), it is apparent that when the ATB reaches 200 

m, according to the system parameters listed in Table I, the 

azimuth registration error is up to be half a Doppler resolution 

unit. Fig. 2(b) shows the relationship between the interchannel 

correlation coefficient and the azimuth registration error, from 

which it is clearly seen that, the larger the azimuth registration 

error, the lower the interchannel correlation coefficient, thus 

drastically degrading the STAP performance. Obviously, for a 

DSBR system with intersatellite ATB of 200m, the correlation 

coefficient of the radar returns of the main satellite and 

auxiliary satellite drops to 0.62, causing the multi-channel 

clutter suppression ability of STAP to decrease dramatically. 

Therefore, the accurate azimuth registration error 

compensation is required in order to improve the subsequent 

STAP ability in a DSBR system. 

(a) 

_1,1 _1, _1, 1 _1,2

_1, _ , _ , 1 _ ,2

_1, 1 _ , 1 _ 1, 1 _ 1,2

_1,2 _ ,2 _ 1,2 _ 2 ,2

CNR CNR N CNR N CNR N

CNR N CNR N N CNR N N CNR N N

CNR

CNR N CNR N N CNR N N CNR N N

CNR N CNR N N CNR N N CNR N N

   

   

   

   

+



+

 

+ + + + +

  

+

 
 
 
 

=  
 


 

ρ

( )( )

( )( )

1
1 1

1 1

1
1 1

1 1

1 1 1

1 1

11 1

main
main auxi

T

N N

auxi
main auxi

CNR CNR CNR

CNRCNR CNR

−
− −

 

−
− −





 
 + + + 

=  
 
 ++ +  

Q Q

(41) 

where mainCNR  and auxiCNR  represent the CNRs of a received channel data associated with the main and auxiliary satellites, 

respectively. 
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(b) 

Fig. 2 Influence of the azimuth registration error. (a) Relationships between 
azimuth registration error and ATB length. (b) Relationships between 

correlation coefficient and azimuth registration error. 

In practice, the prior information of ATB can be used for 

azimuth registration. However, due to the actual baseline 

measurement error, the residual registration errors inevitably 

exist, reducing the echo correlation corresponding to different 

spatial channels. Assuming that the baseline measurement 

error of the DSBR system is yB , then after performing the 

preliminary registration by using the prior radar system 

information, the residual azimuth registration error is

0y a aB V T R . 

In addition, due to the difference between the slow-time 

window of the radar return in the auxiliary satellite and the 

slow-time window of the quadratic phase compensation 

function shown in (11), the existence of ATB will cause the 

energy loss of azimuth coherent integration. The energy loss 

of azimuth coherent integration can be calculated as (this 

energy loss can be contributed to the interchannel amplitude 

error) 

0
_ 10log 1

y a

azi loss
d

B V

R
G

B


 
 
 = −
 
 
 

in dB  (43) 

where Bd represents the clutter Doppler bandwidth. 

Fig. 3 and Table Ⅰ exhibit the relationship between the 

energy loss of azimuth coherent integration and the ATB 

length, from which it is clear that, the energy loss is more and 

more severe with the increasing of ATB length.  
TABLE I 

AZIMUTH COMPRESSION LOSS VERSUS WITH ATB LENGTH 

ATB length (m) 100 200 300 400 500 

Azimuth compression loss (dB) 0.025 0.049 0.074 0.099 0.124 

Fig. 3 Relationship between the azimuth compression loss and ATB length. 

C. Influence of CTB on Echo Correlation

Proverbially, the pure along-track alignment of multi-

channel phase centers is the optimal configuration for AMTI. 

However, as mentioned in Introduction, in addition to have 

AMTI, spaceborne radars may need to have InSAR function. 

Thus, both ATB and CTB between two satellites are used. 

Unfortunately, the existence of CTB leads to the elevation 

angle deviation between the main and auxiliary satellites, 

which will cause the scattering characteristics distribution of 

ground points randomly varying along range dimension, 

decreasing the channel correlation. 

Suppose that a linear frequency modulated (LFM) signal in 

(1) is adopted as the radar waveform transmitted by the main

satellite. For convenience, only the range-dimensional echo

signals are considered in the following analysis. Taking the

position of the nadir point with respect to the main satellite as

the coordinate axis origin, then the echo signal corresponding

to a scattering point on the ground in the main and auxiliary

satellites can be expressed as

( ) ( ) ( ) 

( ) 

2

,

0

; exp

exp 2

i

R i t t i

P

i

t
s t r r rect j K t

T

j f t


  

 

 −
= − 

 

 −

       (44) 

where ( )1 0,1 0,1 12 sint ELR r r c   − −   represents the two-

way propagation delay between this scattering point and the 

main satellite and ( )2 0,2 0,1 22 sint ELR r r c   − −   

represents the two-way propagation delay between this 

scattering point and the auxiliary satellite. 0,1R  and 0,2R

represent the slant-distances of the beam center relative to the 

main and auxiliary satellites, respectively. tr denotes the 

ground projection of the slant-distance of the scattering point 

relative to the main satellite along range dimension. 0,1r

denotes the ground distance of the beam center with respect to 

the main satellite. 1EL  and 2EL denote, respectively, the

elevation angles of the scattering point relative to the main and 

auxiliary satellites. 

After range compression and down modulation, the 

baseband echo signals of the main and auxiliary satellites can 

be, respectively, expressed as 
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( ) ( ) 0,1 1

,1

0,1 1

0 0

2 2 sin
; sinc

sin
exp 4 exp 4

u EL

R u u

u EL

R r
s t r r B t

c

R r
j f j f

c c





 

 −  
= −  

  

   
 −   

  

  (45) 

( ) ( ) 0,2 2

,2

0,2 2

0 0

2 2 sin
; sinc

sin
exp 4 exp 4

u EL

R u u

u EL

R r
s t r r B t

c

R r
j f j f

c c





 

 −  
= −  

  

   
 −   

  

 (46) 

where 0,1u tr r r= − . 

After performing the FFT on (45) and (46) along range 

dimension, the echo signals in the wavenumber domain can be, 

respectively, noted as  

( ) 0,10 1

,1 0

1

0,1

1

4 sin
; exp 4

4 sin

2
exp

2sin

EL

R r r

r

EL

r

EL

Rf
s t k k j f

c c

c
rect k

B

Rck
j t

c

 


 



  
  − −  

   

  
  

  
 

   
 − −   

   

     (47) 

( ) 0,20 2

,2 0

2

0,2

2

4 sin
; exp 4

4 sin

2
exp

2sin

EL

R r r

r

EL

r

EL

Rf
s t k k j f

c c

c
rect k

B

Rck
j t

c

 


 



  
  − −  

   

  
  

  
 

   
 − −   

   

     (48) 

where 14 sinr ELk f c = ,  0 02, 2f f B f B − + , 

represents the wavenumber variable. 

It can be seen that the wavenumber spectrums of the echo 

signals in the main and auxiliary satellites exhibit a relative 

offset, which can be calculated as 

( )0

2 1

4
sin sinr EL EL

f
k

c


  = − (49)

The echo correlation coefficient can be expressed as 

( )0 2 1 0 2

1 1

4 sin sin sin
1 1 1

4 sin sin

EL EL EL

ct

EL EL

f c f

B c B

   


  

−  
 − = − − 

 

(50) 

According to the geometry in Fig. 1, (49) can be further 

expressed as 

1

0

1

tan
sin arctan

1 1
sin

EL x

z

ct

EL

H B

H Bf

B






   +
    +   

= − − 
 
  

        (51) 

D. Influences of Interchannel Amplitude and Phase Errors on

Echo Correlation

For the whole antenna array, due to space environmental 

conditions, service life, engineering processing, and other 

factors [63], the simulators may be inconsistent in different 

spatial channels, which may cause the inconsistency of 

amplitudes and phases among different receiving channels, 

introducing the interchannel amplitude and phase errors. In 

addition, it can be seen from (20), (21), (22) and (23) that the 

channel position differences lead to the energy loss after 

implementing the coherent accumulation, which also causes 

the interchannel amplitude error. 

In order to analyze the influence of interchannel amplitude 

and phase errors on channel correlation, other non-ideal 

factors are not taken into account. The steering vector is 

supposed as  
1

1,...,1
T

N
. Then, according to (32), the echo mx

of the mth channel can be expressed as 
,

1
error mj

m m cx e


 =                   (52) 

where the symbols 1m m = − and ,error m  follow Gaussian 

distributions with mean 0 and variances 
2

 and 
2

 , 

respectively. Obviously, the channel correlation coefficient 

between the echoes of the mth channel and that of the first 

channel is 

 

,

2
,

1

2

1 1

2

22 1

error m

error m

j

mm

m

m m m

j

m

m

E eE x x

E x x E x x E

E E e
e

E


















−

 

−
−

     
= =

          

 
 

= =
+  

  (53) 

where  

( )

   

 

22

2

2

2

1

2 1

1

1

m m

m m

E E

E E E

E 



 

 





   = +   

 = + + 

= +

= +

 (54) 

2

, ,

2

, 2
,2

1
exp

22

error m error mj j error m

error mE e e d e
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 






 

−− −

−

    = − =  
  



 (55) 

E. Influence of Space Synchronization Error on Echo

Correlation

For a DSBR system, in order to make the radar returns of 

two satellites keep the high coherence, two satellite beams 

must cover the same area. However, if the space 

synchronization error exists (take the space synchronization 

error of the auxiliary satellite for example), the beam pointing 

will rotate and offset. This may cause the elevation angle 

deviation and squint angle deviation between two satellites， 

and thus lead to the correlation reduction of the echo data 

between two satellites. 

Fig. 5 gives the space synchronization error model, where 

Z-axis is along the antenna elevation dimension, Y-axis is

along the antenna azimuth dimension, and X-axis is

perpendicular to the antenna panel. P , pitch angle, R , roll

angle, and Y , yaw angle, represent, respectively, the rotation

angles of the antenna panel along X-axis, Y-axis and Z-axis.
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Taking the space synchronization error in the auxiliary 

satellite for example, the influences of yaw angle, pitch angle, 

and roll angle will be analyzed term by term. 

Azimuth

Range

P

R

Y

X
Y

Z

 Fig. 4 Space synchronization error model. 

1) Influence of yaw angle

In the presence of space synchronization error, the

coordinate system of antenna panel ( , , )x y z    rotates relative 

to ( , , )x y z . Assume that the auxiliary satellite adopts the side-

looking observation mode without space synchronization 

errors, the slant-range vector of beam center in ( , , )x y z  

coordinate system under the case of 2AZ =  is shown as 

( )sin ,0, cos
T

EL ELR R =R (56) 

In ( , , )x y z    coordinate system, the satellite slant-range 

vector is R . Assuming that only the influence of yaw angle 

error is considered, the conversion relation of R  to R  can be 

expressed as 

cos sin 0 sin sin cos

sin cos 0 0 sin sin

0 0 1 cos cos

Y Y EL EL Y

Y Y EL Y

EL EL

R

R

R

    

   

 

     
      = − = −
     
          

R

(57) 

Considering that the satellite attitude error is usually small, 

cos 1Y   holds. Then, (57) can be simplified as 

sin

sin sin

cos

EL

EL Y

EL

R



 



 
   −
 
  

R    (58) 

From (58), one can see that the yaw angle error leads to an 

extra squint angle for the beam center, causing the echo 

Doppler center deviation and the beam coverage area 

deviation of the auxiliary satellite.  

The extra squint angle introduced by yaw angle error can be 

calculated as 

( )arcsin sin sinY EL    − (59) 

According to (59), Doppler center offset can be calculated 

as 

( )_

0

2 2
sin sin

2
sin

2
sin sin

a a

DC yaw

a

a

EL Y

V V
f

V

V



  
 




 


=

 = +  −

= 

 −

 (60) 

In addition, the existence of the yaw angle error will 

introduce the non-stationarity of the clutter echo received by 

the auxiliary satellite. 

For the ground scattering point P located at ( , , )c c cx y z (see

Fig. 1), the clutter baseband echo signal of the nth channel in 

the auxiliary satellite after range compression and down 

modulation can be expressed in (61) below. 

According to (16) and (61), the spatial steering vector of the 

clutter located at Doppler unit of fa0 can be expressed in (62) 

( )

( ) ( )
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2
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
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


   − 
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   (61) 
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1

cos
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              (62) 

where  0 ( 1)
T

single d N d= −d . 
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below. 

Obviously, the existence of the yaw angle error lead to the 

non-stationarity of the clutter echo received by the auxiliary 

satellite, which further damages the i.i.d. property of clutter. 

2) Influence of pitch angle

Assuming that only the influence of pitch angle error is

considered, then the conversion relation of R  to R  can be 

expressed as 

1 0 0 sin sin

0 cos sin 0 cos sin

0 sin cos cos cos

EL EL

P P EL P

P P EL EL

R

R

R

 

   

   

     
      = 
     
     −     

R

       (63) 

Obviously, the influence of pitch angle error is similar to 

the yaw angle error, which leads to an extra squint angle of the 

beam center, causing the echo Doppler center deviation and 

the beam coverage area deviation associated with the auxiliary 

satellite. 

The extra squint angle introduced by yaw angle error can be 

calculated as 

( )arcsin cos sinEL P      (64) 

Then, Doppler center offset can be calculated as 

( )_

0

2 2
sin sin

2
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2
cos sin
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V V
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 




 


=

 = +  −

= 

=

 (65) 

Moreover, the existence of the pitch angle error also 

introduces the non-stationarity of the clutter echo received by 

the auxiliary satellite. 

With the consideration of the pitch angle error in the clutter 

echo signal in (17) with respect to the auxiliary satellite, the 

clutter echo signal of the nth channel in the auxiliary satellite 

after range compression and down modulation can be 

expressed in (66) below. 

According to (16) and (66), the spatial steering vector of the 

clutter located at Doppler unit of fa0 can be expressed in (67) 

below. 

Evidently, the existence of the pitch angle error causes the 

spatial steering vector of the auxiliary satellite varying along 

range dimension, also further damaging the i.i.d. property of 

clutter. 

3) Influence of roll angle

Assuming that only the influence of roll angle error is

considered, the conversion relation of R  to R can be 

expressed as 

( )

( )

cos 0 sin sin sin

0 1 0 0 0

sin 0 cos cos cos

R R EL EL R

R R EL EL R

R
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    
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     = =     
     −     

R  (68) 

From (68), one can see that the roll angle error introduces 

an extra elevation angle, which causes the beam coverage area 

deviation along range dimension, leading to the deviation of 

ground scattering spectrum. Thus, according to (68), (49) can 

be modified as 

( )20

1

sin
1 1
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EL R

ct

EL

f

B

 

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+ 
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                   (69) 

F. Influence of Time Synchronization Error on Echo

Correlation

In a DSBR system, since the main and auxiliary satellites 

adopt different frequency bands , the triggering pulses cannot 

be completely aligned and the actual PRI of the two satellites 

cannot be strictly equal, resulting in the time synchronization 

error. In addition, frequency source jitter will also cause time 

synchronization errors.  

The time synchronization error mainly includes two parts 

[64]: 1) fixed time synchronization error caused by unaligned 

frequency sources of main and auxiliary satellites; and 2) 

linear time synchronization error. It can be expressed as 

( )m me t t = + (70) 
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where   represents the fixed time synchronization error, and 

  represents the linear synchronization error index. 

1) Fixed time synchronization error

Assuming that the main satellite transmits linear frequency

modulation signals, then the echo signal of the nth channel of 

the auxiliary satellite can be expressed as 

( )
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( ) ( )
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0 0
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2
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sinc 2 /

exp 2 4
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t
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B t R t c

j f j f R t c
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 
 

 − −  

 − −  

(71) 

where ,2c  represents the signal amplitude after range 

compression and ( )n mR t denotes the two-way instantaneous 

slant-range between the nth spatial received channel of the 

auxiliary satellite and the ground scatter point. 

According to (71), it can be concluded that after range 

compression, the peak value exhibits the fixed time offset of 
  in the fast time direction, which corresponds to the fixed

slant-range registration error calculated as 2R c = . 

Obviously, this range registration error induced by   will 

cause the radar echo data decorrelating between the main 

satellite and auxiliary satellite, that is 

( )
_ sinc

2
reg r ct

R

c B
 

 
=   

 
  (72) 

where ct is given in (69). In addition, the fixed time 

synchronization error will lead to an extra fixed phase error, 

i.e.,  0exp 2j f − , which can be well balanced by using the 

channel equalization technology [51]. 

2) Linear time synchronization error

For the same reason, after range compression, the echo

signal of the nth channel, 1,2,...,n N= , in the auxiliary 

satellite can be expressed as 
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(73) 

From (73), one can see that the linear time synchronization 

error leads to the tm-related deviation mt  of the peak value 

along range dimension. Besides, the linear time 

synchronization error will also introduce a linear phase term, 

i.e.,  0exp - 2 mj f t  , causing the Doppler spectrum offset. 

G. Influence of Frequency Synchronization Error on Echo

Correlation

The frequency error between the different frequency 

sources of two satellites will lead to the inconsistency between 

the transmitting carrier frequency and the receiving local 

oscillator, introducing the phase errors between main and 

auxiliary radar data. In addition, the instability of frequency 

source will also cause the phase error, reducing the 

interchannel coherence. 

Consider that the carrier frequency and the local oscillator 

have the same nominal frequency, and the time-varying 

frequencies of the carrier frequency and the local oscillator are, 

respectively, denoted by ( )T t  and ( )R t  . 

The transmitting carrier frequency of the main satellite and 

the local oscillator frequency are, respectively, noted as 

( )0T Tf f t = +  (74) 

( )0R Rf f t = +  (75) 

where ( ) ( ), { , }i i it a b t t i T R   = + +  , t  represents the 

whole-time, ia is the fixed frequency synchronization error, 

ib t denotes the linear frequency synchronization error, and ib

corresponds to the long-term stability index. Due to the short 

working time of each radar startup, the influence of aging rate 

can be ignored during a short period of time and the 

accumulated frequency deviation caused by frequency source 

aging can be concluded into the fixed frequency error [65]. 

( )t   represents the random frequency error caused by various 

electrical noises, whose magnitude is usually described by 

Allen variance [65].  

Considering that the linear frequency synchronization error 

and random frequency synchronization can be ignored, in the 

following, we mainly analyze the influence of the fixed 

frequency synchronization error. Then, the transmitted carrier 

frequency of the main satellite and local oscillator frequency 

can be approximated as 

0T Tf f  +  (76) 

0R Rf f  +  (77) 

After performing the post-Doppler localization, the echo 

signal of the auxiliary satellite can be expressed as 
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 (78) 

It can be seen from (78) that, the fixed frequency 

synchronization error leads to the fast-time deviation of 

( )R T

K

 −
 and the corresponding slant-range synchronization 

error can be calculated as 
( )

2

R Tc
R

K

 −
 =  . In addition, the 

fixed frequency synchronization error will also introduce the 

azimuth registration error of 
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IV. SIMULATION EXPERIMENTS 

In this section, the output SCNR of an air moving target and 

MDV performance are used as the performance indicators to 

analyze the influences of ATB, CTB, interchannel 

amplitude/phase error, space synchronization error, time 

synchronization error, and frequency synchronization error on 

AMTI. In this simulation, an L-band DSBR system including 

two satellites is considered, and some of the radar system 

parameters can be referred to the American large L-band 

space-based radar system (LLSBR) system, as listed in Table 

Ⅱ, Ⅲ and Ⅳ [54]. 
TABLE Ⅱ 

RADAR SYSTEM PARAMETERS 

Parameters Value 

Satellite number 
Number of channels of single satellite 

2 
2 

ATB length 200 m 

Platform altitude 506 km 
Carrier frequency 1.26 GHz 

Pulse repetition frequency 4000 Hz 

Average radiated power 4000 W 
Signal bandwidth 3 MHz 

Coherent integration time 60 ms 

System noise 5 dB 
Inclination angle of antenna 45° 

TABLE Ⅲ 

ANTENNA PARAMETERS 

Parameters Value 

Antenna length 20m 
Antenna height 1m 

Weighting along elevation dimension 20dB (Taylor window) 

Weighting along azimuth dimension 40dB (Taylor window) 

TABLE Ⅳ 

TARGET PARAMETERS 

Parameters Value 

RCS 5m2 

Elevation angle of the target 40° 

Azimuth angle of the target 90° 

In order to calculate the MDV value of a moving target, the 

SCNR detection threshold should be firstly given. Supposing 

that the scattering model of an observed target obeys the 

Swerling 0 model, and then the relationship of false alarm 

probability Pfa and detection probability Pd can be given by 

[66] 

( )0.5 ln 0.5d faP erfc P SNR  − − +     (79) 

where SNR denotes the target signal to noise ratio (SNR). 

According to (79), Fig. 5 exhibits the relationship between 

the detection probability and the SNR in the case of Pfa being 

10-6. It can be seen from the figure that when the reliable

detection probability is up to 0.7, the output SCNR threshold 

is calculated as 12.1 dB. In the following analysis, this SCNR 

detection threshold is used to test the moving target detection 

performance. 

Fig. 5 Detection probability versus with SNR with the Pfa of 10-6. 

A. Target Velocity Response Analysis with the Presence of

ATB

Fig. 6 shows the range-Doppler spectrum of the clutter 

returns after performing the range and azimuth compressions, 

from which it can be seen that the clutter spectrum is 

significantly broadened and mainly concentrated in the main-

lobe Doppler regions. It indicates that the moving targets 

located at the main-lobe regions will be severely submerged 

by the strong clutter components. Therefore, in order to 

improve the moving target detection performance, especially 

for moving targets in the main-lobe clutter regions, the 

effective clutter rejection becomes necessity. 

Fig. 6 Range-Doppler spectrum of clutter returns after range and azimuth 

compressions. 

Fig. 7(a) exhibits the echo correlation coefficient between 

two channels in the main satellite, which is influenced by the 

channel noise and ATB length. It is noted that ATB length 

between two channels in the main satellite is only 10 m 

according to the system parameters in Table Ⅲ  and the 

interchannel correlation coefficient only effected by ATB can 

be calculated as 0.9997 according to Fig. 2. Thus, the echo 

correlation coefficient between two channels in the main 
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satellite is mainly determined by CNR. Fig. 7(b) shows the 

correlation coefficient between the first channel in the main 

satellite and the first channel in the auxiliary satellites, which 

is effected by the channel noise and long ATB between two 

satellites. It can be seen from the figures that, the theoretically 

calculated correlation coefficient curve is almost coincided 

with that counted from the simulated data. As for the spatial 

filtering notch regions, due to the low clutter energy, the CNR 

statistic error becomes larger, causing a large deviation 

between the theoretically calculated correlation coefficient and 

the actual value. In addition, comparing Fig.7 (a) with Fig.7 

(b), one can see that, due to the registration error caused by the 

long along-track distance between the main satellite and 

auxiliary satellite, the correlation coefficient decreases to 0.6 

times than that of the single satellite. 

(a) 

 (b) 

Fig. 7 Correlation coefficient. (a) Correlation coefficient of the first and 
second channels in the main satellite. (b) Correlation coefficient between the 

first channel in the main satellite and the first channel in the auxiliary satellite. 

Fig. 8 shows the target output SCNR of the single-platform 

SBEWR system and the DSBR system after clutter 

suppression by using the extended factor approach (EFA) [18]. 

It can be seen from the figure that the target output SCNR of a 

distributed system increases by 3dB compared with that of a 

single-platform system. In addition, compared with the single-

platform system, due to the more receiving spatial channels 

and longer ATBs, the MDV is improved from 72.31 m/s to 

4.02 m/s, which indicates that the DSBR system can 

significantly improve the MDV performance of an air moving 

target. However, for the sparsity configuration of distributed 

antenna array, the antenna pattern exhibits the severe grating 

effect, resulting in the target discontinuous detectable 

phenomenon. It should be noted that the grating influences in 

the side-lobe clutter regions are relatively small because of the 

transmitted/received antenna pattern modulation. 

Main-lobe 

Region

Side-lobe 

Region

Side-lobe 

Region

Grating Lobe

Fig. 8 Output SCNR comparison of a moving target in the single-platform 
SBEWR system and the DSBR system after clutter suppression by using EFA. 

B. Target Velocity Response Analysis with the Presence of

CTB

According to (49) and (24), it is observed that the CTB will 

lead to the ground scattering spectrum deviation between the 

main and auxiliary satellites, causing the radar returns of two 

satellites decorrelating. Additionally, the existence of CTB 

will cause the non-stationary peculiarity of the auxiliary 

clutter returns, degrading the clutter suppression performance. 

Fig. 9 shows the output SCNR of an air moving target, 

where Case 1 represents the condition that the CTB does not 

exist (ATB length is 200 m) and Case 2 refers to a DSBR 

system with an ATB of 200 m and a CTB of 400 m [57]. In 

this simulation, only the effect of ground scattering spectrum 

deviation is considered. From the figure, one can see that due 

to the decorrelation influence of CTB, the clutter suppression 

capability of the distributed system in Case 2 severely 

degrades, causing the spatial filtering notch broadening and 

MDV is degraded from 4.02 m/s (see Fig. 8) to 32.14 m/s. 
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Fig. 9 Target output SCNR. Case 1: the DSBR system only with an ATB of 

200m. Case 2: the DSBR system with an ATB of 200 m and a CTB of 400 m 

(only the effect of ground scattering spectrum deviation is considered). 

Fig. 10(a) shows the interferometric phase between the first 

channel of the main satellite and the first channel of the 

auxiliary satellite without the consideration of CTB and Fig. 

10(b) depicts the corresponding interferometric phase between 

these two satellite’s radar returns with the consideration of 

CTB. From the figures, it is observed that due to the existence 

of CTB, the interferometric fringes between two satellites are 

tilted, indicating that the interferometric phase varies along 

range dimension. Thus, the i.i.d. characteristics of clutter 

samples are severely damaged, degrading the subsequent 

clutter rejection performance. 

(a) 

(b) 
Fig. 10 Interferometric phase between the first channel of the main satellite 

and the first channel of the auxiliary satellite. (a) Interferometric phase

without the consideration of CTB. (b) Interferometric phase with 

consideration of CTB.

With the coexistence of CTB (400 m) and ATB (200 m) in 

a DSBR system, Fig. 11 shows the target output SCNR in two 

cases, where only the decorrelation effect caused by ground 

scattering spectrum deviation is considered in Case 1 and both 

the decorrelation effect caused by ground scattering spectrum 

deviation and clutter non-stationarity is considered in Case 2. 

Obviously, with the presence of the flat-ground 

interferometric phase introduced by CTB (refers to Case 2), 

the filtering notch is further widened and the target output 

SCNR decreases by about 1~2dB (MDV ulteriorly deteriorates 

from 32.14 m/s (see Fig. 9) into 44.19 m/s). 

Fig. 11 Target output SCNR in a DSBR system with an ATB of 200 m and a 

CTB of 400 m. Case 1: Target output SCNR only considering the effect of 

ground scattering spectrum deviation. Case 2: Target output SCNR where the 
decorrelation effects caused by ground scattering spectrum deviation and the 

clutter non-stationary property are both taken into account. 

Fig. 12 exhibits the target output SCNR with the CTB 

length of 100 m, 400 m, and 600 m in a DSBR system (ATB 

length is 200 m), respectively, in which both the decorrelation 

effect caused by ground scattering spectrum deviation and 

clutter non-stationarity are considered. Obviously, the AMTI 

performance deteriorates with the increase of the CTB length. 

From the figure, one can see that MDV is degraded from 4.02 

m/s (see Fig. 8) to 7.22 m/s. In addition, when the CTB length 
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increases to be 400 m and 600 m, and the MDVs deteriorate to 

be 44.19 m/s and 58.25 m/s, respectively. 

Fig. 12 Target output SCNR in a DSBR system with the CTB length of 100 m, 

400 m, and 600 m in a DSBR system (ATB length is 200 m). 

Furthermore, according to the analysis results in Section Ⅱ, 

it is known that the CTB is sensitive to the terrain elevation. In 

the following, the influences of the terrain fluctuation on 

interference phase and moving target detection performance in 

a DSBR system with the coexistence of CTB (400 m) and 

ATB (200 m) are analyzed. 

Fig. 13(a) shows the interferometric phase between the first 

channel of the main satellite and the first channel of the 

auxiliary satellite without the consideration of terrain 

fluctuation, while Fig. 13(b) with the terrain fluctuation 

variance of 100 m. From the figures, it can be seen that, due to 

the existence of random terrain fluctuation, the interferometric 

fringes present the fluctuating phenomenon and do not appear 

as strict diagonal lines, indicating that the echo phase 

distribution is randomly disrupted. 

(a) 

(b) 
Fig. 13 Interference phase between the first channel of the main satellite and 

the first channel of the auxiliary satellite in a DSBR system with an ATB of 

200 m and a CTB of 400 m. (a) Interference phase without the consideration 
of terrain fluctuation. (b) Interference phase with the terrain fluctuation 

variance of 100 m. 

Fig. 14 exhibits the target output SCNR results in a DSBR 

with the random terrain fluctuation of 0 m (only the flat terrain 

is present), 10 m, 100 m and 500 m, respectively. As analyzed 

in Section Ⅱ, the CTB is sensitive to the terrain, and thus the 

topographic fluctuation further destroys the i.i.d. property of 

the training samples, which will ulteriorly degrade the AMTI 

performance. Table Ⅴ shows the MDV results with the 

presence of terrain fluctuation. It can be seen from the figure 

and the table that, due to the random elevation interferometric 

phase influence, the larger the random terrain fluctuation, the 

wider the filtering notch as well as the worse target detection 

ability in the main-lobe clutter regions. 

Fig. 14 Target output SCNR curves with the random terrain fluctuation of 0 m 

(flat terrain), 10 m, 100 m and 500m in a DSBR system with an ATB of 200 

m and a CTB of 400 m. 

TABLE Ⅴ 

MDV RESULTS WITH THE PRESENCE OF TERRAIN FLUCTUATION 

Variance of random terrain fluctuation (m) 0 10 100 500 

MDV results (m/s) 44.19 52.22 62.26 70.3 

C. Target Velocity Response Analysis with the Presence of

Interchannel Amplitude and Phase Error

In this section, in order to quantitatively analyze the 

influences of interchannel amplitude and phase errors, the 

random interchannel amplitude and phase errors are added 
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into a distributed radar system with ATB of 200 m, 

respectively. Fig. 15 exhibits the target output SCNR with the 

variance of interchannel amplitude errors setting as 0 dB, 0.1 

dB, 0.2 dB, 0.5 dB, 1 dB and 2 dB, respectively. Besides, 

Table Ⅵ gives the MDV statistics results with the 

consideration of the interchannel amplitude errors. From the 

figure and table, one can see that if the amplitude error is less 

than 0.2 dB, the impact of the amplitude error can be ignored.  

Fig. 15 Target output SCNR under different interchannel amplitude errors 

(interchannel phase error is not considered). 

TABLE Ⅵ 

MDV RESULTS WITH THE PRESENCE OF INTERCHANNEL AMPLITUDE ERRORS 

Amplitude errors 

(dB) 
0 0.1 0.2 0.5 1 1.5 2 

MDV results (m/s) 4.02 4.02 4.02 50.21 66.28 72.31 76.32 

Fig. 16 shows the target output SCNR and Table Ⅶ 

calculates the MDV with the variance of interchannel phase 

error setting as 0°, 1°, 2°, 5° and 10°, respectively. It is 

observed that if the random phase error is less than 2°, the 

AMTI performance is almost unaffected. However, the spatial 

filtering notch becomes wider and wider with the increase of 

the phase error, causing the target MDV performance 

deteriorates dramatically. Thus, the channel equalization 

should be operated before clutter suppression. 

Fig. 16 Target output SCNR under different interchannel phase errors 

(interchannel amplitude error is not considered). 

TABLE Ⅶ 

MDV RESULTS WITH THE PRESENCE OF INTERCHANNEL PHASE ERRORS 

Phase errors (°) 0 1 2 5 10 

MDV results (m/s) 4.02 4.02 4.02 32.14 58.25 

D. Target Velocity Response Analysis with the Presence of

Space Synchronization Error

In this subsection, taking the space synchronization error 

associated with auxiliary satellite radar for example, the 

influence of the yaw angle error, pitch angle error, and roll 

angle error will be analyzed, respectively. 

1) Influence of yaw angle error

As analyzed in Section Ⅲ, the existence of yaw angle error

will lead to Doppler center deviation, introducing the azimuth 

registration error. Furthermore, the yaw angle error will also 

cause the clutter echoes exhibiting the range dependence.  

In the following, the AMTI performances with yaw angle 

errors of 0°, 0.001°, 0.002°, 0.003°, 0.005° and 0.01° 

are, respectively, provided in Fig. 17, where the ATB length is 

200 m. It can be seen from the figure that if yaw angle error is 

less than 0.003°, the target output SCNR almost coincides 

with that of the ideal case, indicating that the influence of yaw 

angle error can be ignored. However, when the yaw angle 

error is larger than 0.003°, due to the increased registration 

error and the severe nonstationary phenomenon of training 

samples, the clutter cancellation performance and the MDV of 

an AMT gradually deteriorate with the increasing of yaw 

angle error. When the yaw angle error does not exist, the 

MDV is counted as 4.02 m/s. However, when the yaw angle 

error reaches 0.005°, the MDV is up to 30.13 m/s, while the 

MDV further deteriorates to be 32.14 m/s when the yaw angle 

error is 0.01° . Therefore, in order to improve the AMTI 

performance of a DSBR system, the registration error and 

range dependence between the main satellite and the auxiliary 

satellite should be precisely compensated. 

Fig. 17 Target output SCNR with the consideration of yaw angle error in a 

DSBR system with an ATB of 200 m.  

2) Influence of pitch angle error

Similar to the influence of yaw angle error, from the

analysis in Section Ⅲ, it is known that the pitch angle error 

will also cause the registration error and range dependence 

between the main and auxiliary satellites. In the following, the 

pitch angle errors of 0°, 0.001°, 0.002°, 0.003°, 0.004°， 

0.005 °  and 0.01 °  in a DSBR system are considered, 

respectively, where the ATB is set as 200 m. From the target 

output SCNR curve in Fig. 18 and MDV statistics in Table 

Ⅷ, one can see that if the pitch angle error is less than 
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0.003 ° , the AMTI performance is almost unaffected. 

Otherwise, the target spatially filtering notch is significantly 

broadened when the pitch angle error is further increased, 

exhibiting the poor AMTI performance in the main-lobe 

clutter region. 

Fig. 18 Target output SCNR with the consideration of pitch angle error in a 

DSBR system with an ATB of 200 m. 

TABLE Ⅷ 

MDV RESULTS WITH THE PRESENCE OF PITCH ANGLE ERRORS 

Pitch angle 

errors (°) 
0 0.001 0.002 0.003 0.004 0.005 0.01 

MDV results 
(m/s) 

4.02 4.02 4.02 4.02 14.06 24.1 32.14 

3) Influence of roll angle error

Different from the yaw and pitch angle errors, the roll angle

error will not lead to the Doppler center offset to destroy the 

clutter i.i.d. property. However, the roll angle error will 

introduce an elevation angle deviation between the main and 

auxiliary satellites, causing the surface feature scattering 

spectra offset between two satellites. Fig. 19 shows the target 

output SCNR and Table Ⅸ calculates the MDV with the roll 

angles setting as 0°，  0.001°，  0.005°  and 0.02° , 

respectively, where the ATB is 200 m. It can be seen from 

figure that with the increase of the roll angle error, the 

coherence between the satellite and auxiliary satellites rapidly 

decreases. 

Fig. 19 Target output SCNR with a roll angle error of 0°， 0.001°， 0.005° 

and 0.02° in a DSBR system (the ATB is set as 200 m). 

TABLE Ⅸ 

MDV RESULTS WITH THE PRESENCE OF ROLL ANGLE ERRORS 

Roll angle errors (°) 0 0.001 0.005 0.02 

MDV results (m/s) 4.02 32.14 32.14 32.14 

E. Target Velocity Response Analysis with the Presence of

Time Synchronization Error

The influence of time synchronization error has been 

theoretically discussed in Section Ⅲ. It is known that the time 

synchronization error will introduce a registration error in the 

range and azimuth dimensions.  

Fig. 20 shows the correlation coefficient between the main 

satellite and auxiliary satellite when only the time 

synchronization error is considered. Usually, the precision of 

time synchronization based on GPS can be up to 50 ns 

[66][68]. From the figure, one can see that if the fixed 

synchronization error is less than 5×10-8 s, the correlation 

coefficient between two satellites is better than 0.955. Besides, 

from Fig. 20(b), it is observed that when the linear 

synchronization error index is not larger than 5×10-8, the 

linear synchronization error influence can be ignored. 

(a) 

(b) 
Fig. 20 Correlation coefficient between the main satellite and auxiliary 

satellite only with the consideration of time synchronization error. (a) 

Relationship between the correlation coefficient and the fixed time 
synchronization error. (b) Relationship between the correlation coefficient and 

the linearly varied time synchronization error. 

Fig. 21 exhibits the target output SCNR in a DSBR system 

with an ATB of 200 m, where two simulation cases are 

analyzed: Case 1) the time synchronization error is not 
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considered; and Case 2) a fixed time synchronization error of 

5×10-8 s and linear synchronization error index of 5×10-8 is 

taken into account. Obviously, due to the decrease of the 

correlation coefficient between the main satellite and auxiliary 

satellite, the AMTI capability degrades severely. From the 

figure, it is seen that the MDV of an AMT deteriorates from 

4.02 m/s to be 32.14 m/s with a fixed time synchronization 

error of 5×10-8s and linear synchronization error index of 5×
10-8, which in turn indicates that a higher-precision demand on

the time synchronization error control in a DSBR system is

required.

Fig. 21 Target output SCNR in a DSBR system with an ATB of 200 m. Case 1: 

target output SCNR without the consideration of time synchronization error. 

Case 2: target output SCNR with a fixed synchronization error of 5×10-8s and 

the linear synchronization error index of 5×10-8. 

F. Target Velocity Response Analysis with the Presence of

Frequency Synchronization Error

Similar to the time synchronization error, the frequency 

synchronization error will also introduce a registration error 

along range and azimuth dimensions. The influence of the 

frequency synchronization error on the correlation coefficient 

and AMTI performance will be analyzed in the following. 

Fig. 22 shows the correlation coefficient between the main 

satellite and auxiliary satellite with a fixed frequency 

synchronization error. Obviously, the correlation coefficient 

between two satellites decreases with the increase of fixed 

frequency synchronization error. Taking the synchronization 

error of the well-known Tandem-X system [58] for example, 

the frequency consistency index of the crystal oscillator can 

reach the level of 10-8 [62], which will introduce the fixed 

frequency synchronization error of about 13 Hz under the 

system parameters listed in Table I. From the figure, one can 

see that, the correlation coefficient between the two satellites 

is better than 0.99 when the fixed frequency synchronization 

error is smaller than 13 Hz. 

Fig. 22 Correlation coefficient between the main satellite and auxiliary 
satellite only with the consideration of time synchronization error. 

Fig. 23 compares the target output SCNRs in a DSBR 

system with the frequency synchronization error of 0 Hz and 

13Hz (the ATB is 200 m). Obviously, when the level of 

frequency consistency index is 10-8, the target output SCNR is 

severely decreased compared with the ideal case and the MDV 

is increased from 4.02m/s to 30.13 m/s. Therefore, in order to 

achieve a better AMTI performance, the higher-precision 

compensation performance of the frequency consistency index 

error in a crystal oscillator is required. 

Fig. 23 Target output SCNR in a DSBR with the consideration of frequency 
synchronization error (the ATB is 200 m). 

IV. CONCLUSIONS

In this paper, a multi-channel echo signal model of target 

and clutter in a DSBR system is firstly established, and then 

several non-ideal error factors are considered, such as noise 

decorrelation, ATB decorrelation, CTB decorrelation, 

synchronization errors, and interchannel amplitude/phase 

errors. Experimental results show that the existence of range 

registration error introduced by the time and frequency 

synchronization errors and the azimuth registration error 

caused by the intersatellite ATB, yaw angle error, pitch angle 

error, time synchronization error, and frequency 

synchronization error will decrease the correlation coefficient 

between the main satellite and auxiliary satellite, and thus the 

AMTI performance will significantly deteriorate. In order to 

achieve better AMTI performance of a DSBR system, the 
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registration error along the range and azimuth dimensions 

should be accurately compensated before implementing the 

subsequent spatial digital beamforming techniques. In addition, 

CTB and roll angle error will both lead to the ground 

scattering spectrum deviation associated with the radar echoes 

of two satellites, reducing the intersatellite coherence. At the 

same time, the presence of CTB, yaw angle error, and pitch 

angle error, will all cause the clutter exhibiting the severe 

range-dependence and terrain-dependence, severely destroying 

i.i.d. characteristics of clutter samples. In addition, the larger

the interchannel amplitude and phase errors, the lower the

interchannal correlation.

The above analysis provides some important guidance and 

references for the formation configuration and constraint 

designs of a new-generation DSBR system with the AMTI 

working mode. How to further compensate the above-

mentioned system errors with high-precision and high-

efficiency will be under our future investigation.  
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