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ABSTRACT

This study examines three key areas where economic policy intersects with de-

velopment: the influence of international student enrollments on the academic major

choices of domestic students in the U.S., the effects of high-speed railroad infrastruc-

ture on employment in China, and the influence of monetary policy on housing prices

in China. Each area provides insight into the broader effects of economic policies in a

globally interconnected environment.

The first section of the dissertation assesses how international student enroll-

ment in higher education institutions affects the choice of majors by domestic students.

As a leading destination for international students, the U.S. relies heavily on the tu-

ition fees they provide, which becomes crucial for maintaining university operations,

particularly when financial resources are constrained. The study specifically investi-

gates the aftermath of the 2008 financial crisis and its impact on domestic students’

choice of majors. Data reveals an associated increase in domestic student enrollment

with the rise of international student numbers, which is align with other research in

this area. This paper revealed that the distribution of this impact is not uniform

across all fields of study, majors such as Engineering, Business, and Physical/Life Sci-

ences see a positive correlation, whereas Mathematics displays a decline, suggesting a

crowding-out effect possibly due to increased competition. A further analysis of this

trend through demographic lenses, such as ethnicity and gender. This study associates

a thorough understanding of how international student presence within U.S. higher

education influences domestic students’ academic preferences. The study contributes

to the discussion on the role of international students in U.S. education, with a focus

on undergraduate levels as opposed to the graduate levels, which is more frequently

xi



studied. It seeks to clarify the influence of international students on domestic students’

selection of majors within U.S. universities.

The second topic investigates the transformative role of high-speed railroad

(HSR) infrastructure on employment in China, a country that has rapidly expanded

its HSR network to be the largest in the world. This paper studies the impact of

high-speed-railway (HSR) on employment in China by utilizing data from the China

Regional Employment Statistics Yearbooks (2005-2017) and the Chinese Research Data

Services Platform (CNRDS). Employing the CSDID method developed by Callaway

and Sant’Anna (2020), we identify the treatment effect of HSR on local employment

and find that HSR on average increases employment by 6.8%. This paper further

shows heterogeneity in the impact of HSR on different types of employment. HSR

on average contributes to 14% rise in self-employment and employment in private

businesses, whereas the impact of HSR on employment in public sector or state-owned

firms is insignificant. Our interpretation suggests that HSR stimulates industries like

retail, catering, travel, and hospitality, where private employment is concentrated where

the more pronounced impact on private employment. This is supported by empirical

evidence within the retail industry.

Lastly, this study examines the relationship between monetary policy and hous-

ing prices in China. China’s house-to-income ratio ranks among the top ten globally,

with several of its tier one cities positions in the top ranking in international compar-

isons. The elevated levels of housing costs are associated with significant economic

and sociological effects, including increased rates of divorce, decreased fertility rates,

and reduced marriage rates. The macroeconomic literatures suggests that one poten-

tial drive for escalated housing prices may be attributed to the excessive issuance of

M2, indicative of a heightened money supply. Through the application of an exclu-

sion restriction, the impact of different monetary policies on housing prices is shown

to be consistent with the established economic principles. This analysis reveals that

expansionary monetary policies are correlated with a surge in housing prices. More-

over, the response to monetary policy shocks exhibits regional variance within China:

xii



in the eastern region, such shocks influence the demand aspect of the housing market,

whereas in the mid-region, the supply side is more significantly affected. This differen-

tiation provide evidence for policymakers to craft and implement strategies aimed at

tempering housing prices, informed by these regional dynamics.

xiii



Chapter 1

EFFECT OF UNDERGRADUATE INTERNATIONAL ENROLLMENT
INCREASE ON DOMESTIC MAJOR CHOICE

1.1 Introduction

A detailed report by the U.S. Department of Commerce’s Bureau of Economic

Analysis show that in the year 2018, the export of educational services ranked the 5th

position among service exports. In the academic year of 2017/2018 shows that the U.S.

welcomed over one million international students. This influx of students contributed

significantly to the economy, with the reported revenue from education exports of

$45.3 billion. This economic contribution, as highlighted by the US Department of

Commerce’s Bureau, played a crucial role in employment sector, endorsing over 455, 000

U.S. jobs (US Department of Commerce, 2016.export.gov/industry/education). The

financial contributions of these international students, primarily through tuition fees,

serve as a lifeline for numerous educational institutions, particularly when they are

confronted with fiscal challenges. After the 2008 financial crisis, which severely affected

funding, many institutions started recruiting more international students as a financial

strategy. This move exploits the countercyclical nature of tuition fees, where countries

with growing economies can afford to send more students abroad, often to prestigious

U.S. universities. This countercyclical trend presents nations experiencing an uptrend

in their Gross Domestic Product (GDP) with an opportunity to seek quality education

from American institutions. As these countries get wealthier, they’re better able to

support and motivate their people to go to college in the United States, for the better

education in those globally well-known universities.

Majority international students cannot access the usual financing options or

scholarships available to domestic or in-state students, they typically pay “sticker
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price” tuition fees, which can be more than double the in-state rates. This situa-

tion is more sever in the undergraduate level. Many of these international students

come from countries where local institutions are not highly ranked globally, making

U.S. education an attractive alternative because of its diversity and high-ranking uni-

versities. Normally such institutions require much higher competition to get into in

their country of origin. In this context, pursuing of American education, with its di-

verse range of highly ranked universities, becomes an attractive alternative for these

students. It is reflecting both the perceived quality and international prestige associ-

ated with American higher education. An illustrative data point from the National

Center for Enrollment Statistics (2018) highlights this trend: “Between 1980 and 2017,

the total number of foreign students enrolling in U.S. educational institutions surged,

witnessing a more than threefold increase from 305,000 to over one million students in

2017”. In the realm of recent international student inflows, China emerges as a domi-

nant player. Shen (2016) illuminated a dramatic surge in Chinese student enrollment

over a decade. Specifically, the issuance of F1 visas for Chinese students witnessed a

tenfold increment, soaring from 25, 635 in 2005 to a staggering 278, 992 in 2015, 10

times growth in 10 years. Presently, Chinese students constitute more than a third

of the total international student body in the U.S., firmly establishing China as the

principal source nation for both undergraduate and graduate international students

seeking American education (see Figure 1.1).

Higher education institutions operating under a non-profit framework, they

maintain an equilibrium between revenue generation and expenditure. The higher edu-

cation institutions primary objectives are increasing educational standards, attracting

academically superior students, and achieving higher institutional rankings. As these

rankings improve, institutions become more attractive, they will be able to enroll both

higher quantity and quality of students. Chen (2021) claims that “a public university’s

strategic considerations encompass both in-state enrollment and overall educational

quality, all the while balancing capacity and budgetary constraints. An upward trend
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in international student enrollment at these public universities not only augments tu-

ition revenue but also has implications for the dual objectives of student quality and

educational excellence.”

Higher education institutions often confront a dilemma: choosing between do-

mestic and international student enrollments, with international students generate

more revenue to achieve the goals. An increase in international enrollments could

potentially boost institutional revenues, which can be strategically channeled either

towards subsidizing domestic student costs or enhancing overall educational quality.

Many literatures in this area examining the dynamics of international enrollment, sug-

gests that an increase in international students doesn’t necessarily “crowed out” do-

mestic students. Instead, it provides a form of cross-subsidization, meaning increased

international enrollment often enhances the institution’s financial capacity, thereby in-

directly promoting domestic student enrollment. As Shih (2017) pointed, “Foreign stu-

dents, through their substantial tuition contributions, indirectly finance the enrollment

of additional domestic students.” Chen (2021) further supported this point, stating,

“Institutions witnessing pronounced growth in international students have managed

to augment in-state enrollment. Every additional international freshman indirectly

catalyzes the enrollment of 2.2 in-state freshmen at US public universities.”

For the enrollment prospect, certain academic disciplines are more attractive to

international students than others. These preferences often arise from different factors,

most importantly the labor market prospects in both the host and home countries, and

the academic proficiency of the students themselves. Data reveals that a significant

52% of international students gravitate towards STEM disciplines. This inclination to-

wards STEM could be attributed to the extended Optional Practical Training (OPT)

period it offers, enhancing their chances in the H1B lottery upon employment. The

GAO highlights that international students constitute approximately one-third of the

STEM master’s and doctoral cohorts in the U.S., significantly supporting the U.S.

STEM workforce. The NAS (2007) further sheds light on this trend, noting that more

than 67% of engineering doctorates from U.S. institutions are awarded to non-U.S.
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citizens. Moakler Jr and Kim (2014) suggest another perspective, positing that inter-

national students have to go through a very competitive admission processes, this might

have strengthened their academic self-confidence, making them more inclined towards

challenging disciplines like STEM. “Analyses revealed that students were more likely

to choose STEM majors if they had strong confidence in mathematics and academic

areas and had parents with STEM occupations.”

Given the pronounced concentration of international students in specific fields,

we could hypothesize potential potential “crowd-out” effect due to surging interna-

tional enrollments if: 1) universities fail to swiftly adapt to the heightened demand

in popular majors owing to capacity limitations, and/or 2) the increased competi-

tion both academically and professionally for domestic students without an increase

in benefits. Consequently, domestic students might choose away from fields favored

by international counterparts, opting for alternate majors instead of leaving education

altogether. However, a silver lining emerges in the form of a potential “crowd-in”

effect, wherein institutions might invest more resources, such as faculty, equipment,

or infrastructural enhancements, in these high-demand disciplines, yielding long-term

benefits for domestic students. Given the non-profit nature of higher education estab-

lishments, their revenue reinvestment is often geared towards enhancing educational

quality, aiming to climb institutional rankings and thereby attract a more diverse and

academically superior student cohort.

The structure of this paper is delineated as follows: Section 1.2 delves into a

comprehensive review of literatures, highlighting the unique contributions and com-

plexities embedded within this study. Section 1.3 states the research methodology

employed and details the data sources utilized. The findings of the research are pre-

sented in Section 1.4, accompanied by discussion and potential extensions. Finally,

Section 1.5 offers concluding remarks of the paper.
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1.2 Related Literature

In the aftermath of economic recessions, the decision-making process of students

regarding their choice of college majors becomes considerably multifaceted. They not

only assess their innate capabilities and individual attributes but also give paramount

importance to anticipated salary, potential job prospects, and job stability. A study

conducted by Bailey et al. (2012) employing “A multinomial logit empirical technique

strongly suggests that after economic downturns, those who declare intended majors

are more likely to choose ones that offer higher wages and provide more job security, like

Technology, Business, Engineering and Health.” The allure of certain disciplines waxes

and wanes in relation to their perceived job security and employment opportunities.

In a post-2009 recession survey, Carnevale et al. (2013) discerned that recent college

graduates from Architecture, Humanities, Social Sciences, and Arts faced the most

daunting unemployment challenges, with the latter three also reporting the least earn-

ings. Contrastingly, majors like Health and Education presented graduates with the

most favorable employment landscape. Another study by Goulas and Megalokonomou

(2015) further elucidated these patterns, noting an augmented student preference for

fields such as Military, Mathematics and Statistics, Humanities, Nursing, Veterinary

Science, Medicine, Psychology, Journalism, Biology, and Law following economic down-

turns. On the other hand, majors like Business, Agriculture, Education, Languages,

History, Physical Education, Engineering, and Computer Science witnessed a decline

in their appeal amidst crises.

Ethnicity and gender play an undeniable role in shaping these academic incli-

nations. As evidenced by Bailey et al. (2012), Asian students exhibited a pronounced

preference for majors like Biology, Health, Engineering, Technology, Physical Sciences,

and Math. In contrast, Black students showcased a greater propensity for Technology,

Health, Social Sciences, Biology, and Business, while their white counterparts leaned

towards disciplines like Education, English, Humanities, Mathematics, Physical Sci-

ences, History, and Business. Moakler Jr and Kim (2014) research affirmed that the

likelihood of students opting for STEM fields amplified if they possessed unwavering
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confidence in their mathematical and academic prowess and hailed from households

where STEM careers prevailed. They also found that while female students generally

displayed a hesitancy towards STEM, African American and Latino students exhibited

a parity in their inclination for STEM with their White or Asian American peers.

Furthermore, Bailey et al. (2012) highlighted the undeniable link between a

student’s academic performance in high school and their subsequent choice of major,

with high achievers frequently gravitating towards technically rigorous fields like Math,

Physical Sciences, Biology, and Engineering. Students’ self-perceived abilities, gauged

on a scale of 1-6 across various disciplines, also weighed heavily on their academic deci-

sions. Moreover, in light of the dot-com crash’s repercussions on labor markets, Calkins

(2020) revealed a distinctive gender-based pattern: women exhibited a marked retreat

from computer science majors but not from engineering. Her findings emphasized that

academic grades play an instrumental role in retaining female students within computer

science curricula.

1.2.1 Contribution

The primary emphasis of this research paper revolves around revealing the po-

tential implications of increased international student enrollments on the major choices

of domestic students in the undergraduate level. This paper is focused on the under-

graduate level is because of these two observations: firstly, the post-2008 era has wit-

nessed an exponential surge in international enrollments in the undergraduate level,

and secondly, the share of this increase can be attributed to students coming from

China, as showed in Figure 1.3 and Figure 1.4.

While existing literature, as represented by scholars like Shih and Chen, ma-

jorly studied on the influence of international student enrollment increase on domestic

student enrollment at school level, this study took one step deeper, it is seeking to

unpack the impacts across various academic disciplines or majors. This in-depth exam-

ination goes beyond than the conventional metrics of anticipated salary, employment

prospects, and job stability that typically shape domestic students’ major choices,
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particularly during economic downturns. Instead, the research expands its scope to

estimate whether the pronounced influx of international students, primarily concen-

trated in specific majors, could potentially cause a ‘crowding-out’ effect within these

disciplines. The ‘crowding-out’ effect suggests that a high volume and concentrated

number of international student enrollments focusing on certain majors might poten-

tially displacing or discouraging domestic students from those fields. Such effect could

happen if colleges can’t quickly increase their capacity in response to the escalating

demand within these majors. Furthermore, the increased competition could escalate

the marginal costs for domestic students to pursue these majors, particularly if the

perceived benefits remain static. Another dimension worth exploring is the subjective

comfort level of domestic students in environments dominated by international cohorts.

To provide further clarity, this research is trying to hypothesize and empirically

validate whether domestic students, considering the swelling numbers of international

peers, are more likely choose towards alternative fields of study, diverging from those

preferred by international students. This shift could be indicative of students elect-

ing different academic trajectories instead of giving up higher education altogether.

The study’s findings target to gain a comprehensive understanding of the dynamic of

domestic students’ behavior when facing increased international enrollment, ensuring

informed decision-making in academic and administrative realms.

1.2.2 Complications

Evaluating the impact of international student enrollments on domestic stu-

dents’ major choices, particularly during periods of economic crisis, is a complex situ-

ation. The complication arises not only from the interplay between international and

domestic student populations but also from the macroeconomic forces that affecting

academic and career decisions. These multifaceted influences make the task of isolating

the specific effect of international student influx on domestic students’ academic major

choices a challenging one.
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Within the broader framework of the business cycle, rational students normally

would recalibrate their academic decisions in alignment with anticipated economic con-

ditions. This decision-making for college major selection, students seek to maximize

future economic returns and job security. As stated by Bailey et al. (2012), “Economic

fluctuations affect human capital investment including college enrollment”. Further-

more, economic downturns, characterized by uncertain job markets and diminished

opportunities, naturally prompt a reconsideration of academic durations. The behav-

ioral response observed during such recessions is the propensity of students to extend

their educational tenure. This deliberate behavior can be understood as a strategic de-

ferment of entry into an unfavorable job market. There’s an underlying rationale to this

trend; recessions, apart from the immediate adversities they present, have been shown

to exert long-term consequences on an individual’s economic trajectory. Specifically,

embarking on a professional journey during an economic downturn can precipitate en-

during wage deficits, a phenomenon underscored by Mahajan et al. (2022), “Workers

who enter the labor market during recessions experience lasting wage losses.”

In summary, while the primary focus of this study is to reveal the influence of

international student populations on the academic choices of domestic students during

economic downturns, it is important and unavoidable to consider the broader macroe-

conomic landscape. To fully understand this issue, we need to consider all the different

factors involved.

1.3 Methodology

In this research I utilize the shift-share instrumental variable technique, a method-

ological approach that has increasingly been recognized for its capability to address

issues related to identification. The principal motivation behind the adoption of this

approach is to avoid potential endogeneity concerns and thereby accurately measure

the causal implications of variations in international enrollments on the academic de-

cisions of domestic students. The shift-share instrumental variable technique, in this

context, is appropriate as it allows for a more rigorous and less biased estimation. By
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leveraging this method, I aim to construct instruments that isolate exogenous varia-

tions in international enrollments, thereby enabling a clearer disentanglement of the

causal pathways influencing domestic students’ major choices. The purpose of this

study is to understand the changing of these international student enrollments on the

major selection preferences of domestic students.

Covering a time span from 2008 to 2018, this study is estimation around a crucial

decade that witnessed notable dynamics of higher education, especially in relation to

international student mobility. The selected time period is especially relevant because

it includes years marked by social, economic, and geopolitical changes. This provides

a rich background for examining how these shifts might influence the academic choices

of domestic students.

This research dedicates to contribute to the academic discourse by employing

a robust methodological framework, ensuring that the derived insights regarding the

relationship between international enrollments increase and domestic major preferences

are both rigorously and academically important.

1.3.1 Data

The foundational dataset of this research was sourced from the Integrated Post-

secondary Education Data System (IPEDS), specifically, the document titled “File

documentation for enrollment in selected major fields of study, by race/ethnicity, gen-

der, attendance status, and level of student: from Fall 2008 to Fall 2018.” This dataset

is the result of a biennial survey and includes detailed enrollment figures recorded in

the fall of each survey year. This data categorizes students based on a wide range

of criteria, such as race/ethnicity, gender, attendance regime (whether full-time or

part-time), and student level, and it spans several major fields of study, including but

not limited to Education, Engineering, Biological Sciences/Life Sciences, Mathematics,

Physical Sciences, Business Management and Administrative Services, Law, Dentistry,

and Medicine.
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The data set exclusively captures enrollment trends in institutions offering 4-

year degree programs. For the purposes of this research, I specifically utilized data

corresponding to ‘line = 1’, which pertains to first-time, first-year full-time degree-

seeking students. To maintain consistency and ensure the relevancy of data, I omitted

the majors of law, dentistry, and medicine, given the disparate prerequisites that these

fields entail across different countries. This strategic omission results in a focus on five

major fields of study: Education, Engineering, Physical/Life Sciences, Mathematics,

and Business Management and Administrative Services. To ensure the integrity of

analysis, only institutions consistently offering all five majors over the six surveyed

years (2008-2018, biennial data collection) were incorporated, yielding a balanced panel

derived from 173 institutions.

To supplement and enrich the research, additional datasets were integrated: the

Average Annual Unemployment Rates by State from the U.S. Bureau of Labor Statis-

tics, the college-aged (18-24) population metrics by state to serve as state controls,

and GDP metrics of countries of origin as obtained from the World Bank. Further-

more, data on International Students’ Fields of Study for selected countries of origin

was extracted from the 2020 report of the Institute of International Education. To

engineer the ‘share’ component of the instrumental variable, I analyzed the proportion

of international students hailing from a specific country of origin ‘o’ and enrolled in

major ‘m’ relative to the total international student population from the same country.

This analysis revolved around the top 23 countries of origin (namely Brazil, Canada,

China, Colombia, Germany, France, Hong Kong SAR, Indonesia, India, Japan, Mexico,

Kenya, Malaysia, Nigeria, Nepal, Pakistan, Russia, Saudi Arabia, Thailand, Turkiye,

United Kingdom, South Korea, Vietnam). These countries collectively account for 94%

of the total international student populace in the U.S. as per the 2020 report by the

Institute of International Education.
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1.3.2 Identification Strategy

For school level analysis, I used the following specification to estimate the causal

effect of international enrollment on domestic enrollment at school level (base-line

model):

∆Nit = β∆Iit + γWst + αs + αt + εit

Herein, ∆Nit = Nit − Nit−1 represents the change in domestic (native) student num-

bers at institution i during year t, and ∆Iit = Iit − Iit−1 symbolizes the variation in

international student enrollments at the same institution and time frame. Wst stands

for state-level controls, which include variables such as the unemployment rate within

state s and the natural logarithm of the college-aged (18-24) population count for the

corresponding state and year. The terms αs and αt denote fixed effects for state and

year, respectively. The parameter β is of primary interest as it quantifies the causal

effect, interpretable as the incremental change in domestic student enrollment result-

ing from each additional international student enrolled. In conducting this analysis, I

employed a first-difference methodology for both the dependent variable and indepen-

dent variable, a methodological choice rooted in its capability to control for institution

specific attributes that remain consistent over time. The rationale behind selecting

unemployment rates and college-aged population counts as state-level controls is their

hypothesized impact on native enrollment rates. Additionally, the application of fixed

effects for years is intended to normalize for the general trends in college enrollment

that transpire over time.

It is critical to understand, as previously emphasized, that domestic students’

decision-making processes concerning their choice of major are complex and influenced

by a variety of factors. These include, but are not limited to, the broader economic en-

vironment, labor market conditions, as well as personal academic self-confidence and

proficiency. The principal aim of this study is to estimate and quantify the causal
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relationship between an increase in international student enrollments and the corre-

sponding impact on native student numbers, evaluated both at the institutional level

and across various academic disciplines. A simple ordinary least squares (OLS) regres-

sion may not be suitable for a reliable estimate of this causal relationship. There is

possible a “crowding-out” effect that rising international enrollments might have on

domestic students. This effect could be pronounced if there are constraints such as

limited availability of seats in courses, or if increased international students in those

majors brings in higher competition both in school and in the job market, which could

increase the marginal costs for native students while marginal benefit remains the same.

There could also be a “crowding-in” effect if higher education institutions can quickly

adjust to a spike in international student enrollment and if they invest in the academic

fields preferred by these international students. This could mean a greater advantage

for domestic students in picking these majors because they’d get a better-quality ed-

ucation. The choices of majors by domestic students might also be influenced by the

economic conditions during the time this study looks at. Lastly, OLS estimation is

not suitable for this analysis because OLS estimates can be biased due to endogeneity

in the model, as previously discussed. This endogeneity may arise from factors such

as seating limitations, cross-subsidization, or unobserved time-varying changes at the

institutional level, such as policy changes and funding granted.

To navigate this complexity causation, I have designed a shift-share instrumen-

tal variable. From the endogenous variable ∆Iit, which represents the variation in the

international student body at institution i between time t − 1 and t. First, note that

this can be decomposed into the cumulative changes across all countries of origin:

∆Iit =
∑
o

∆Ioit

Then, factoring out:
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∆Iit =
∑
o

∆Ioit

=
∑
o

Ioi,t−1
Ioit − Ioi,t−1
Ioi,t−1

≡
∑
o

Ioi,t−1goit

where goit, the growth rate in international students from origin o in institution i

between time t − 1 and t. Where goit is obviously endogenous since students are

attracted to institution i for many reasons.

The concept underlying the shift-share instrument posits that, preserving the

generality of the approach, we can separate goit into a segment exclusively influenced by

exogenous ‘push’ factors from the country of origin o, and another segment indicative

of endogenous ‘pull’ factors attracting students to institution i:

goit ≡ got︸︷︷︸
exogenous push

+ uoit︸︷︷︸
endogenous pull

The rationale of the shift-share instrument would be to substituting Ioi,t−1 with

a baseline value that is more distanced from Ioi,t−1 to exclusively employ exogenous

‘push’ factors start from the country of origin, denoted as got. So, the ideal instrument

variable would be:

∆Zit =
∑
o

Ioib × got

Nevertheless, the international student enrollment from origin o at institution

i in the base year: Ioib is not directly observable. Consequently, an estimation of Ioib

is pursued, utilizing available data on academic majors. This is achieved by both

multiplying and dividing by the observable variable Iimb, which correlates with the

international student enrollment in institution i with specific major m:

Ioit =
∑
m

Ioimb =
∑
m

Ioimb
Iimb

Iimb
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The proportion denoting the share of international students majoring in subject

m at institution i who originate from country o, remains unmeasured. To estimate this

ratio, one might employ the national-level proportion of foreign-born students in major

m hailing from country o:

Ioimb
Iimb

≈ Iomb
Imb

=
Iomb∑
o Iomb

Therefore, evolving from our ideal share, we now obtain the observed shares:

Ioib︸︷︷︸
ideal shares

=
∑
m

Ioimb =
∑
m

Ioimb
Iimb

Iimb ≈
Iomb∑
o Iomb

Iimb︸ ︷︷ ︸
observed shares

We approximate our conceptual shift, got, by employing the variation in log

GDP per capita, which reflects income growth in the country of origin and signifies the

financial capacity to afford education in the United States:

∆ ln(GDPPCot)︸ ︷︷ ︸
observed shifts

Consequently, our instrument variable is articulated as follows:

∆Zit =
∑
o

∑
m

Iomb∑
o Iomb

× Iimb ×∆ ln(GDPPCot)

where ∆Zit = Zit − Zit−1.

The ‘share’ component is represented by the initial ratio of international stu-

dents from origin o enrolled in a base year b, majoring in m, relative to the national

enrollment of international students in the same major. This is coupled with the

number of international students at institution i majoring in m. The ‘shift’ element

encapsulates the fiscal capability to finance education in the U.S. from the students’

country of origin, o.

This paper is focused on estimate the causal relationship between international

student enrollment and the major selection of domestic students. Within the analytical

paradigm of this study, the focal point has been to estimate the causal relationship
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between international student enrollment and the major selection of domestic students.

A predominant hypothesis within academic researchers in this area is that international

student enrollment can serve as a catalyst for increased domestic student enrollment

at the institutional level by cross-subsidizing. This potential relationship might be

underpinned by various factors. Primarily, international students often strength the

financial capacities of higher educational establishments, enhancing their overall oper-

ational budgets. This financial augmentation can facilitate institutions in diversifying

and enhancing their academic offerings. For instance, they might invest in hiring a

greater number of faculty members, procuring advanced equipment, expanding class-

room spaces, among other infrastructural enhancements. The resultant elevated quality

of education, supported by a richer budget, invariably stands to benefit domestic stu-

dents in the long term. Yet, a good understanding of this dynamic of the specific majors

that international students gravitate towards is needed. If international student enroll-

ment predominantly converges on particular majors, the influx might not necessarily

push out domestic students from the institution altogether. However, it could po-

tentially impact domestic enrollment in those specific majors favored by international

students. Such a scenario could happen if institutions are slow to adapt to the surging

demand in those disciplines, perhaps due to constraints like limited seating capacities.

Furthermore, the marginal costs associated with selecting those majors could escalate

for native students. This could arise from heightened competition, both within the

educational and the broader professional market, even as the potential benefits remain

constant. Consequently, if these dynamics hold true, domestic students may change

their academic preferences in response to the surge in international enrollments. This

could entail a strategic shift in their field of study, moving away from disciplines favored

by international students, rather than opting out of tertiary education altogether.

For the analysis at the level of academic majors, the subsequent specification

was employed:

∆Nmajor
it = βm∆Iit + γWst + αs + αt + εit
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As in the foundational model employed for this research, I incorporated the

first difference for both domestic (native) and international enrollments. The variable

Wst represents state-level controls. Specifically, I utilized the state unemployment rate

combined with the logarithmically transformed college-age population within state s,

for year t. The terms αs and αt function as state and year fixed effects, respectively.

The coefficient βm seeks to isolate the causal effect delineating the association between

an uptick in international enrollment and the consequent effect on domestic enrollment

across specific academic majors.

To explore the effect of escalating international enrollments, this study also

quantifies the causal dynamics between the upsurge in international student numbers

and its differential impacts across various gender and racial demographics. The speci-

fication adopted for this analysis is as follows:

∆N
gender/race
it = βg/r∆Iit + γWst + αs + αt + εit

Within the foundational framework of the study, designated as the baseline

model, I implemented the first difference approach to simultaneously analyze domestic

enrollments delineated by gender (male and female) as well as international enrollments.

The variable Wst functions as a state-level control with the state unemployment rate

alongside the logarithmically transformed college-age population for state s during year

t. The components αs and αt serve as dedicated fixed effects for the state and the year

respectively. Within this framework, the coefficient βg/r is of paramount significance,

as it aims to quantify the causal effect, determining the way an upsurge in international

student enrollment exerts an influence on the domestic enrollment bifurcated by gender

(female/male) across distinct academic majors.
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1.4 Results

1.4.1 Baseline results

This section presents the comprehensive empirical results derived from the es-

timation of the causal relationship between the increase in international student en-

rollments and the subsequent fluctuations in the enrollment of native students within

higher education institutions. It also addresses the decision-making processes employed

by domestic students in choosing their academic majors and examines the consequent

implications of these processes. Furthermore, it considers the varying impacts these

enrollment trends may have on students of different gender identities and racial back-

grounds, thereby offering a deeper understanding of the dynamics at play within the

educational landscape. This analysis aims to uncover the presence of international

students influences the academic major choices of domestic students and institutional

demographics, thereby contributing to the broader discussion on educational diver-

sity and student body composition. The findings seek to provide a detailed discovers

on how the demographic composition of student populations within higher education

institutions is affected by the increasing international admissions and its intersection

with domestic students’ academic and social environments.

Goes to the detailed empirical outcomes, Table A.1 offers a comprehensive

overview of the influence of international student admissions on domestic student regis-

tration at the institutional level. The first column introduces an identification strategy

that employed year fixed effect with state level control, which are the state unemploy-

ment rate and the logarithmically transformed population of college-age individuals

(18-24 years old) for each corresponding institution’s geolocation by state. The second

column shows the result from identification strategy that incorporates both year fixed

effect and a state fixed effect, while the third column integrates a state-year fixed effect.

The coefficients here are instructive, it is revealed the relationship of native student

enrollment in response to the enrollment of each international student at the school

level. A consistent result showing across all three specifications.
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Referring to Table A.1, the 2SLS with SSIV showing that for every incremen-

tal increase in the enrollment of international students — characterized as first-time,

first-year, full-time, degree-seeking individuals — there is a corresponding increase of 4

domestic students fitting the same demographic description. This observed trend aligns

well with the findings from extant literature. Specifically, Shih (2017) posits that for

every international student added, there’s a corresponding influx of a native student.

Similarly, Chen (2021) suggesting the addition of approximately 2.8 students for every

international student. The elevated numerical outcomes derived from our model spec-

ification may come from a focus on a limited subset of popular majors rather than an

inclusive range across all disciplines.

The data indicates a very small impact of increases in international student

enrollment on domestic enrollment when using OLS estimation when compared to the

results from 2SLS. This observed difference, could result from attenuation bias, where

measurement error in the independent variable leads to underestimation. Our inde-

pendent variable, international student enrollment, might contain measurement errors

due to data limitations. Additionally, this difference could also result from reverse

causality, as previously discussed, domestic enrollment could also affect international

enrollment due to the limited number of students each institution can accommodate.

Another reason for the difference in the IV result could be that the marginal school

pushed by the instrument relies heavily on foreign students, resulting in significantly

more crowd-in. Therefore, estimation using an instrumental variable would yield a

more accurate result.

Table A.2 present the empirical results that explicate the causal relationships

between the increase of international student enrollment and the preferences of do-

mestic students in choosing their fields of study at higher education institutions. This

inquiry specifically targets five distinguished majors, namely Education, Engineering,

Mathematics, Physical and Life Sciences, and Business, chosen due to the data avail-

ability and their commonly preference among the international student cohort. This

study systematically excludes an array of disciplines such as Law, Dentistry, Medicine,
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Fine Arts, History, and several other majors that do not resonate as strongly with the

international student demographic. The notable dislike of international students in

specialized majors such as Law and Medicine are likely linked to the unique legal and

medical systems in place across various countries, which required specific qualifications

that are typically country-specific for professional practices. Moreover, disciplines that

have been characterized by a lack of popularity among international students were de-

liberately left out of this research, this exclusion is based on the hypothesis that these

less-favored majors may not effectively facilitate job placement in their respective fields

after graduation, potentially diminishing their attractiveness to students who are also

weighing the employability outcomes of their educational investments. This examina-

tion into the major selection trends among domestic students relative to international

enrollment patterns provides a layered understanding of how global flows of students

can influence and possibly reshape academic offerings and pursuits within institutions

of higher learning.

As initially expected, that the most substantial crowding-in effects are observed

within majors that are highly favored by international students. Within the scope of

the five evaluated majors, Engineering and Business are the disciplines most affected

by the surge in international student enrollments, these majors are the most preferred

among the international demographic. The domain of Physical and Life Sciences ranks

next, showcasing a notable increase in domestic enrollment, consequent to the inter-

national student influx. As Bradley (2012) posits, “In economically challenging times,

students declaring their intended majors exhibit a propensity to opt for disciplines

promising lucrative remuneration and enhanced job security, such as Technology, Busi-

ness, Engineering, and Health.” This observed trend might be due to the premise that

disciplines that require equipment and most favored in international students exhibit a

pronounced crowding-in effect. Empirical evidence denotes that for every increment in

international student admissions (enrolling for the first time, pursuing full-time under-

graduate studies) there is an associated augmentation of domestic student enrollment

by a factor of four. Analyzing this growth shows a strong preference for Engineering, as
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about half of the crowed-in effect is from this discipline. In close succession, Business

attracts about 1.5 of these 4 domestic students that crowed-in from the increase of

international student, with the Physical and Life Sciences drawing nearly one.

This crowding-in phenomenon, as discussed in prior discussions, is largely im-

puted to the financial leverage educational institutions gain from the higher tuition

paid by international students. This influx of funding enables universities to increase

their financial aid offerings to domestic students. Additionally, these earnings enable

substantial improvements to programs that attract international students, including

the acquisition of state-of-the-art scientific equipment, hiring of distinguished faculty

members, and overall academic enrichment. These improvements serve to heighten

the appeal of these disciplines among domestic students, thereby steering their aca-

demic preferences toward these globally favored majors. The differential crowding-in

effects observed across Engineering, Physical/Life Sciences, and Business can be ratio-

nalized by distinct institutional priorities and strategies. The increase in the number

of local students pursuing Business majors may suggest the introduction of a broader

range of courses and programs, reflecting the school’s increased financial capabilities.

In contrast, the rise in popularity of Engineering and Physical/Life Sciences may be

attributed to deliberate improvements in educational assets, such as the latest facili-

ties and the hiring of renowned scholars and researchers, which enhance the learning

environment and research possibilities for local students.

The mathematics major presents an interesting counterpoint, revealing a marginal

but significant crowding-out effect. This might suggest resource constraints, such as

a shortage of specialized faculty or a lack of funding allocated to the major, leading

to a finite capacity to accommodate student interest. As Bradley (2012) suggests that

academic administrators equipped with this data-driven model can customize their

resource distribution approaches at the school level. Even with financial limitations,

they can skillfully predict which fields will need increased resources and which can have

resources redistributed to best meet student interests. The dynamics within academic

selection processes could further be influenced by the level of academic confidence and
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the anticipated incremental advantages that are associated with the pursuit of specific

disciplines. Moakler Jr and Kim (2014) shed light on another dimension, underscoring

that the degree of confidence students have regarding their academic and mathemat-

ical competencies plays a pivotal role in shaping their preliminary choices within the

STEM fields. International students who manage to navigate the competitive process

of gaining admission to study in U.S. educational institutions typically exhibit a high

degree of academic confidence. Particularly, those who choose to major in Mathemat-

ics are normally those individuals who have already demonstrated superior scholastic

capabilities. This influx of academically adept international students into the U.S.

education system introduces a heightened degree of competition, which happens both

the educational environment and the broader professional market. Consequently, this

intensification of competitive standards sets a higher academic requirement, because

of that it possibly deterring native students from selecting such a demanding major.

Especially if they seeing the competition as undermining their own academic self-

assurance or if it seems to lessen the marginal benefit of their educational choices. In

addition, native students will have the marginal benefits against the potential costs

such as increased pressure to perform and the likelihood of facing tougher competition

for career opportunities post-graduation into calculation. As a result, they may put

their attention to alternative majors where the competitive field is less pronouced and

where they feel their chances for academic and professional success are more promised.

This scenario highlights the nuanced and complex considerations that native students

might consider when making decisions about their educational choices, particularly in

the context of an evolving and increasingly international academic environment. The

presence of a highly concentrated international student population in demanding ma-

jors such as Mathematics could influence not only the academic composition of these

programs but also have broader implications for domestic students’ academic strategies

and future career trajectories.

Education as a major remains relatively unaffected, not displaying significant

statistical changes in domestic enrollment patterns. Moreover, the Education major
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experienced the minimal international student engagement. Like medical and law, Ed-

ucation professions have country-specific requirements for professional practice in these

areas, coupled with potential language obstacles. This nature deters international stu-

dents from pursuing these paths. This indicates a complex interaction of regulatory

policies, cultural elements, and language proficiency, which together shaping the inter-

national education and influencing the distribution of academic preferences.

This analysis explores the complexities of demographic trends, examining the

effects of increasing international student enrollment on native enrollment broken down

by gender and race. Table A.3 in the research shows that male students are subject

to a crowding-in effect that is nearly double that of their female counterparts, a phe-

nomenon that is further elaborated upon in gender-specific effect analyses. Reflecting

upon the insights of Zafar (2013), it is observed that while male and female students

may have similar academic inclinations, there is a marked divergence in their career

aspirations. Female students often give greater weight to non-monetary considerations

such as familial approval and personal fulfillment from their work, in contrast to male

students, who are more inclined towards the monetary benefits, prestige attached to

certain careers, likelihood of job attainment, and future income potential. The em-

pirical evidence gathered in this study seems to be in line with Zafar’s observations,

particularly regarding the differential impact on domestic enrollment in increased in-

ternational student admissions. The analysis reveals that male students demonstrate

a more significant crowding-in effect than their female peers.

Regarding racial demographics and their relation to the crowding-in effect, the

data reveals disparate experiences among various ethnic cohorts. White students ac-

count for roughly half of the overall institutional-level crowding-in effect, while Black

students witness a crowding-in effect that is only a fraction (approximately one-tenth)

of that experienced by White students. Meanwhile, Asian and Hispanic student popu-

lations do not appear to experience the benefits from the cross-subsidy effect that from

the increase in international enrollments. These results may be due to the distribution

patterns of financial aid among different racial groups.
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When these demographic differences are viewed through existing academic re-

search, they provide crucial insights for policymakers and educational administrators.

This detailed knowledge facilitates the development and execution of tailored strategies

that cater to the varied requirements of a diverse student population. By incorporating

these findings, there is an opportunity to foster an educational atmosphere that is not

only more inclusive but also responsive to gender and ethnic considerations, ensuring

equitable educational opportunities and support that reflect the diverse needs and as-

pirations of all student groups. By using these focused strategies, the higher education

sector can more effectively meet the varying needs and expectations of its diverse stu-

dent body, improving the educational experiences and achievements for students of all

backgrounds.

1.4.2 Discussions and extensions

The contribution of this study lies in its clear analysis of how international

student enrollment influences the choices of domestic students regarding their majors.

The study’s detailed approach uncovers a significant crowding-in effect at the institu-

tional level, and especially in academic disciplines favored by international students.

This crowed-in effect is coming from the financial benefits that universities receive from

international tuition. This phenomenon is largely attributed to a cross-subsidization

mechanism, where the additional financial resources generated from international tu-

ition fees enable institutions to offer greater financial support to domestic students and

to invest in the overall quality of education. This is particularly evident in majors that

require extensive equipment and resources, which can now be supported by the influx

funding from increasing of international students. For the major of Mathematics, a

crowding-out effect has been observed, potentially due to heightened academic com-

petition within the educational and professional job market. It’s essential to examine

how the presence of international students affects domestic students’ decisions to enter

particular majors. This research could reveal whether a higher number of interna-

tional students deters domestic students, potentially due to intensified competition or
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a perceived saturation of the field by foreign-born students. Further exploration could

unravel whether the shift in domestic students’ major choices is a direct result of in-

creased international numbers, or if it’s due to a change in preferences. In other words,

are domestic students being pushed away from certain majors because of the rise in

international students, and does this result from competition or a bias against interna-

tional students? Investigating these questions could provide important information on

how domestic and international students interact academically and the complex factors

domestic students consider when choosing their majors in a global educational environ-

ment. A deeper dive into the different effects by gender in discipline-specific data. This

exercise would empower the assignment of differentiated scores across various dimen-

sions, including family support, the inherent worth of professions, the social status of

specific jobs, the likelihood of getting employed, and potential income growth over time.

∆Nmajor
it = βm∆Imajor

it + αs + αt + εit

A detailed and varied analysis is crucial for revealing the complex factors that

determine academic and career choices according to gender. A future study could

undertake a detailed evaluation of the major specific impact on domestic enrollment

as influenced by fluctuations in international student numbers going to those specific

fields. This method offers a granular understanding of how institutional funding al-

location and the presence of international peers within certain majors may sway the

academic decisions of domestic students. As stated by Anelli et al. (2020), the pres-

ence of international students in STEM fields can act as a catalyst, prompting domestic

students to gravitate toward other rewarding majors within the Social Sciences to safe-

guard their projected earnings. Therefore, comprehending how each gender and race

is impacted by the escalation in international enrollments across various disciplines

becomes vital, providing educational administrators with profound insights for student

admission strategies in diverse fields.
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∆N
gender/race
imt = βg/m∆Imajor

it + αs + αt + εit

Moreover, the sudden move to online learning during the COVID-19 pandemic

presents interesting possibilities for digital education to overcome the usual limitations

of physical classroom space. With travel restrictions and changing views on the se-

curity of studying in the U.S., it’s worth considering how these issues could reshape

the preferences and enrollment trends of international students, and in turn, affect

the enrollment choices and major selection of domestic students. Given the significant

influx of Chinese students, a detailed analysis focusing on this group, distinct from the

broad international student body, would prove illuminative. Moreover, with interna-

tional students also representing a substantial presence in postgraduate programs, it

is crucial to determine whether undergraduate-level trends mirror those at the gradu-

ate level. Finally, the landscape for international students is shaped by a confluence

of factors, including visa policies like the H1B, prevailing job market conditions, the

reputation of universities in their home countries, and diplomatic ties between their

countries of origin and the U.S. An exploration into these aspects would undoubtedly

add depth to the narrative of this research.

1.5 Conclusions

Upon an in-depth examination of the data, we observe a pronounced crowd-in

effect. Across the range of majors including Education, Engineering, Physical/Life Sci-

ences, Mathematics, and Business, the enrollment of each full-time, first-time, degree-

seeking international student is associated with an increase of about four domestic stu-

dents with similar demographic characteristics. This empirical finding aligns closely

with earlier research by scholars such as Shih and Chen. In Shih’s study, he carefully

analyzed two separate phases: the growth period from 1995-2001, which he attributes

to the ripple effect of a global surge in college-age population, and the decline from

2002-2005, predominantly due to visa constraints post the unfortunate 9/11 incident.
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Shih discovered a crowd-in effect during the growth period, quantifying it at approxi-

mately positive 1 between international and domestic enrollments. He believes that this

could be attributable to a cross-subsidy mechanism. On the other hand, Chen’s ana-

lytical covered spanned the years 2005-2016, a period characterized by robust economic

growth in several developing nations, thereby endowing their citizens with enhanced

financial capacities to invest in U.S. education. Chen’s conclusions similarly evince a

positive correlation, approximating 2.2, between international and native enrollments.

This study is dedicated to revealing the nuances of international student enroll-

ment expansion and its impacts on the enrollment of domestic students within different

academic majors at the higher education institutions. The emphasis on the undergrad-

uate segment is underpinned by the pronounced escalation witnessed in international

admissions at this academic tier. Initial data analysis suggests a noticeable crowding-

in effect in majors that are favored among international student populations. This

effect can be grouped into two main channels: the first posits that preferred majors

of international students receive augmented institutional investment, enhancing the fi-

nancial aid capacity for domestic students; the second posits that with the increment in

capital generated from international tuition, institutions are inclined to allocate funds

to ‘equipment-intensive’ disciplines, thereby uplifting the educational quality for all

students, which in turn escalates the marginal benefit for native students within these

fields. Conversely, the Mathematics discipline exhibits a crowding-out effect, whereas

other disciplines that traditionally lack appeal to international students show resis-

tance to these enrollment shifts. Such patterns may be explicated by the restricted

seating capacity within certain majors due to a finite faculty cohort and the amplified

competition both in the education world and professional market wrought by the rising

tide of international scholars.

Furthermore, our research also discovered pronounced variations when the data

was disaggregated based on racial and gender parameters. White students exhibited

a statistically significant positive crowd-in effect. In contrast, the Asian and Hispanic

cohorts seemed largely unaffected. From a gender perspective, while both male and
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female students reaped positive benefits from the trend, the magnitude was markedly

disparate. Male students, intriguingly, manifested an effect nearly threefold compared

to their female counterparts.
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Figure 1.1: F1 visa issuance for Chinese from 2000-2015

Notes. F1 visa issuant data by country of origin from U.S. Department of State BUREAU of
CONSULAR AFFAIRS, Table XVII (Part I) Nonimmigrant Visas Issued. Retrieved from
https://travel.state.gov/.

Figure 1.2: International students’ field of study distribution
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Figure 1.3: International enrollment by country of origin

Notes. picture constructed by data from Opendoors, “academic level and places of origin”.
https://opendoorsdata.org/data/international-students/academic-level-and-places-of-origin/

Figure 1.4: International enrollment by academic level
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Chapter 2

IMPACT OF HIGH-SPEED-RAILWAY ON EMPLOYMENT IN CHINA

2.1 Introduction

China has the longest and most extensively used high-speed-rail (HSR) network

in the world (total length 26,000 miles by the end of 2022)1. HSR network is designed

for speed range from 200 km to 350 km (120 mph - 220 mph). The first HSR line

in China started to operate in 20032. In a strategic move to enhance inter-city con-

nectivity, the Ministry of Railway in China, in 2008, amended the construction plan

to establish a “four-vertical and four-horizontal” HSR network, linking major cities

across the nation (Dai, 2020). The term “four-vertical”3 signifies four major HSR net-

works connecting the north and south of China, while “four-horizontal”4 denotes four

major HSR networks connecting the east and west. Subsequently, China witnessed

an exponential surge in HSR growth. By 2017, the HSR network seamlessly linked

approximately 200 prefecture cities. As of the end of 2021, an impressive 93% of cities

with populations exceeding half a million gained access to the HSR network.

1 https://en.wikipedia.org/wiki/High-speed rail in China

2 https://www.icauto.com.cn/chuxing/70/704168.html

3 The four vertical lines are HSR networks Beijing-Harbin (connecting Beijing to north-
east major cities), Beijing-Shanghai (connecting Beijing and Shanghai as well as other
major cities along the HSR line), Beijing-Guangzhou (connecting Beijing, Guangzhou,
Shenzhen and other cities along the line), and Hangzhou-Fuzhou-Shenzhen (connecting
major cities along southeast coast of China.

4 The four horizontal lines are Qindao-Taiyuan (connecting major cities in Shandong,
Hebei, and Shanxi provinces), Xuzhou-Lanzhou (connecting major cities in central
and west of China), Shanghai-Wuhan-Chengdu, and Shanghai-Kunming that connect
major cities in southeast and southwest of China
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Figure 2.1 shows HSR network growth over the period from 2005 to 2017. Data

of accumulated HSR network (in KM) is sourced from Chinese Research Data Services

Platform (CNRDS). As we can see from Figure 2.1, HSR network increased fast from

2008 to 2015. Figure 2.2 is a map of China that shows how HSR networks were

distributed in China by the end of 2017. Most major cities in east and central area of

China have joined HSR networks by 2017.

HSR networks serve not only as efficient transportation systems but are also

regarded as environmentally friendly alternatives compared to traditional modes of

transportation. Because of that, China has made substantial investments in research

and development to propel the advancement of high-speed rail (HSR) technology and

the construction of HSR networks. According to Dai (2020), the country allocated a

significant sum of 1.875 trillion RMB (approximately 278 billion US dollars) to the

HSR program from 2011 to 2015. The International Railway Journal reports that the

typical infrastructure cost for China’s HSR, boasting a maximum speed of 350 km/h,

ranges from 100-125 million RMB (about 17-21 million US dollars) per kilometer. Un-

doubtedly, the HSR program is a substantial financial undertaking, with a prolonged

timeline before reaching the breakeven point and turning a profit. As highlighted in the

Disclosure of Financial Report for the Wuhan-Guangzhou HSR Line (2011), it is antic-

ipated to take a considerable 12 years for the Wuhan-Guangzhou HSR line to achieve

positive profitability. This underscores the substantial financial commitment and long-

term perspective required for the HSR program to realize its economic viability and

return on investment.

The substantial expenses associated with the construction and operation of

HSR motivate researchers to study whether HSR brings any economic benefits to local

economies. Existing literatures find that HSR boosts local economic growth and effi-

ciency5. Apart from economic growth, it also worth exploring the impact of HSR on

5 See examples in Wang and Dong (2022), Ke et al. (2017), Li et al. (2020), Diao
(2018), Zhou and Zhang (2021).
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local employment. According to American Public Transportation6, 1 billion investment

in HSR creates 24,000 jobs. Rail authority states that California’s HSR not only add

more temporary construction jobs, but also creates more long-term employment7. Du-

ranton and Turner (2012) use instrument variable regression to find that 10% increase

in interstate highway construction led to 1.5% growth in employment on average. The

impact of transportation system on employment in the US motivates us to explore the

impact of HSR on employment in China. Do HSR networks promote employment and

is the impact transient or enduring? Furthermore, does HSR exert a uniform influence

on employment across large organizations, encompassing government-related entities,

state-owned enterprises, and publicly listed firms, compared to its effect on individual

and private employment? It is a very important question, as promoting employment in

large organizations may have different economic and social implications compared to

promoting employment in small businesses. If HSR incentivizes skilled individuals to

relocate from non-HSR cities to those connected by HSR, it may result in heightened

employment within large organizations. Conversely, if the primary boost is within

service industries linked to tourism, one might anticipate a substantial increase in in-

dividual employment and employment within small businesses following a city’s access

to HSR. This paper will address these questions using administrative data from China

Regional Statistics Yearbook (2005-2017) and High-speed railway data from CNRDS.

One of the challenges to identify average treatment effect (ATT) of HSR is that

treatment effect might depend on treatment timing. On one hand, cities that get

access to HSR earlier might be different from cities get access to HSR later in size of

population and scale of economy, which could lead to difference in treatment effect.

On the other hand, early treated cohorts may only get access to single or a coupe

of HSR lines, while later treated cohorts can enjoy better established HSR network,

which could also result in difference in treatment effect. To solve this problem, this

6 https://www.apta.com/research-technical-resources/high-speed-passenger-
rail/benefits-of-high-speed-rail-for-the-united-states/

7 https://www.naco.org/articles/high-speed-rail-delivers-jobs-counties
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paper uses CSDID developed by Callaway and Sant’Anna (2021) to identify average

treatment effect of HSR on local employment.

Among existing literatures that study the impact of HSR on local employment

or various industries, some studies consider access to HSR as a policy change, and there-

fore employ difference-in-difference (DID) or two-way-fixed effect (TWFE) methodol-

ogy to identify treatment effect. Dong and Zhu (2016) use propensity score matching

(PSM-DID) to find that HSR network promote employment and labor mobility. Lin

(2017) employs a TWFE model to identify the average impact of HSR on ridership of

different type of transportation tool and employment. Furthermore, Lin’s study un-

covers heterogeneous impacts of HSR on employment across different industries. In a

similar vein, Dong (2018) utilizes a TWFE model to investigate the impact of HSR on

various industries, highlighting a more pronounced effect on the retail and wholesale

industry compared to others.

We contribute to current literature in the two ways. First, based on our knowl-

edge, we are the first to use CSDID to identify the impact of HSR on local employment

in China8. Evidently, not all cities simultaneously operate high-speed rail (HSR), and

thus access to HSR is considered as treatment at multi-time periods. TWFE method

is appropriate only if treatment effect is homogenous across treated entities and re-

main fixed over time. In fact, most literatures published before 2022, such as Agarwal

et al. (2021), use TWFE model to identify average treatment effect if treatment occurs

at multi-time period. However, TWFE method would mis-specify average treatment

effect, if entities receive treatment at different timing and treatment effect varies be-

tween early and later treated cohorts (Goodman-Bacon, 2021). HSR is not randomly

assigned to each city. Some cities may be prioritized due to factors such as larger

population, higher GDP, or other considerations. The impact of HSR on early treated

cohorts might differ from the impact on later treated cohorts, due to difference in size

of population or economic scale. Even if cities randomly get access to HSR, the impact

8 More detailed discussion about CSDID will be given in the section of Empirical
Strategy.
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of HSR on employment of earlier treated cities would still be different from the impact

of HSR on employment of later treated cities, because earlier treated cities only get

access to single or several HSR lines, while later treated cities can enjoy the benefit of

entire HSR network. Therefore, treatment effect of HSR is likely to be heterogenous

across cities getting HSR at different time periods, and the results of previous research

based on TWFE method could be biased. Unlike TWFE model, CSDID does not suffer

from estimation bias caused by time-varying treatment effect. With CSDID, we find

that HSR raises employment by 6.8% on average, which is much larger.

Second, in addition to identify treatment effect of HSR on overall employment,

we further test the impacts of HSR on employment in large originations and on em-

ployment of small businesses and self-employment. Our research suggests that HSR

primarily promote self-employment and employment in private firms (14% increase

after HSR in operation), while impact of HSR on employment in state-owned origi-

nations and public listed companies are insignificant. One explanation is that HSR

boosts employment in industries such as catering, hospitality, retail & whole sale and

other services industries highly related to travel, where small private businesses are

concentrated. Our findings regarding the estimated treatment effect on employment

in the retail & wholesale industry lend support to this hypothesis.

This paper is divided into six sections. Section 2.2 describes the data used in the

analysis. Section 2.3 discusses the identification and empirical strategy. The empirical

results and robustness checks are in Section 2.4 and Section 2.5. Section 2.6 concludes

the study.

2.2 Data

We collected annual data on prefecture city-level, including population, overall

employment, employment in public organizations, self-employment & employment in

private firms, employment in the retail & wholesale industry, real GDP, and government

expenditures from the China Regional Statistics Yearbooks. These yearbooks source

their data from the National Bureau of Statistics of China, providing comprehensive
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and authoritative statistical information on different regions, provinces, and prefec-

ture cities across China. Information about the timing of each city gaining access to

high-speed rail (HSR) is sourced from the Chinese Research Data Services Platform

(CNRDS), which details when each HSR city begins to have HSR in operations and

the specific HSR lines it is connected to.

There are over 280 prefecture cities in China. Our sample period spans from 2005

to 2017. The first cohort of cities obtained HSR in 2003, followed by the second cohort

in 2008. As our empirical approach (CSDID) necessitates no treated observations in

the first period, and there are more missing values in earlier periods, we excluded all six

cities gaining HSR access in 2003. Additionally, we omitted cities with missing values

in the required economic variables. Since our sample period extends from 2005 to

2017, we also excluded cities gaining HSR access in 2017. The final dataset comprises

188 cities, totaling 2256 observations, with 124 cities having HSR access before 2017.

Figure 3 illustrates the proportion of prefecture cities within our sample gaining HSR

access over the years. The graph depicts a rapid increase in the percentage of HSR

cities starting from 2008, surpassing 60% after 2015.

Table 2.1 summarizes selected economic variables at prefecture city level. All

variables listed in the table above are annual data observed at the end of each year.

Data of employment and population are in thousand persons, while GDP and govern-

ment expenditures are in million RMB.

As the variable description in the Table 2.1 suggests, to total employment is

defined as the sum of employment in non-private organizations, self-employment, and

employment in private firms. It worth noting that farmers, and people who are self-

employed but not are not registered with industrial & commercial bureau are excluded

from calculation of employment. In China, farmers are not registered with industrial

& commercial bureau, and they do not pay income tax either. However, farmers rep-

resent large proportion of total population in China, about 41%9. Because farmers are

9 See https://www.yicai.com/news/100915547.html
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not counted as employment, the ratio of employment to population is small. Public

Employment is the number of employed people in government, non-profitable organi-

zations, state-owned companies and public listed corporations. Private Employment

is number of people employed by private firms and people registered with industrial

& commercial bureau as self-employed. Owner of small businesses and people hired

by private firms fall into this category. Pop 2005, GDP 2005 and Expend 2005 are

population, real GDP and government expenditure on infrastructure in 2005. They

will be used as control variables in our model.

2.3 Identification Strategy

2.3.1 Baseline estimation with TWFE model

We use TWFE model as baseline to estimate the impact of HSR on employment.

ln Employmenti,t = αHSRyear × HSRcity + ut ×X
′

i,2005β + ut + σj + εi,t (2.1)

In equation (2.1), Employmenti,t represents the number of employed people (in-

cluding self-employment and employment in private and private originations) in city i

and year t. The dependent variable is natural logarithm-transformed for normalizing

the distribution. Since we use logarithm transformation, average treatment effect es-

timated by the model measures estimated average percentage change in employment

driven by HSR. HSRcity is a dummy variable, taking the value of 1 if the corresponding

city has high-speed rail (HSR) and 0 otherwise. HSRyear is another dummy variable,

equaling 1, if the HSR city has HSR in operation in that year, and 0 otherwise. The

interacted term HSRcity×HSRyear serves as the variable of interest. The coefficient, α,

indicates the impact of HSR on employment. A significantly positive α suggests that

HSR contributes to employment growth.

Year dummy variable, ut is 1 at specific year, otherwise 0. X
′
i,2005 denotes a set of

outcome variables (logarithmically transformed) for city i in year 2005, which includes

population, real GDP, and government spending on public infrastructure. According

to Chinese Ministry of Railway (Qin, 2014), placement of HSR lines is based on a series
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of factors including economic development, population, resource distribution, national

security and environmental concerns. We picked population, real GDP and government

expenditure on infrastructure, because they could not only affect employment, but

also are potential determinants of whether a city become a HSR city and the timing

of gaining HSR. Instead of using these outcome variables at year t as controls, we

use these variables interacted with the year dummy, ut, as control variables. These

outcome variables may be interconnected with our dependent variable, employment, as

employment can influence GDP, population and government spending, and in return,

those covariates can affect employment as well. The outcome variables in 2005 are

predetermined. Therefore, using outcome variables interacted with year dummy as

controls helps eliminate potential issues related to reverse causality.

ut is also year fixed effect that control the impact of time trend on employment,

while σt is prefecture city fixed effect, accounting for the specific characteristics of

each city influencing employment. Standard errors are clustered at the prefecture city

level. In our baseline estimation, we use equation 2.1 to identify the impact of HSR on

total employment, individual & private employment, and employment in non-private

organizations respectively.

2.3.2 CSDID with Doubly Robust Estimator

As previously discussed, TWFE model performs well when the treatment effect

remains constant across treated entities and over the treatment period. However, if the

treatment effect is fixed over time but heterogeneous across treated units, the TWFE

estimates a variance-weighted average treatment effect. The weights are determined by

sample size and the timing of being treated, and it may not reflect the average treatment

effect as expected. According to Goodman-Bacon (2021), in the presence of a time-

varying treatment effect, the TWFE model may assign negative weights to comparisons

between early treated groups and late treated groups, potentially introducing bias to

the estimated treatment effect. Due to this concern, we opt to use CSDID model for
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primary part of our analysis. We will discuss some assumptions related to CSDID,

before we introduce the method to identify ATT.

Assumption 1 Staggered Treatment. Once the unit is treated, it stays treated

thereafter, and the treatment cannot be reversed.

Assumption 2 Random Sampling. Potential outcome and treatment allocation are in-

dependent and identically distributed (iid). This assumption means that treatment and

treatment timing are randomly assigned to treated units.

Assumption 3 Treated Group and “Not-Yet-Treated” Group Hold Conditional Paral-

lel Trends. This assumption means that treated group and not-yet-treated group are

comparable in the absent of treatment, conditional on available covariates.

In the context of High-Speed Railway, Assumption 1 is likely to hold true.

Once an HSR station is established in a city, it is assumed to remain there indefinitely.

However, Assumption 2 may not hold as HSR is unlikely to be randomly assigned to

each city. Larger and wealthier cities are more likely to gain access to HSR earlier than

their counterparts. Consequently, treatment effects are likely to vary across different

treated cohorts. To address this, it is reasonable to use not-yet-treated units as a control

group, provided there are enough units in this category. The never-treated group might

possess unique characteristics that differentiate them from the treated group. In our

case, cities without HSR stations in our sample period may differ significantly from

HSR cities in certain aspects, rendering non-HSR cities incomparable to HSR cities.

In contrast, cities gaining HSR access later (not-yet-treated group) should be more

comparable to cities gaining HSR earlier. However, Assumption 3 may not hold if

not all covariates are well-controlled, even when not-yet-treated units are used as the

control group.

There are three methods in CSDID to recover group-time average treatment

effect. They are outcome regression, inverse probability weighting, and doubly ro-

bust estimator respectively. When utilizing not-yet-treated units as the control group,

outcome regression necessitates accurate control of all differences between the earlier
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treated group and the later treated group to ensure the conditional parallel trend as-

sumption holds. Inverse probability weighting requires the correct estimation of the

probability of unit i being in group g (treated at time g), conditional on covariates

X, and on whether unit i is in group g or in an appropriate comparison group. The

doubly robust approach combines the inverse probability weighting model and outcome

regression.

While these three methods are identical in terms of identification, they differ

in the aspect of estimation. The doubly robust approach holds an advantage over its

counterparts. It works well as long as either the differences between the early treated

and late treated groups are well-controlled or the probability that a unit belongs to

group g is correctly calculated. According to Callaway and Sant’Anna (2021), these

estimands yield identical results if Assumption 1-3 hold. However, as HSR is not

randomly assigned to each city, and it is extremely challenging to control all differences

between the earlier treated and later treated groups in practice. In such cases, as

suggested by Callaway and Sant’Anna (2021), the doubly robust approach is preferable

to alternative methods from an estimation perspective, as it leverages both outcome

regression and inverse probability components.

In our paper, We use Doubly robust approach to recover the Average Treatment

Effect of HSR on employment. Doubly robust estimator is shown as Equation 2.2. Here,

represents units receiving treatment at time g, corresponding to cities gaining access

to HSR in year g. The control group consists of cities that have not yet gained HSR

access by year t but become HSR cities before the end of our sample period (2017).

ATT(g,t) represents the average treatment effect of cohort g at time t, indicating the

average impact of HSR on cities gaining HSR access in year g by year t.

ATT(g,t) = E

 Gg

E[Gg]
−

Pg,t(X)(1−Dt)(1−Gg)

1−Pg,t(X)

E
[
Pg,t(X)(1−Dt)(1−Gg)

1−Pg,t(X)

]
 (Yt − Yg−1 −mny

g,t(X))

 (2.2)

G is defined as time period when a unit is first become treated. Gg = 1 if a unit
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first become treated in period g, otherwise 0. Yt− Tg−1 calculate the difference in out-

come of cohorts g (unites treated at period g) between period t (post-treatment period)

and period g − 1 (one period before the treatment). mny
g,t(X) = E[Yt − Yg−1|X,Dt =

0, Dg = 0] is outcome regression for the not-yet-treated group by time t over the

period between time t and time g-1. Yt − Yg−1 −mny
g,t(X) measures the difference-in-

difference between unites treated in period g and not-yet-treated group by time t. if

units treated in period g is comparable to not-yet treated units, Yt−Yg−1−mny
g,t(X) can

be considered as treatment effect. Since not all not-yet-treated units are comparable

to units treated in period g, Doubly robust approach assigns different weights to each

comparison based on how comparable the unit is to units treated in period g. The

more comparable the unit i is to cohort g, the larger weight will be assigned to the

comparison group Yt − Yg−1 − mny
g,t(X). Pg,t(X) is propensity score that implies the

probability of unit i being first treated in period g, conditional on covariates X before

treatment and on either being a member of cohort g or a member of not-yet-treated

group by period t. Pg,t(X) is estimated by logit regression. As we previous discussed,

outcome regression relies on X covariates to successfully control all the difference before

treatment, while inverse probability weighting model relies on correctly calculate the

probability of being first treated in period g conditional on X. The advantage of doubly

robust approach is that this method will be valid, if either the outcome evolutions of

the comparison group is correctly modelled or the probability of being first treated in

period g is correctly calculated.

Recovering ATT(g,t) is just the first step to estimate overall treatment effect.

Researchers are more interested in the overall average treatment effect up to a certain

period, and how the average treatment effect evolves at each period after treatment,

rather than ATT(g,t). Thus, we need to calculate the overall ATT and ATT dynamics

by aggregating ATT(g,t). The CSDID package in STATA provides us with the aggre-

gation schemes to calculate the overall average treatment effect and ATT dynamics in

event study.

Equation 2.3 is the aggregation scheme to calculate overall average treatment
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effect. θOW is the weighted average of all identified ATT(g,t) that assigning more weights

to the ATT(g,t) with a larger group size. θOW is comparable to treatment effects esti-

mated by DID or TWFE model. Unlike the TWFE model, θOW rules out the problem

of negative weights raised by time-varying treatment effect.

θes(e) =
∑
g∈G

1(g + e ≤ T ) · ATT(g,g+e) · P (G = g|G+ 2 ≤ T ) (2.3)

, where

K =
∑
g∈G

T∑
t=2

1(t ≥ g) · P (G = g|G ≤ T )

Equation 2.4 is the aggregation scheme to calculate ATT dynamics. θes(e) is

the average treatment effect e period after treatment across all groups that are ever

observed to have participated in the treatment for e time periods. It is comparable to

the average treatment effect estimated in event study by DID or TWFE model. This

aggregation scheme provides flexibility for researchers to estimate average treatment

effects over a specified period.

θes(e) =
∑
g∈G

1(g + e ≤ T ) · ATT(g,g+e) · P (G = g|G+ e ≤ T ) (2.4)

2.3.3 Impact of HSR on non-private employment vs private employment

by CSDID

First, we estimate the average treatment effect of HSR on total employment,

employment in non-private organizations, and individual & private employment using

the CSDID method10. We calculate both unconditional ATT and conditional ATT

(conditional on outcome variables in 2005). Similar to the baseline estimation, we in-

clude GDP, population, and government spending on public infrastructure in 2005 as

10 Equation 2.2 is used to recover the average impact of HSR on employment of the
cities gaining access to HSR in year g by time t, ATT(g,t). Then, ATT is calculated
by aggregating ATT(g,t) using Equation 2.3.
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covariates. However, in the CSDID setup, we do not need to interact these outcome

variables with the year dummy. These covariates not only influence employment but

could also affect whether a city has HSR and when it gains HSR access. Given that the

primary purpose of constructing the HSR network is to enhance transportation, cities

with larger populations might be prioritized. Additionally, cities with higher GDP

and government spending are likely to gain HSR access earlier than their counterparts.

Although most cities in China gained access to HSR after 2008, the plan for construct-

ing the HSR network was formulated in 2008 or even earlier. Hence, it is sensible to

use those outcome variables before 2008 as covariates. We assume either parallel trend

holds conditional on those covariates, or the probability of a city belonging to a specific

treated cohort is correctly calculated.

The HSR network revolutionizes mid- to long-distance travel, making it faster

and more convenient. Lin (2017) notes a remarkable 9% increase in total transportation

ridership due to HSR. This surge in HSR ridership can significantly benefit businesses

situated near HSR stations, particularly those offering consumer goods, catering, and

other face-to-face services. The influx of travelers to HSR cities is expected to fuel

growth in retail and tourism-related industries. Consequently, we anticipate a sub-

stantial positive impact on employment in service industries associated with travel.

Given that businesses providing retail and catering services, such as small grocery

stores and restaurants near HSR stations, are likely to be private enterprises, we ex-

pect a strong impact of HSR on individual & private employment. On the contrary, the

HSR network may not directly stimulate employment in non-profitable organizations

and industries unrelated to travel. Thus, the anticipated impact of HSR on non-private

employment is expected to be less significant.

Compared to overall average treatment effect, we are more interested in how the

impact of HSR network on employment evolves after treatment. Hence, we use event

study to identify the dynamic effect of HSR on different type of employment discussed

above. The dynamic impact of HSR on employment is estimated by equation 2.4.

To be consistent with event study of traditional DID or TWFE model, we use long2
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option in STATA to set the average treatment one period prior to the treatment as zero.

Therefore, the estimated ATT at each period stands for the difference in ATT between

ATT in that period and ATT one period before the treatment. We expect individual

& private employment to response to HSR immediately, since it is relatively easy to

start a small business, and hiring process in small business is simple and flexible.

2.3.4 Testing impact of HSR on retail & whole sale industry

If the impact of HSR on individual & private employment is significantly positive

and greater than that on employment in non-private organizations, we will proceed

to identify and estimate the treatment effect of HSR on employment in the retail &

wholesale industry using the method discussed above. Individual & private employment

are clustered in retail & whole sale industry and service industries related to travel.

Our objective is to test whether the growth in individual & private employment in

HSR cities is driven by expansion in industries directly associated with travel.

2.3.5 Estimating impact of HSR on government spending on public infras-

tructure

When estimating the impact of HSR on employment, we aim to isolate the

influence of other factors on employment outcomes. Government spending on public

infrastructures is one of such factors that can create job opportunities. For instance,

the development of a plaza with numerous stores, restaurants, and parking lots can

contribute to individual & private employment.

If cities with large government expenditure are more likely to gain access to

HSR, or if local governments spend more on public infrastructure after their cities

have HSR in operations, we need to control the impact of government spending on

employment. Government spending on public infrastructure in 2005 is added to our

model as covariates. However, it is essential to test whether government expenditure on

public expenditures increase after a city gains access to HSR. To address this concern,
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we will apply the CSDID method to test the impact of HSR on government spending

on infrastructures in the section of robustness check.

2.4 Empirical results analysis

2.4.1 Estimation results for employment by TWFE model

The unconditional estimated impact of HSR on employment by TWFE model

are reported in Table 2A. In Column 1, we employ the logarithm transformation of

total employment at the prefecture city level as the dependent variable. Column 2

uses the logarithm transformation of individual & private employment, while Column

3 uses the logarithm transformation of employment in non-private organizations as the

dependent variable.

HSRi represents HSR city dummy, taking the value of 1 if a city has HSR, and 0

otherwise. HSRt is HSR year dummy. HSRi interacted with HSRt, HSRi×HSRt, is our

variable of interest, which indicates if a city i has HSR in operation in year t. All models

in Table 2.2 only control for year and city fixed effects. Standard errors are clustered

at city level. As shown in the Table 2A, HSR on average increases total employment

by about 3.5% (at 10% significance level), boosts individual & private employment by

5.0% (at 10% significance level), while showing no significant impact on employment

in non-private organizations. Although, results for total employment and individual &

private employment are only significant at 10% level, they still provide some evidence

that the impact of HSR on individual & private employment is stronger than its impact

on non-private employment.

The HSR impact on different types of employment, conditioned on variables

including population, real GDP, and government spending on infrastructure in 2005,

is reported in Table 2.3. Upon incorporating these variables interacted with year

dummy as controls, the impact of HSR appears to be insignificant for all types of

employment. However, it is important to note that the impact of HSR estimated by

the TWFE model might be subject to inaccuracies. If the treatment is time-varying,

potential negative weights assigned to the comparison of the early treated group and
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the late treated group could lead to either an overestimation or underestimation of the

average treatment effect. Specifically, if the treatment effect is positive and increasing

over some periods, the TWFE model is likely to underestimate the average treatment

effect. Therefore, our analysis will rely on the results yielded by the CSDID method

rather than the TWFE model.

2.4.2 Estimation results for employment by CSDID

Average treatment effects of HSR on different types of employment are presented

in Table 2.4. In Column 1, the average treatment effect of HSR on total employment

is reported. Column 2 shows the average treatment effect of HSR on individual &

private employment, while Column 3 reports the average treatment effect of HSR on

employment in non-private organizations. The row of unconditional ATT reflects the

average treatment effect estimated by CSDID without any covariates, and the row

of conditional ATT represents the average treatment effect estimated conditional on

population, real GDP, and government expenditure on infrastructure in 2005.

It is worth noting that the impacts of HSR on different types of employment

estimated by CSDID are considerably larger and more significant than those estimated

by the TWFE model. This observation indicates that the TWFE model underestimates

the treatment effect of HSR on employment, primarily due to the negative weights

assigned to certain comparisons of the early treated group and the late treated group.

The results from Table 2.4, without any covariates, suggest that HSR, on aver-

age, increases total employment by 7.1%, individual & private employment by 9.7%,

and non-private employment by 4.7%. When considering our covariates, the condi-

tional average treated effects show that HSR, on average, increases total employment

by 6.8% and individual & private employment by 14%, with no significant impact on

non-private employment. We place more emphasis on conditional average treated ef-

fects, as we believe cities with similar population, GDP, and government spending are

more comparable.
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Our results suggest heterogenous impact of HSR on different type of employ-

ment, with much more significant impact observed in individual & private employment.

The robust effect on individual & private employment can be explained by the boost

in service industries, including retail, catering, hotels, and other travel-related sectors,

as HSR attracts more visitors to HSR cities. The majority of businesses in these in-

dustries are small private firms, contributing to the substantial growth in individual

& private employment after a city gains access to HSR. In contrast, we do not ob-

serve a significant impact of HSR on employment in non-private organizations. Several

factors contribute to this result. First, non-private organizations likely include non-

profit organizations and large companies not directly linked to tourism. HSR does not

immediately create job opportunities in these sectors. Second, jobs in non-private or-

ganizations tend to be stable. While HSR enhances overall utility, it may not prompt

individuals with stable jobs to relocate from non-HSR cities to HSR cities.

2.4.3 Dynamics of HSR treatment effect on employment by CSDID event

study

Compared to fixed average treatment effect, we are more interested in under-

standing how the treatment effects of HSR on employment evolve over the post treat-

ment periods. Figure 2.3 presents the conditional dynamic average treatment effect

(conditional on all selected outcome variables) of HSR on total employment, Figure

2.4 illustrates the conditional dynamic average treatment effect of HSR on individual

& private employment, and Figure 2.5 shows the dynamic average treatment effect of

HSR on employment in non-private organizations. All dynamic ATTs are estimated

using CSDID event study approach. Data results of impact of HSR on different type

of employment based on event study is shown in Table B.1 in Appendix.

The horizontal axis in Figure 2.3 represents periods since a city gained access

to HSR. The zero point indicates the year a city acquired HSR, and subsequent values

denote the years following the city’s implementation of HSR. Similar to the event study

of the traditional TWFE model, the estimated treatment effect at one period prior to
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treatment is set to zero. This signifies that the dark blue dots measure the difference in

the average treatment effect between the corresponding period shown on the horizontal

axis and one period before the treatment. The average treatment effect of every period

before treatment is not statistically different from zero, providing evidence that the

parallel trend is likely to hold before treatment.

Average treatment effects of HSR on total employment are significantly positive

(at a 5% significance level) up to two years after a city gains access to HSR. To be

more specific, HSR, on average, increases total employment by 4.1% one year after a

city has HSR and boosts employment by 5.4% two years after HSR is in operation.

Figure 2.4 illustrates how the impact of HSR on individual & private employ-

ment evolves over time. The average treatment effect of each period prior to treatment

is statistically zero, supporting the assumption of a pre-parallel trend. From the graph,

it is evident that individual & private employment responds to HSR immediately. The

average treatment effects of HSR become significantly positive one year after a city

implements HSR. This rapid response in individual & private employment can be at-

tributed to the flexibility of self-employment and the straightforward recruiting process

in small businesses.

The average treatment effect shows an increasing trend up to three years after

treatment, remaining significantly positive up to seven years post-treatment. To be

more specific, HSR, on average, increases individual & private employment by 10.5%

one year after a city has HSR, boosts individual & private employment by 12.6% two

years after HSR in operation, and increases individual & private employment by 15.1%

three years after a city gaining access to HSR.

Figure 2.5 shows that average treatment effect of every post-treatment period is

not significant different from zero, indicating that HSR has no impact on employment

in non-private organizations.
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2.4.4 Impact of HSR on employment in retail & whole industry

To prove our hypothesis that the positive impact of HSR on travel-related in-

dustries, such as retail & wholesale, contributes to the growth in individual & private

employment after a city has HSR, we conduct further testing on the impact of HSR on

employment in the retail & wholesale industry. The average treatment effect of HSR,

estimated using the CSDID method, is reported in Table 2.5. The second column

presents the unconditional average treatment effect of HSR, while the third column

presents the average treatment effect conditional on population, real GDP, and gov-

ernment spending on infrastructure.

The results from Table 2.5 highlight that, on average, HSR leads to a substantial

increase of about 14% in employment within the retail & wholesale industry, and

this positive effect remains significant regardless of whether other outcome variables

are included as covariates. These findings strongly suggest that HSR significantly

stimulates travel-related industries. Given that individual & private employment is

concentrated in the retail & wholesale industry, our results provide compelling evidence

that the growth in individual & private employment following a city’s adoption of HSR

can be attributed to the impact of HSR on travel-related sectors such as retail and

wholesale.

Figure 2.6 illustrates the event study of the conditional average treatment effect

of HSR on the retail & wholesale industry using the CSDID method. The graph shows

that the average treatment effect during all pre-treatment periods is not significantly

different from zero, supporting the assumption of a pre-parallel trend. The impact of

HSR on employment in the retail & wholesale industry becomes significantly positive

two years after a city adopts HSR, and this positive effect persists for at least two

years.

2.5 Robustness Check

The event study results provide support for the assumption of a pre-treatment

parallel trend, but it is important to note that this assumption cannot be directly
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tested. As discussed earlier, an increase in government spending on infrastructure

could potentially create job opportunities. In the scenario where cities boost govern-

ment expenditure on infrastructure after they have HSR, the impact of this increased

spending on employment might be mistakenly attributed to HSR, leading to an overes-

timation of HSR’s impact on employment. To address this concern, it becomes essential

to examine whether government spending on infrastructure experiences a significant

increase after a city adopts HSR.

Figure 2.7 presents the event study of the average treatment effect of HSR on

government spending on infrastructure. The graph shows that the average treatment

effect of HSR on government spending on infrastructure is not statistically different

from zero both before and after a city has HSR in operation. This implies that the

substantial growth observed in individual & private employment after a city adopts

HSR is not driven by an increase in government spending. These findings contribute

to the robustness of our empirical results.

2.6 Conclusions

In this paper, we employ the CSDID method with the Doubly Robust estimator

to estimate the impact of HSR on various types of employment. Our results reveal

a significant positive impact of HSR on employment, contrasting with the underes-

timation observed in the TWFE model. This underestimation is attributed to the

negative weights assigned to comparisons between early and late treated cohorts, when

the treatment effect is time-varying.

Moreover, our analysis uncovers a heterogeneous impact of HSR on different

types of employment. On average, HSR increases individual & private employment by

14%, while showing no significant impact on employment in non-private organizations.

The direct promotion of travel-related industries, where individual & private employ-

ment is clustered, accounts for the substantial growth observed in individual & private

employment following a city having HSR in operation. In contrast, employment in

non-private organizations, less likely to be associated with travel, remains unaffected.
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To further understand the drivers of individual & private employment growth,

we investigate the impact of HSR on employment in the retail & wholesale industry.

The significant positive impact on this sector provides empirical evidence that the

notable expansion in individual & private employment after a city has HSR is indeed

fueled by the growth in travel-related industries. In addition, our analysis reveals that

this growth in individual & private employment is not driven by government spending

on infrastructure, reinforcing the robustness of our results.

Our findings hold practical implications for city planners. When deliberating

on HSR network construction, it is crucial for planners to recognize that, beyond its

role in facilitating transportation, HSR can stimulate employment in small businesses.
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Figure 2.1: HRS network and House Price

Figure 2.2: High Speed Railway Map of China in 2017

Notes. The Map is sourced from https://en.wikipedia.org/wiki/High-speed rail in China.
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Table 2.1: Data description

variable name No. obs mean min max
Employment 2639 653.9 86.5 17290.8

Non private employment 2639 508.7 54.2 8780.5
Private employment 2639 481.9 14.5 9517.3

Pop 2005 203 4118.1 431.1 13602.6
Industry 2639 247.3 4.3 2975.9

Retail whole 2639 25.6 0.6 1230.4

Notes. Employment denotes the number of total employed people; Non private employment denotes
the number of people employed by non-private firms; Private employment denotes individual and
private employment; Pop 2005 denotes population (usual residence) at the end of 2005; Industry
denotes the number of employed people in second industry; Retail whole denotes number of employed
people in retail and whole sale industry.

Table 2.2: Unconditional impact of HSR on employment by TWFE model

variable name 1 2 3
Dep. var ln employment ln private ln non-private

HSRi×HSRt
0.035∗ 0.050∗ 0.024
(0.018) (0.031) (0.018)

year FE Y Y Y

city FE Y Y Y

No. obs 2256 2256 2256

Notes. Standard error is in parentheses. ∗ ∗ ∗ = p < 0.01, ∗∗ = p < 0.05, and ∗ = p < 0.1.
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Table 2.3: Conditional impact of HSR on employment by TWFE model

variable name 1 2 3
Dep. var ln employment ln private ln non-private

HSRi×HSRt
0.014 0.043 −0.005

(0.019) (0.034) (0.019)

ln pop2005 × year dummy Y Y Y

ln GDP2005 × year dummy Y Y Y

ln expend2005 × year dummy Y Y Y

year FE Y Y Y

city FE Y Y Y

No. obs 2256 2256 2256

Notes. Standard error is in parentheses. ∗ ∗ ∗ = p < 0.01, ∗∗ = p < 0.05, and ∗ = p < 0.1.

Table 2.4: Impact of HSR on employment with CSDID

variable name 1 2 3
Dep. var ln employment ln private ln non-private

unconditional ATT
0.071∗∗∗ 0.097∗∗ 0.047∗∗

(0.021) (0.039) (0.023)

conditional ATT
0.068∗∗∗ 0.140∗∗∗ 0.002∗

(0.029) (0.041) (0.032)

No. obs 2256 2256 2256

Notes. Standard error is in parentheses. ∗ ∗ ∗ = p < 0.01, ∗∗ = p < 0.05, and ∗ = p < 0.1.

Table 2.5: Impact of HSR on employment in retail & whole industry

variable name 1 2
Dep. var ln(retail + whole sale) ln(retail + whole sale)

ATT
0.144∗∗∗ 0.140∗∗∗

(0.045) (0.047)

No. obs 2256 2256

Notes. Standard error is in parentheses. ∗ ∗ ∗ = p < 0.01, ∗∗ = p < 0.05, and ∗ = p < 0.1.
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Figure 2.3: Impact of HSR on total employment by event study

Figure 2.4: Impact of HSR on Private employment by event study
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Figure 2.5: Impact of HSR on non-Private employment by event study

Figure 2.6: Impact of HSR on Retail employment by event study
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Figure 2.7: Impact of HSR on government spending
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Chapter 3

MONETARY POLICY AND HOUSE PRICE IN CHINA

3.1 Introduction

Over the last decade, the persistent and rapid escalation in housing prices has

become a source of economic and political concern, given its being a source of so-

cial challenges. In 2020, the ratio of housing prices to wages1 in China ascended to

28.40, positioning it as the eighth highest globally. Comparative analysis, as depicted

in Figure 3.1, illustrates that this ratio stands at 18.63 in the United States, 21.67

in Singapore, and 19.41 in Korea, highlighting the pronounced disparity relative to

other developed nations. This issue is particularly worse within China itself, where

Shenzhen2 exhibits the most elevated ratio at 41.6. This implies that a median-income

family would need to allocate every yuan of their post-tax earnings for over 41 years to

afford a residence in Shenzhen. In other first-tier cities3, this ratio surpasses 30. Fig-

ure 3.2 shows the internal disparity in the housing price-to-wage ratio within China,

revealing that in the top one hundred cities, over 70% exhibit a ratio exceeding 10.

The geographical distribution of these ratios, as illustrated by the heat map, indicates

a pronounced concentration of high housing price-to-income ratios along the south-

east coast, with a gradual decrease when moves inland. Notably, all first-tier cities

1 It is defined as the disposable income

2 Shenzhen is one of the four tier-one cities, and it is in the Guangdong Province.

3 Depending on five indicators: the concentration of commercial resources, the city’s
hub, the activity of urban, people, the diversity of lifestyles, and future plasticity, 347
cities in China are put into one of the tiers. We have six categories: tier-one, new
tier-one, tier-two, tier-three, tier-four, and tier-five. There are only four cities classified
as tier-one: Beijing, Shanghai, Shenzhen, and Guangzhou. There are 15 new tier-one,
30 tier-two, 70 tier-three, 90 tier-four, and 128 tier-five cities.
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are located in the Eastern region, demonstrating significant regional variances across

China.

In recent years, China has observed a consistent decline in birth rates, with

the rate of newborns dropping to a mere 0.72% in 2021. Concurrently, the country is

experiencing a decrease in marriage rates along with an uptick in divorces. Between

2013 and 2020, marriage registrations fell from 13.47 million to 8.13 million, whereas

divorces escalated from 580,000 in 1987 to 3.73 million in 2020, as illustrated in Figure

3.3.

This trend is accompanied by diminishing marriage, fertility4, and population

growth rates5, in stark contrast to the rising divorce rate. Additionally, the average

age at which individuals marry is increasing, with the demographic cohort of 25-29

years now becoming the predominant age group for marriage, supplanting the 20–24-

year age group. In response, China introduced a “divorce cooling-off period”6 in 2021

as an amendment to the Marriage Law, aiming to mitigate these trends, which has

subsequently ignited vigorous debate.

This shift towards lower marriage rates and higher divorce rates has promoted

the growth of the single economy, characterized by singles’ tendency towards lower sav-

ings and higher consumption rates, which positively contributes to economic expansion.

On the other hand, due to the deepening of the aging population, the low marriage

rate and the high divorce rate have slowed down the growth rate of my country’s labor

force. As demonstrated in Figure 3.4, the labor force participation rate for males and

4 Defined as the ratio of newly born population and average population number in a
given year.

5 Marriage and divorce rate are defined as the number of populations that are getting
married or divorced divided by the average population in a given year.

6 Under the principle of freedom of divorce, if both parties to marriage apply for a
voluntary divorce, within a certain period of time from the date when the marriage
registration authority receives the application, either party can withdraw the applica-
tion for divorce and terminate the registration and divorce procedures.
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females declined from 71.7% in 2009 to 67.4% in 2020. This change reflecting a signif-

icant challenge for China since labor forcebeing the main driver for economic growth.

In the face of these demographic and socio-economic transformations, addressing the

dual issues of declining marriage and fertility rates, coupled with an increase in divorce

rates, is important for enhancing GDP growth.

In the traditional Chinese societal norms, homeownership is means establishing

a stable foundation for life. Marriage come with various financial obligations, including

dowries, the prerequisite of acquiring real estate prior to marriage, mortgage payments,

and the costs associated with raising children. In China, the term ‘dowry’ refers to the

financial and material contributions (such as cars, houses, jewelry, etc.) traditionally

provided by the groom and his family to the bride and her relatives. however, the

current high costs of housing and high educational expenses have become the discour-

agement to marriage for young people, particularly within top tier cities. Between

1998 and 2018, the average national price for new commercial housing surged from

1,854 yuan per square meter to 8,544 yuan. Concurrently, from 2004 to 2018, the total

personal home purchase loan balance escalated from 1.6 trillion yuan to 25.8 trillion

yuan, marking a 16.1 times, accounting for more than 50% of the balance of household

loans, compared with 54% in 2018. This rise has led to the mortgage-to-income ratio

(the ratio of personal home loan balances to dis- posable income) soaring from 16.2%

to 47.6%, thereby elevating the household sector’s debt-to-income ratio7 from 28.6%

to 88.4%.

Addressing the escalating housing prices is crucial for economic growth and deal-

ing with associated social issues. Over the past two decades, the government has en-

acted several rounds of real estate price control policies8. However, these interventions

7 defined as the resident debt balance to the disposable income.

8 For example, ‘National Eight Rules’ in March 2005, ‘National Four Rules’ in Decem-
ber 2009, ‘New National Eight Rules’ in January 2011, ‘New National Five Rules’ in
2013 February.
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have primarily achieved only temporary suppression of housing prices but fueling long-

term increases. In the era of credit currency, currency issuance is not long endorsed by

precious metals. It is easily causing money over-issuance, triggering different degrees of

inflation. Despite rapid economic development and an increasing rate of urbanization

in recent decades, China faces persistent rises in housing prices, frequent and unusual

stock market volatility, and an expanding M2- to-GDP ratio. These phenomena pose

challenges to China’s future economic development. More and more economists have

focused on China’s massive M2 issuance in recent years, but no single hyperinflation

has happened as the economic theories predicted. According to the National Bureau

of Statistics, at the end of 2020, China’s M2 witnessed a 9.2% year-over-year increase,

while the Consumer Price Index (CPI) only rose by 2.5% in the same period.

The equation of money supply, PY = MV , how is such a large amount of

money generated and what absorbs the massive amount of currency is worth thinking

about. The circulation of base currency can proceed via two ways: a closed cycle

and an expansion cycle. In the context of countries with mature capital markets,

the former pathway is typically observed. Following the issuance of base currency

by the central bank, the aggregate volume of financial instruments generated remains

constant, with the central bank retaining absolute authority over the total money

supply. Contrastingly, China is to the latter model. The reason is that because of

China’s compulsory foreign exchange settlement system, the foreign exchange obtained

by enterprises through foreign trade must be sold to commercial banks, which in turn

must be sold to the central bank. Consequently, the central bank is obliged to reissue

base currency equivalent to the foreign exchange to maintain the system’s integrity.

By the end of 2019, the balance of foreign exchange accounts reached to 21.23 trillion

yuan, representing 10% of the total M2. Additionally, China’s elevated savings rate

and loose credit environment facilitate the transformation of various savings deposits

into another source of M2 via the currency creation activities of commercial banks.

Typically, the money is flows into one of three sectors: the real economy, the

asset market (the real estate market), and the capital market. Given that M2 exhibits
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lower liquidity compared to M0 and M19, it is plausible that excess money supply

gravitates towards the real estate market. This hypothesis arises from the exclusion of

housing prices (and capital market investments) from China’s Consumer Price Index

(CPI) calculations, potentially explaining why an oversupply of M2 has not precipitated

hyperinflation, as illustrated in Figure 3.5. Take one step further, investment in the

capital and asset markets is considered interchangeable. With investors allocating

their wealth to one of these markets. Consequently, the question arises: Is there a

connection between the flourishing capital market and elevated housing prices, and if

so, how is this relationship manifested? The capital market’s expansion engenders a

wealth effect, amplifying demand for non-durable goods (including consumption) and

possibly for housing, thereby exerting upward pressure on housing prices. By deploying

a Structural Vector Autoregression (SVAR) model incorporating proxies for the real

estate market, monetary policy indicators, and other macroeconomic variables, along

with impulse response analysis and variance decomposition, we can empirically examine

these propositions.

The subsequent structure of this paper is delineated as follows: Section 3.2

provides a comprehensive review of literature pertinent to the topic at hand. Section

3.3 delves into the mechanisms through which varying monetary policies within China

impact the housing market. Section 3.4 and Section 3.5 details the empirical findings

regarding the effects of monetary policy on Chinese housing prices, along with addi-

tional related outcomes. Finally, Section 3.6 offers a conclusion of the study’s findings

and implications.

3.2 Literature Review

This research is related with two principal strands of literature. The first strand

is the money supply and commodity price. In many countries, literature shows the

9 In China, M0 is defined as the cash in circulation, M1 is defined as M0 plus demand
deposits (check deposits and credit card deposits), M2 is defined as M1 plus savings
and time deposits.
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relation between money supply and the commodity market, which is the start of this

proposal. For example, Grauwe and Polan (2005), Friedman and Kuttner (1992), and

Bachmeier and Swanson (2005). They provided evidence of the positive relationship

between the money supply (M2) and the price level. The application uses M2 to

improve the prediction of inflation. One interesting application, Binner et al. (2010),

used a deep learning model, a recurrent neural network, to provide the same evidence

of the relation between the money supply and the overall price level. This worked is a

robust test. In China, we have the same situation. Sun and Ma (2004) and Chen et al.

(2017) showed a positive relation between M1 and price level.

The second strand explores the implications of monetary policy on the hous-

ing market. This inquiry mainly utilizes the structural vector autoregression (SVAR)

model to discern the effects on housing prices. For example, Iacoviello (2005), the

SVAR model in the UK context by Elbourne (2008), a panel SVAR for emerging mar-

kets by Singh and Nadkarni (2020), and a Bayesian SVAR model for Scandinavian

countries by Rosenberg (2019) used a Bayesian SVAR model to investigate the case

in Scandinavian countries. These studies collectively indicate that the impact of mon-

etary policy on housing prices varies by country and is typically asymmetric, with a

general consensus that expansionary monetary policy tends to elevate housing prices.

In the U.S., monetary policy exhibits different impacts in different periods. Prior to

the financial crisis, monetary policy works more effectively than in the post-financial

crisis period. Much literature also focuses on the monetary policy’s impact on the other

aspect of the housing market in different countries, the price volatility. Tsai (2013),

Cooper et al. (2016), and Kelly et al. (2018) study the monetary policy’s impact on the

volatility of the housing price. Although the focus on second-order moments is outside

the scope of this paper.

Regarding the Chinese real estate market and monetary policy, the literature

is less developed. Li et al. (2021) investigated the immediate effects and transmission

velocity of monetary policy on real estate prices, finding a direct correlation between

M2 increases and real estate price rises within the same period. Komijani and Haeri
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(2013) offered a theoretical examination of housing prices in the transmission mecha-

nism of monetary policy, including the transmission to the real estate regulation and

the transmission to the real economy. They utilized monthly data from January 1999

to December 2006, and the indicator includes the 30-day average interest rate of the

national interbank market. The stationarity test, co-integration test, and impulse re-

sponse analysis based on VECM demonstrate the delayed yet significant long-term

effects of monetary policy variables on housing prices. Chen et al. (2018) posited that

bank loans could be a long-term Granger cause of fluctuations in housing prices, with

impulse function analysis underscoring a positive correlation between housing prices

and bank credit, the results of impulse function analysis show that the impact of house

prices on bank credit is correspondingly positive. Conversely, Yan et al. (2019) em-

ployed five VAR models identified a paradoxical effect wherein higher interest rates

were associated with rising housing prices, challenging conventional theoretical expec-

tations. Mishkin (2001) applied a structural VAR model to analyze the transmission of

monetary policy through real estate prices, concluding that monetary policy can effec-

tively influence housing price dynamics, although the impact on the broader economy

remains limited.

Researchers’ attention within the realm of Chinese housing market research has

mainly been directed towards diverse aspects beyond conventional analyses. Yang et al.

(2018) investigated the spillover effects within China’s housing market, employing a

high-dimensional generalized VAR model to demonstrate the intricate interactivity

among city- level monthly housing prices. They identified that variables such as a

city’s administrative status, population size, GDP, and level of secondary education

play significant roles in influencing the positive spillover patterns observed. Zhang and

Pan (2021) explored the asymmetric impacts of monetary policy and output shocks on

the housing market, while Ding et al. (2020) examined the tail causalities between the

money supply and real estate prices in China, finding that smaller and inland cities

exhibit heightened sensitivity to fluctuations in the broad money supply (M2), par-

ticularly within tail quantile intervals of housing market returns. Additionally, Koivu
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(2012) analyzed the wealth effect of real estate in China, noting that expansionary

monetary policy tends to elevate asset prices and that positive shifts in residential

prices bolster household consumption, albeit with minimal influence from stock prices

from the perspective of households.

In summary, the majority of research employed the VAR model, with less fre-

quent use of the SVAR model incorporating macroeconomic identification strategies.

When the SVAR model is utilized, the Cholesky decomposition method is often applied,

imposing robust assumptions on the economic framework regarding the transmission of

information across various variables, needing a strong economic theoretical underpin-

ning. Moreover, much of the existing research is characterized by limited data range,

which may not fully capture the dynamics between variables of interest due to potential

structural changes over time. Furthermore, while some studies have ventured into city-

level analyses, there is a notable absence of research focusing on region-level effects.

Addressing these gaps, this paper employs a SVAR model with exclusion restrictions

to identify the impacts of monetary policy on housing prices across China, offering an

exhaustive examination of monetary policy effects. Additionally, this study analyzes

the differential influences of monetary policy across various Chinese regions to reveal

the primary drivers of housing market dynamics within distinct geographical contexts.

3.3 Theoretical Supports

Prior to delving into the impacts of monetary policy, it is important to establish

the foundational premise that requires an explicit assumption is the effectiveness of

the monetary policy. If monetary policy is neutral, it would imply it without of any

influence on the real economy and thereby then its transmission mechanism itself is

meaningless. Since Keynes established the macroeconomic analysis framework, various

economic schools have introduced theories on the transmission mechanisms of mone-

tary policy, grounded in their respective theoretical underpinnings and interpretations.

Among these, the concept of monetary channels stands out as particularly significant.

64



Both traditional Keynesianism and monetarism believe that monetary policy’s

influence is transmitted exclusively through monetary variables. While Keynesian

thought posits that this occurs primarily via the price of money, whereas monetarism

focuses the significance of the quantity of money. The monetary channel assumes the

existence of perfect financial market and complete information, where loans are fully

interchangeable with bonds and stocks, to the extent of categorizing loans as a variant

of bonds. The money channel emphasizes the liability side of the balance sheet and

ignores the asset side, which believes the source of the money sup- ply to be unim-

portant; that is, whether the money supply is caused by bank loans or the purchase

of securities, its impact on economic activity is the same. The monetary channel can

be divided into the interest rate, exchange rate, asset price, and wealth effect channels

according to the different transmission processes.

3.3.1 Interest rate channel

The utilization of interest rate as one of the critical instruments for monetary

policy. The traditional Keynesian school emphasizes the impact of the real interest

rate level on corporate investment and believes that loose monetary policy will cause

the interest rate level to drop, thereby reducing the financing cost of enterprises and

stimulating investment. This principle is equally applicable to the real estate sector

in China, where purchasing property is considered an investment. Thus, monetary

policy, by modulating interest rates, indirectly impacts the cost burden on real estate

purchasers, influences demand within the real estate market, and ultimately bears

upon housing prices through the mechanisms of supply and demand. The interest

rate channel emphasizes that the real interest rate has a more significant impact on

investment than the nominal interest rate because the real interest rate level represents

the cost of using funds. An escalation in interest rates heightens the financing expenses

for real estate developers and increases the acquisition costs for property buyers through

mortgage loans, thereby disturbing the equilibrium of supply and demand within the

housing market and influencing property values.
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In China, where mortgages being the primary method of property acquisition

with the purchased asset serving as collateral, fluctuations in interest rates directly

impact the affordability of home purchases, thereby influencing demand. An increase in

interest rates elevates the capital cost associated with property acquisition, prompting

potential buyers to exit the market, which in turn diminishes demand in the real estate

sector and exerts a downward pressure on housing prices, and vice versa. On the other

hand, the real estate sector is capital-intensive industry. It relies heavily on financing

through loans for its development and investment. Consequently, an uptick in interest

rates raises the capital cost of investments, inhabiting the investment activities of

real estate firms, reducing the supply of new properties, and potentially leading to an

increase in housing prices, and vice versa.

Comprehensively, the effect of an expansionary monetary policy employing in-

terest rate mechanisms depends on the relative strength between demand and supply

forces within the market. In addition, interest rates serve as a crucial metric and regu-

latory tool in monetary management, influencing market expectations to a significant

extent. Market participants, in response to reductions in interest rates, anticipate an

expansionary monetary policy, which in turn stimulates market demand and promotes

an upward trajectory in housing prices.

3.3.2 Money supply channel

The concept of money supply refers to the aggregate amount of money that a

nation sustains within the regular framework of its socio-economic activities at a given

moment, serving as a pivotal intermediary objective of monetary policy. According to

the assumption of non-neutrality of money, variations in the money supply exert influ-

ence on the aggregate economic output and price levels, positioning the money supply

as a fundamental instrument through which the central bank controls the macroeco-

nomic.

An increase in the money supply indicates of an expansionary monetary policy,
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characterized by persistently low interest rates relative to the prevailing liquidity pref-

erence. With characteristics of the real estate sector, a significant portion of the capital

requisite for its development and investment is procured via bank loans. Consequently,

a decrease in interest rates mitigates the financial burden of borrowing for real estate

firms, thereby fostering investment within the industry. An escalation in real estate

investment leads an increase in housing transactions. In scenarios where the real estate

market is booming, both the supply and demand for real estate will increase, thereby

facilitating transactions and consequentially elevating housing prices.

Economic progression is inseparably linked to capital investment. The increase

of the money supply alleviates the financial constraints on economic expansion, en-

suring an uptick in investment levels, which is advantageous for the overall economic

development, considering capital constitutes a critical input for enterprise production.

Collectively, within the context of an economic upsurge, residents’ income levels rise,

and via the wealth effect transmission, the enhancement of residents’ wealth augments

their capacity to purchase homes. This, in turn, increase demand within the real estate

market and leading in an increase in housing prices.

This paper differentiates among the various monetary policy instruments, as

each tool exhibits distinct temporal responsiveness. Moreover, this analysis utilizes

monthly data, suggesting that different instruments may have varied impacts on hous-

ing prices in China. Furthermore, the interest rate in China has not been fully liber-

alized, with the government maintaining a degree of control over bank lending rates,

presenting an additional variable in this dynamic.

3.4 Methodology

3.4.1 Data

To use the fullest extent of available observational data, this study employs

monthly datasets spanning from January 2001 to December 2019. The data, sourced
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from the CEIC database10, are categorized into four segments: monetary policy indica-

tors (inclusive of the broad money supply, M2, and the interest rate, int), housing prices

(hp), variables pertaining to the real economy (such as consumption, con; investment,

inv; and GDP, gdp), and finally, price inflation (inf).

M2 represents a comprehensive measure of money supply, and M0 (currency in

circulation) and M1 (M0 plus demand deposits), further extended by quasi-currencies

such as time deposits and savings, reflecting both the current and potential purchasing

power within the economy. M1 serves as an indicator of the existing purchasing power

within the economic framework, whereas M2 not only mirrors this actual purchasing

power but also encapsulates the potential purchasing power. This distinction allows M2

to articulate the dynamism present within the investment and intermediary markets,

offering a broader perspective on economic liquidity and its capacity for future growth

(Berkelmans et al., 2016). Although the primary intermediary variable in China is the

money supply, the interest rate is also detected simultaneously. This paper considers

that China’s interest rate has not been fully marketized, and the government has

not entirely relaxed the control of bank lending interest rates. When the monetary

authorities use monetary policy to regulate the macroeconomy, they will also achieve

this by adjusting the bank’s deposit and loan interest rates. Changes in lending rates

will change the level of liquidity in the market and the borrowing costs of residents and

businesses. Therefore, the paper selects the 30-day average interest rate of inter-bank

lending to represent the market interest rate as other monetary policy proxies.

Given the quarterly nature of GDP data versus the monthly frequency of other

variables, the study confronts the challenge of data frequency inconsistency. One way

to address this issue is to use industry growth (monthly frequency) to be the proxy for

GDP. But it seems this series is not reliable in CEIC. Consequently, this paper uses

another way to address the issue, constructing monthly GDP data using third-order

polynomial interpolation. For the house price, this paper uses the average house price

10 https://www.ceicdata.com/en
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for the housing price, which is calculated by dividing the sales of all newly constructed

houses by the overall areas within one year. These series are available in CEIC. A

wildly used housing market index is the national house climate index. In this paper,

we are not using this index because it has more than two unit roots, and we don’t

want to twice-difference the series. The log difference of the CPI calculates inflation.

It is worth mentioning that the original CPI data we got from the CEIC data is Y-o-Y.

Here we manually transform it into month-to-month and then calculate the inflation.

All nominal variables are adjusted for inflation using the CPI and subjected to

the X-12 filter to eliminate seasonal fluctuations, ensuring the integrity and compara-

bility of the data analysis.

3.4.2 Identification Strategy

The methodology adopted in this research is predicated on the use of a Struc-

tural Vector Autoregression (SVAR) model, incorporating short-run identification strate-

gies. The specified SVAR model is represented as follows:

AYt = φ(L)Yt + εt

where Yt denotes the vector of endogenous variables encompassing money supply, policy

rate, consumption, investment, output, inflation, and housing prices. The term φ(L)

signifies a polynomial of the lag operator, articulated as φ(L) = φ1L+ ...+φpL
p. Here,

εt represents structural innovations, characterized by their orthogonality across both

time and equations. Assuming, for simplicity Σε ≡ var(εt) = I, the identity matrix,

inverting A, facilitates the derivation of the reduced-form VAR model:

Yt = ψ(L)Yt +Bεt

where B = A−1 and ψ(L) = Bφ(L). rendering the reduced-form innovations orthog-

onal across time, albeit not necessarily so across equations. Denoting ut = Bεt, it

follows Σu ≡ var(ut) may not be a diagonal matrix. Recovery of the SVAR model

from its reduced-form counterpart is contingent upon the acquisition of B, achievable
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through the application of Cholesky decomposition to Σu

Σu = ΓΓ
′

where Γ is a lower-triangle matrix. Consequently, var(Γut) = Γvar(ut)Γ
′

= ΓΓ
′

=

Σw, suggesting Γ could serve as B. Given that only the reduced-form model can be

empirically estimated, reconstructing the SVAR from the reduced form necessitates

certain restrictions. The requisite number of restrictions equates to the difference

between the freely estimated parameters of the SVAR and those of the reduced form,

(n2−n)/2, indicative of the zero elements within Γ which symbolize imposed structural

constraints, thereby negating contemporaneous effects. This recursive identification

allows variables to respond contemporaneously solely to shocks preceding them in order,

albeit predicated on potentially stringent assumptions. In instances where a suitable

variable ordering is elusive, an alternative exclusion identification strategy may be

employed, necessitating that at least (n2−n)/2 elements in matrix B be constrained to

zero, effectively excluding contemporaneous effects of certain variables. The rationale

for adopting short-run identification lies in the monthly data frequency, considering

that policy impacts are temporally lagged, with real economy variables particularly

unresponsive to immediate monetary policy shocks.

3.5 Results

3.5.1 Baseline regression

In this segment of the study, the objective is to reveal the impact of various

monetary policies on housing prices within the Chinese context. To this end, I em-

ploy a Structural Vector Autoregression (SVAR) model, incorporating a constellation

of seven variables: pol- icy rate, M2 (broad money supply), house price, consumption,

investment, inflation, and GDP. The model is specified with the following identification

restrictions:
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To utilizing the specified identification strategy, the assumption is that monetary

policy exerts no immediate influence on real economy variables. This is reasonable

assumption due to the delayed effectiveness of monetary policies, particularly when

analyzed through monthly data. Similarly, output and price levels are considered to

not impact each other contemporaneously, and neither do consumption and investment

directly influence housing prices within the same period. Furthermore, it is assumed

that shocks to housing prices do not instantaneously affect monetary policy.

According to the Akaike Information Criterion (AIC), the optimal lag order for

the reduced-form Vector Autoregression (VAR) model is identified as two. The 95%

confidence intervals are calculated using bootstrap methods. The empirical findings,

as illustrated in Figure 3.6, reveal that a 1% increase in money supply significantly

elevates inflation by 0.3%, aligning with theoretical economic expectations.

There was a significant increase of 1.4% over the same period for house prices.

The response of house prices slowly dies to 0, which lasts for about half a year. After

that, the response of house prices to the money supply becomes insignificant. For

consumption, consumption fell 1% contemporaneously. In addition, the impact of

consumption on the money supply is more persistent than that of housing prices, and

the effect lasted for 20 months. We know that the CPI, the good price, deflates the

house price, and the CPI increases contemporaneously by about 1.4%, which means

the nominal house price increase by over 2%. That means the money supply has a

significant effect on house price control. A positive impact on the year-on-year growth
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rate of money supply has a significant positive effect on the completion of real estate

investment in the short term. Investment completions increased by 0.6% over the

same period, and then their positive impact increased over time but reached 1.5% by

the 40th month. This shows that the development of the real estate industry is highly

dependent on financial support, and the increase in money supply will bring a relatively

loose financial environment to real estate development companies, thereby driving the

continuous growth in real estate investment.

Unlike from that of money supply shocks, the policy rate shocks imposing a

distinct impact on housing prices, as shown in Figure 3.7. Highlighted by a significant

0.1% decline in housing prices, peaking after three quarters before dissipating after five

quarters. But this shock has a more transitory effect on consumption. Compared to

the money supply shock, the policy rate shock has a longer but milder effect on the

house price. In the short run, housing prices are more sensitive to money supply shocks,

which account for a larger variance in housing prices. Over the long run, the variance

in housing prices attributable to money supply shocks remains consistent, while the

variance explained by policy rate shocks gradually increases. However, collectively,

money supply and policy rate shocks explain less than 15% of the variance in housing

prices.

An important observation is the contemporaneous decline in consumption fol-

lowing a money supply shock, attributed to the concomitant rise in inflation and the

resultant increase in the cost of non-housing commodities. Figure 3.8 illustrates the

macroeconomic responses to housing price shocks, illustrating two primary effects: the

substitution effect and the wealth effect. The substitution effect, where increased hous-

ing prices lead households to favor non-housing commodities, contrasts with the wealth

effect, where rising housing prices, as a form of investment, enhance household wealth,

thereby increasing consumption of non-housing goods. Again, the house price is de-

flated by the CPI, so we know that there are more significant house price changes

compared to the commodity price. The rise in house prices did not lead to a significant

increase in consumption at first, but consumption rose significantly after a lag of 10

72



months to a year.

This indicates that while immediate shifts in housing prices do not substantially

alter consumption patterns. In the medium term, the crowding-in effect of rising house

prices peaked. With the impact of the house price shock waned to insignificant a year

later.

3.5.2 Time-varying effects

This study covers a timeline that includes the 2008 financial crisis and subse-

quent iterations of housing price control policies. The Structural Vector Autoregres-

sion (SVAR) model conventionally presupposes parameter stability, yet the dynamic

interplay among variables might exhibit variability. To address potential instability in

the relationship between monetary policy and housing prices, this research employs a

rolling window Granger causality test, which offers dual benefits. Firstly, if the causal

relation is not stable but time-varying, the rolling window test is reasonable. Secondly,

this methodology allows for the detection of instability across various sub-samples, as

noted by Xu (2016). To implement this, a 36-month window is established to estimate

a VAR model, which is then incrementally moved forward by one month. In each esti-

mation phase, GDP, inflation, consumption, and investment are controlled to facilitate

a Granger causality analysis, determining whether monetary policy can predict future

housing prices, as evidenced by the collection of p-values.

Figure 3.9 reveals that the money supply exerts a more consistent influence on

housing prices compared to policy rates. This is indicating periods where the money

supply Granger causes changes in housing prices more frequently than policy rate ad-

justments. However, there exist intervals wherein neither monetary policy instrument

Granger causes housing price fluctuations, particularly from 2009 to 2013, suggesting

an aftermath of the financial crisis. Following the crisis, the Chinese government’s de-

ployment of a four trillion yuan stimulus plan for infrastructure investment ostensibly

absorbed significant monetary injections, with the funds predominantly channeled to-

wards infrastructure rather than residential housing, thus not eliciting a proportional
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increase in housing prices. It is noteworthy that at the beginning of the examined pe-

riod, monetary supply and policy rate alternately Granger cause housing prices, with

the money supply leading and policy rate adjustments following. Moreover, the study

tests various specifications of the rolling window Granger causality approach, including

adjustments for consumer confidence and mortgage rates. The results demonstrating

robustness across different control variables.

3.5.3 Region-varying effects

Regional differences play a pivotal role in the complex development of the real

estate market across China. Due to the differences in geography, humanities, open-

ing hours and degrees, and other conditions in the vast territory of China, there are

differences in scale, structure, and trend at all levels of economic development. Conse-

quently, the real estate market exhibits pronounced regional differences. Furthermore,

the People’s Bank of China has a Monetary Policy Department in China. The Mone-

tary Policy Division is responsible for formulating monetary policy and participating in

the adjustment and adjustment of monetary policy and macro-prudential policy, along

with promoting market-oriented reforms of interest and exchange rates. Moreover,

the central bank’s organizational structure includes a regional headquarters, with the

Shanghai headquarters operating under the main office’s direction, primarily handling a

portion of the central bank’s operations. Additionally, nine regional sub-branches11 ex-

ecute the head office’s policies and regulations, implement central monetary and credit

policies within their jurisdictions, and oversee local financial markets. A standardized

monetary policy is applied across these diverse regions, yielding disparate responses to

the uniform monetary strategy. For analytical purposes, China’s provinces are cate-

gorized into three regions12: eastern, central, and western. This study examines the

11 In the East region: Tianjin sub-branch, Shenyang sub-branch, Shanghai sub-branch,
Nanjing sub-branch, Jinan sub-branch, Guangzhou sub-branch; In the Mid region:
Wuhan sub-branch; In the West region: Xian sub-branch, Chengdu sub-branch.

12 Normally there are 11 provinces and cities in the east region: Beijing, Tianjin,
Hebei, Shanghai, Jiangsu, Zhejiang, Fujian, Shandong, Liaoning, Guangdong, and
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impacts of two monetary policy instruments across these distinct regions, as depicted

in Figure 3.10 through impulse response functions.

Through the impulse response, we can see that the east region is consistent

with the whole country’s pattern, increasing in money supply increases house prices,

and increasing policy rate decreases house prices. In the mid regions, the effects are

opposite, increasing in money supply decreases house prices, and an increasing policy

rate increases house prices. In the west region, the impact of monetary policy is not

significant. For the east regions, the monetary policy affects the demand side of the

housing market, and for the mid-region, the monetary policy affects the supply side

of the regions. This distinction is rational, considering the eastern region’s advanced

economic development and higher household wealth, coupled with greater financial

literacy, rendering real estate purchases primarily investment driven. Conversely, in

the western regions, monetary policies’ effects are minimal, possibly due to the rela-

tive economic disadvantage and the unique status of several provinces as autonomous

regions, which often adopt distinct policies.

3.5.4 Robustness Check

To enhance the robustness of the analysis, we extended the baseline regression

model from initially comprising seven variables to incorporate nine variables by in-

troducing the two new variables: mortgage rate and the financial institution’s credit

balance in China. The inclusion of the mortgage rate is particularly pertinent to ana-

lyzing housing demand in China, where mortgages are a common method for acquiring

homes. This is another monetary policy channel, the credit channel. The credit chan-

nel mainly affects the investment and consumption of the real estate market through

Hainan; 8 provinces in the mid-region: Shanxi, Jilin, Heilongjiang, Anhui, Jiangxi,
Henan, Hubei, and Hunan; 12 provinces in the west region: Inner Mongolia, Guangxi,
Chongqing, Sichuan, Guizhou, Yunnan, Shannxi, Gansu, Qinghai, Ningxia, Xinjiang,
Tibet
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the bank credit volume and the corporate balance sheet. In China’s financial ecosys-

tem, banks are the dominant players in the credit market, and the primary source of

funds for the real estate industry comes from borrowing.

Consequently, bank credit levels will affect the changes in investment levels

and prices in the real estate market. The central bank’s employ open market opera-

tions, re-discounting, and adjustments to the deposit reserve ratio to adjust the money

supply, inevitably affecting each lending bank’s liquidity and lending capacity of in-

dividual banks. For instance, an expansionary monetary policy, such as reducing the

deposit reserve ratio for commercial banks, enhances credit availability. This increased

availability of bank loans facilitates easier access to financing for both suppliers and

consumers in the real estate market, potentially boosting investment, consumption,

and housing prices. Monetary policy exerts influence on housing prices via the balance

sheet channel. When the central bank manipulates monetary policy instruments, such

as adjusting benchmark lending rates, the external financing costs for enterprises es-

calate, leading to a deterioration in corporate financial health and a reduction in net

assets. Banks, in evaluating credit risk, consider changes in an enterprise’s net wealth

to determine lending volumes. Moreover, given the real estate industry’s reliance on

bank loans, with properties often used as collateral, expansionary monetary policies

elevate housing prices due to the increased expected profitability of real estate firms

and increase collateral value. This scenario reduces the default risk perceived by banks,

thereby increase banks’ willingness to lend.

In this expanded analysis, I estimate a SVAR model with nine variables: house

price, policy rate, M2, mortgage rate, credit balance, consumption, investment, in-

flation, and GDP. The mortgage rate is represented by the one-year bank mortgage

rate, while the credit balance is denoted by the total loan balance across all financial

institutions in China. The identification restrictions for this model are as follows:
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In this analysis, I proceed under the assumption that monetary policy does not

have a contemporaneous impact on the real economy variables, and house price shock

does not have a contemporaneous impact on monetary policy.

Figure 3.13 presents the impulse responses to a one-standard deviation shock

in monetary policy, using the methodology outlined in this section. The robustness

of the results is evident from these responses. When the money supply increases, it

can be seen that a significant increase in the house price, and the house price drops

in response to an increase in the policy rate. Furthermore, housing prices exhibit a

negative reaction to adjustments in both the mortgage rate and the credit balance

policies.

The variance decomposition, as illustrated in Figure 3.14. It demonstrates that,

among the four monetary policies analyzed, the money supply accounts for the most

significant proportion of variation in housing prices.

3.6 Conclusions

In China, the rapid escalation of housing prices has become a factor contributing

to social instability. Investment in the real estate sector constitutes a significant portion

of the nation’s fixed-asset investments, with the real estate market expansion playing

a crucial role in driving economic growth. Nonetheless, the influence of real estate
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market development on the economy is complicated. The rational, stable, and healthy

development of the real estate market contribute significantly to economic growth.

However, an overreliance on escalating investments in this sector as a mechanism for

stimulating economic activity and addressing employment issues can lead to continuous

increases in housing prices. Such increases in housing price will lead to later inflation,

elevate living costs, diminish market demand, and exert additional pressure on the

populace to afford housing, thereby becoming a source of social instability.

This study employs a Structural Vector Autoregression (SVAR) model with

exclusion restrictions to analyze the effects of diverse monetary policies on housing

prices. It assesses the implications of variations in money supply, policy rates, and

mortgage rates on housing prices, acknowledging that interest rates in China have not

yet achieved full marketization. The findings reveal that a 1% increment in the money

supply significantly boosts inflation by 0.3%, aligning with economic theories, and that

housing prices significantly decrease by 0.1% in response to a shock in the policy rate.

Furthermore, the analysis demonstrates that in responding to the housing price shock,

the wealth effect dominates the substitute effect, therefor, increases consumption.

The study also evaluates the temporal stability of these policies through a rolling

window Granger causality test and explores the regional diversity of monetary policy

impacts using data at the regional level. The rolling window Granger causality test

shows that parameter stability is rejected. From 2009 to 2013, none of these monetary

policies Granger caused house prices, likely a repercussion of the post-financial crisis

era. In response to the global financial crisis, the Chinese government initiated a

substantial investment plan in infrastructure to bolster the economy. Regional data

analysis suggests that in the eastern region, responses align with the national pattern,

where increases in money supply elevate housing prices, whereas hikes in policy rates

decrease them. Conversely, in central regions, the effects are inverted, indicating that

monetary policy influences the supply side of the market in these areas.

The paper acknowledges the introduction of measurement error into the model

due to the use of third-order polynomial interpolation for deriving monthly GDP data,

78



which potentially introduces an additional shock that could skew the SVAR analysis.

Future research could employ a panel structural VAR model to estimate impulse re-

sponses, utilizing quarterly GDP data to solve this problem. Further expansion of this

research could involve analyzing the differential impacts on housing prices across vari-

ous regions, particularly examining whether the demand-side effects in eastern regions

are driven by speculative housing transactions. Analyzing transaction-level data could

yield better insights into this question.
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Figure 3.1: City level house price to wage ratio

Notes. The graph shows the house price to wage ratio for the top twenty global cities in 2020. Among
the top 20 cities, there are eight cities in China. Also the house price to wage ratio is defined as the
median house price to the median disposable income with that city. Source: the author manually
collected the data from the Internet.
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Figure 3.2: Within China house price to wage ratio distribution

Notes. Above heat map shows the house price to wage ratio within China in 2021. Cities located in
the east part of China, the ratio is higher comparing to the cities in the mid part and the west part.
Source: the author maunally collected the data from the Internet.
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Figure 3.3: House price, marriage rate, divorce rate, fertility rate, and population
growth trend

Notes. Data range: 1995-2020. Data frequency: yearly data. The black solid line represents the
house price growth; The blue solid line shows the marriage rate, The blue dashed line represents the
divorce rate; The red solid line represents fertility rate; The red dashed line shows the population
growth. Fertility rate is defined as the ratio of newly born population and average population number
in a given year. Marriage and divorce rate are defined as the number of population that are getting
married or divorced divided by the average population in a given year. Data source: National Bureau
of Statistics, http://www.stats.gov.cn/ztjc/xxgkndbg/gjtjj/.
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Figure 3.4: Labor force participation rate

Notes. Data range: 1990-2020. Data frequency: yearly data. The figure shows the trend of labor
participation rate in China from 1990 to 2020. Labor participation rate is defined as the number of
working population over the number of population aged from 16 to 60 years old. Data source: CEIC
database, https://www.ceicdata.com/en.
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Figure 3.5: Money supply and inflation

Notes. Data range: 2010-2020. Data frequency: yearly data. The figure shows
the inflation, money supply growth. Data source: National Bureau of Statistics,
http://www.stats.gov.cn/ztjc/xxgkndbg/gjtjj/.
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Figure 3.6: Impulse responses to the money supply shock

Notes. Data range: 2001:m1-2019:m12. The figure shows the impulse response of house price, con-
sumption, investment, and inflation to one standard deviation money supply shock. The identification
strategy is described in 3.4 and reduced-form VAR controls for 2 lags suggested by AIC. Here also
presents the confidence interval, which is calculated using the bootstrap.
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Figure 3.7: Impulse responses to the policy rate shock

Notes. Data range: 2001:m1-2019:m12. The figure shows the impulse response of house price, con-
sumption, investment, and inflation to one standard deviation policy rate shock. The identification
strategy is described in 3.4 and reduced-form VAR controls for 2 lags suggested by AIC. Here also
presents the confidence interval, which is calculated using the bootstrap.
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Figure 3.8: Impulse responses to the house price shock

Notes. Data range: 2001:m1-2019:m12. The figure shows the impulse response of consumption,
investment, inflation, and inflation to one standard deviation house price shock. The identification
strategy is described in 3.4 and reduced-form VAR controls for 2 lags suggested by AIC. Here also
presents the confidence interval, which is calculated using the bootstrap.

Figure 3.9: Rolling window Granger causality test

Notes. Data range: 2001:m1-2019:m12. We fixed a 36-month window to estimate a VAR model
and move this window one month forward. In each estimation, we controlling for GDP, inflation,
consumption, and investment to conduct Granger causality test to if the monetary policy Granger
cause house price. We collect the p-value. The horizontal axis represents the date of the start of
36-month window, and the vertical axis is the p-value.
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Figure 3.10: Estimated impulse responses for different regions

Figure 3.12: Money supply shocks

Figure 3.13: Policy rate shocks

Notes. Data range: 1960:q2-2020:q1. Due to the convention, all provinces in China are divided into
three regions: the east, the mid, and the west region. Reduced form VAR has two lag (AIC) for all
the regions. Using bootstrap to calculate the impulse responses.
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Figure 3.13: Robustness test: impulse response of house price to different monetary
policy shocks

Notes. Data range: 2001:m1-2019:m12. The figure shows the impulse response of the house price to
one standard deviation money supply shock, policy rate shock, mortgage rate shock, and the credit
balance shock. The reduced-form VAR controls for 2 lags suggested by AIC. Here also presents the
confidence interval, which is calculated using the bootstrap.
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Figure 3.14: Robustness test: variance decomposition of house price

Notes. Data range: 2001:m1-2019:m12. The figure shows the variance decomposition of the house
price. The reduced-form VAR controls for 2 lags suggested by AIC.
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Appendix A

CHAPTER 1 APPENDIX

Table A.1: Institutional level impact of international enrollment on native enrollment

(1) (2) (3)
year FE yearFE stateFE yearFE× stateFE

2SLS
international 4.036∗∗ 3.692∗∗∗ 3.945∗∗∗

(1.513) (1.349) (1.46)
First stage

international 0.662∗∗∗ 0.720∗∗ 0.692∗∗∗

(0.271) (0.283) (0.266)
OLS

international 0.352∗ 0.410∗∗ 0.412∗∗

(0.198) (0.194) (0.187)
year FE Yes Yes Yes
state FE No yes Yes
state controls Yes No No
N 892 892 864
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note. The dependent variable is first year, first time, full time, degree seeking native students en-
rolled in college c, year t. The independent variable is first year, first time, full time, degree seeking
international students enrolled in college c year t. Column 1 is identification strategy with state
level control along with year fixed effect, state unemployment rate and logged college age population
(18-24), matched with institution’s location by state. Column 2 is identification strategy with year
fixed effect and state fixed effect. Column 3 is identification strategy with state year fixed effect.
Coefficients reflect the impact on native enrollment of 1 additional international student enrolled in
school level. Standard errors in parentheses.
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Table A.2: Impact of international enrollment on native enrollment by major

(1) (2) (3) (4) (5)
Education Engineer Math Physical Business

international
(state control) -0.102 1.896∗∗∗ -0.202∗ 0.859∗∗∗ 1.552∗∗∗

(0.209) (0.938) (0.109) (0.248) (0.419)
N 868 868 868 868 868
international
(year/state FE) -0.0677 1.661∗∗ -0.183∗ 0.841∗∗∗ 1.386∗∗∗

(0.203) (0.833) (0.102) (0.225) (0.36)
N 868 868 868 868 868
international
(year×state FE) -0.00855 1.815∗∗ -0.188∗ 0.781∗∗∗ 1.536∗∗∗

(0.269) (0.9) (0.0972) (0.2) (0.429)
N 844 844 844 844 844
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note.The dependent variable is first year, first time, full time, degree seeking native students enrolled
in college c, year t, major m. The independent variable is first year, first time, full time, degree seeking
international students enrolled in college c year t. Section 1 is identification strategy with state level
control along with year fixed effect, state unemployment rate and logged college age population (18-
24), matched with institution’s location by state. Section 2 is identification strategy with year fixed
effect and state fixed effect. Section 3 is identification strategy with state year fixed effect. Coefficients
reflect the impact on native enrollment in certain major of 1 additional international student enrolled
at school level. Standard errors in parentheses.
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Table A.3: The impact of international enrollment on native enrollment by race and
gender

(1) (2) (3) (4) (5) (6)
male female white black asian hispanic

international
(state control) 2.671∗∗∗ 1.365∗∗∗ 1.873∗∗∗ 0.174∗ -0.017 0.605

(0.917) (0.642) (0.58) (0.0966) (0.0157) (0.368)
N 892 892 892 892 892 892
international
(year/state FE) 2.420∗∗∗ 1.272∗∗∗ 1.676∗∗∗ 0.178∗ -0.0171 0.582∗

(0.826) (0.57) (0.483) (0.0959) (0.0143) (0.303)
N 892 892 892 892 892 892
international
(year×state FE) 2.603∗∗∗ 1.342∗∗∗ 1.718∗∗∗ 0.169∗ -0.0188 0.610∗

(0.837) (0.674) (0.513) (0.087) (0.0157) (0.315)
N 864 864 864 864 864 864
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note.The dependent variable is first year, first time, full time, degree seeking native students enrolled
in college c, year t, by race and gender. The independent variable is first year, first time, full time,
degree seeking international students enrolled in college c year t. Section 1 is identification strategy
with state level control along with year fixed effect, state unemployment rate and logged college age
population (18-24), matched with institution’s location by state. Section 2 is identification strategy
with year fixed effect and state fixed effect. Section 3 is identification strategy with state year fixed
effect. Coefficients reflect the impact on native enrollment in certain race and gender of 1 additional
international student enrolled at school level. Standard errors in parentheses.
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CHAPTER 2 APPENDIX
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Table B.1: Conditional Impact of HSR on Employment (Event Study)

1 2 3
Dep ln employment ln private ln non-private

-9
−0.021 0.087 −0.058
(0.068) (0.161) (0.060)

-8
0.071 0.117 0.050

(0.052) (0.097) (0.051)

-7
0.045 0.091 0.020

(0.044) (0.0489) (0.043)

-6
−0.012 0.036 0.008
(0.031) (0.072) (0.027)

-5
0.030 0.087 0.004

(0.027) (0.061) (0.022)

-4
0.037 0.078 0.029

(0.025) (0.057) (0.026)

-3
0.027 0.042 0.024

(0.019) (0.050) (0.019)

-2
0.015 0.037 0.020

(0.016) (0.042) (0.016)

0
0.021 0.07∗ −0.007

(0.014) (0.041) (0.010)

1
0.041∗∗ 0.105∗∗ −0.005
(0.019) (0.042) (0.016)

2
0.054∗∗ 0.126∗∗∗ −0.006
(0.026) (0.049) (0.027)

3
0.062∗ 0.151∗∗∗ −0.013∗∗

(0.034) (0.049) (0.038)

4
0.042 0.139∗∗ −0.042

(0.045) (0.063) (0.038)

5
0.057 0.168∗∗ −0.015

(0.051) (0.066) (0.0397)

6
0.122∗ 0.198∗∗ −0.037
(0.066) (0.081) (0.059)

7
0.222∗∗∗ 0.288∗∗∗ 0.025∗∗

(0.086) (0.112) (0.079)

8
0.202∗∗ 0.190 0.088
(0.096) (0.134) (0.090)

9
0.386∗∗ 0.358 0.155
(0.194) (0.291) (0.150)

Notes. Standard error is in parentheses. ∗ ∗ ∗ = p < 0.01, ∗∗ = p < 0.05, and ∗ = p < 0.1.
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Table B.2: Impact of HSR on employment ratio with CSDID

variable name 1 2 3

Dep. var employment
population

private
population

non-private
population

unconditional ATT
0.025∗∗∗ 0.024∗∗ 0.012∗∗

(0.007) (0.007) (0.004)

conditional ATT
0.031∗∗∗ 0.030∗∗∗ 0.014∗

(0.007) (0.006) (0.005)

No. obs 2256 2256 2256

Notes. Standard error is in parentheses. ∗ ∗ ∗ = p < 0.01, ∗∗ = p < 0.05, and ∗ = p < 0.1.
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