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ABSTRACT

Today, petascale distributed memory systems perform large-scale simulations

and generate massive amounts of data in a distributed fashion at unprecedented rates.

This massive amount of data presents new challenges for the scientists analyzing the

data. In order to classify and cluster this data, traditional analysis methods require

the comparison of single records with each other in an iterative process and therefore

involve moving data across nodes of the system. When both the data and the number

of nodes increase, classification and clustering methods can put increasing pressure on

the system’s storage and bandwidth. Thus, the methods become inefficient and do

not scale. New methodologies are needed to analyze data when it is distributed across

nodes of large distributed memory systems.

In general, when analyzing such scientific data, we focus on specific properties

of the data records. For example, in structural biology datasets, properties include

the molecular geometry or the location of a molecule in a docking pocket. Based on

this observation, we propose a methodology that enables the scalable analysis for large

datasets, composed of millions of individual data records, in a distributed manner on

large distributed memory systems. The methodology comprises two general steps. The

first step extracts concise properties or features of each data record in isolation and

represents them as metadata in parallel. The second step performs the analysis (i.e.,

classification or clustering) on the extracted properties (i.e., metadata) using machine

learning techniques.

We apply the methodology to three different computational structural biol-

ogy datasets to (1) identify class memberships for large RNA sequences from their

secondary structures, (2) identify geometrical features that can be used to predict

class memberships for structural biology datasets containing ligand conformations from
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protein-ligand docking simulations, and (3) find recurrent folding patterns within and

across trajectories (i.e., intra- and inter-trajectory, respectively) in multiple trajectories

sampled from folding simulations.

Since our method naturally fits in the MapReduce paradigm, we adapt it for dif-

ferent MapReduce frameworks (i.e., Hadoop and MapReduce-MPI) and use the frame-

works on high-end clusters for the three scientific challenges listed above. Our results

show that our approach enables scalable classification and clustering analyses for large-

scale computational structural biology datasets on large distributed memory systems.

In addition, compared with traditional analysis approaches, our method achieves sim-

ilar or better accuracy.
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Chapter 1

THESIS OVERVIEW

1.1 Problem, Motivation, and Proposed Solution

Nowadays, massive amounts of data are generated by petascale distributed

memory systems performing large-scale simulations in a distributed fashion at un-

precedented rates. When scientists seek to analyze the scientific meaning of the data,

however, this massive amount of data presents new challenges. Specifically, traditional

analysis methods of classification and clustering require the comparison of single records

with each other in an iterative process. In the case of distributed large datasets, this

comparison then involves moving data across nodes of the system. When both the

datasets and the number of nodes increase, these methods can increase pressure on the

system storage and bandwidth. Thus, these methods become inefficient and do not

scale. New analysis methods are needed whereby the analysis moves to the distributed

data and explicit all-to-all comparisons among data records are avoided.

This thesis focuses on large multi-dimensional structural biology datasets on

large distributed memory systems. In general, when analyzing scientific data, scientists

focus on specific properties of the data. In the structural biology datasets considered

in this thesis, properties include the molecular geometry or the location of a molecule

in a docking pocket. Based on this observation, we claim that the data properties

can be captured across the dataset concurrently by analyzing each single data record

independently and representing the data properties with metadata. The extracted

properties (i.e., metadata) can be efficiently analyzed (i.e., classification or clustering)

in a distributed fashion by using machine learning techniques.

Accordingly, in this thesis, we propose a transformative data analysis method

that comprises two general steps. The first step extracts concise properties or features

1





the family model of the RNA sequence. Specifically, our method first extracts the

relevant hairpins and pseudoknots contained in the sequence’s chunks represented as

strings metadata in parallel and then rebuilds several possible secondary structures

of the whole RNA sequence using the chunks’ structures. The method then classifies

the secondary structures as more or less likely to occur in nature, using an accuracy

retention obtained by comparing them with the predicted structures using the whole

sequence and the known structure. In addition, our method offers the advantage of

easy integration into our Hadoop-based framework of training a statistical model (i.e.,

the RNA family model) for the given sequence using known structures of other RNA

sequences in the same family and classifying each of the several predicted secondary

structures of the given sequence as more or less likely to happen in nature based on

the family model.

As an example of identifying features that can be used to predict class mem-

berships, we consider structural biology datasets containing ligand conformations from

protein-ligand docking simulations. In this case, we want to cluster the sampled con-

formations of a given ligand when docked into a protein pocket based on the conforma-

tions’ geometries. Our method first concurrently extracts the geometry of each ligand

conformation as a single N-dimensional (i.e., 3-D or 6-D) point metadata. Then it se-

lects multiple potential near-native conformations (i.e., ligand conformations that well-

docked into the protein site) by using the N-dimensional clustering (i.e., octree-based

clustering for 3-D metadata or 6-D tree-based clustering for 6-D metadata) technique.

As an example of finding recurrent patterns in datasets, we consider multiple

trajectories sampled from folding simulations to identify any folding patterns within

and across trajectories (i.e., intra- and inter-trajectory, respectively). Our method first

extracts the geometric shape features of each protein conformation in a folding frame

when the time evolves (i.e., a consecutive subset of the folding protein conformations) as

a sequence of 3-D points metadata. Then the set of 3-D points in the time dimension

are interpreted in terms of recurrent patterns by using a hierarchical probabilistic

clustering technique.
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Our method naturally fits in the MapReduce programming model. The MapRe-

duce programming model was originally proposed and written by Google to index and

annotate data on the Internet [19]. The model consists of two functions: map and

reduce. The map function divides a large chunk of work into smaller chunks and per-

forms computation on each smaller chunk. Its input comprises a paired argument: a

key that is abbreviated as k1, and a value that is abbreviated as v1. The function’s

output consists of a list of intermediate key and value pairs, i.e., list 〈k2, v2〉. The

output values (i.e., v2) associated with the same key k2 are aggregated by the runtime

system without user intervention. The values become the input to the reduce function,

which takes a paired of key and values as input (i.e., 〈k2, list(v2)〉), and outputs a list

of values (i.e., 〈list(v3)〉.
Many in-house software tools have been developed for specific problems and

datasets, but they cannot be easily adapted to other problems. Thus, the benefits of

these in-house software tools to the scientific community are limited. In contrast, we

aim to provide a general method and a framework that allows existing algorithms to

be easily integrated as software modules in a plug-and-play fashion. Instead of im-

plementing specific ad hoc MPI-based applications, one for each dataset and problem,

we adapt our method to the MapReduce programming model by structuring the ex-

traction of metadata as a map function and the classification or clustering operation

as a reduce function or as a combination of map and reduce functions. MapReduce

is ideal for this purpose because different algorithms can be easily plugged in as map

or reduce functions, and the communication between map and reduce steps is auto-

matically handled by the runtime, removing a major burden on the developers. We

integrate the map and reduce functions into different MapReduce frameworks (i.e.,

Hadoop and MapReduce-MPI), as well as the Parallel MATLAB framework; and we

use the frameworks for three scientific datasets (i.e., RNA secondary structures, ligand

conformations, and folding proteins trajectories).

For each of the three datasets, we evaluate the scalability of our method when the

size of the dataset and that of the distributed memory system increase. We also study
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the accuracy of our method by statistically comparing the scientific results obtained by

our method with the results of traditional approaches for each dataset. The results show

that our method can achieve both better scalability and higher accuracy comparing to

the respective traditional approaches.

1.2 Thesis Statement

In this thesis, we claim that the relevant properties of data can be captured

across the dataset as metadata concurrently by analyzing each single data record inde-

pendently. We also claim that the class memberships or patterns of data records can be

identified by using classification or clustering techniques on the metadata. Further, we

claim that using our analysis method, we can enable scalable and accurate data analy-

ses (i.e., classification and clustering) for large-scale computational structural biology

datasets on petascale distributed memory systems.

To validate the thesis statement and prove both the scalability and accuracy of

our method, we present three representative case studies, one for each type of analysis

considered in this thesis. We show how our method can do the following:

• Classify the secondary structures as more or less likely to occur in nature based
on their chunk-based structural features and the RNA sequence’s family model.

• Cluster ligand geometries into sets with different probabilities of well-docking
into the protein pocket based on the densities of geometries.

• Cluster folding trajectories into patterns with different recurrences within and
across trajectories (i.e., intra- and inter-trajectory, respectively) based on geo-
metrical variations in time of the folding protein conformations.

1.3 Contributions

The contributions of this thesis are as follows.

• We introduce a transformative, general data analysis method together with al-
gorithms supported by a MapReduce-style parallel programming model. The
method avoids moving data to a centralized server, enables classification and
clustering on large-scale data in a distrusted fashion, and ensures both scalabil-
ity and accuracy of the analysis.
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• We apply the method to three representative and diverse computational struc-
tural biology datasets. The different datasets are (1) large datasets of RNA
sequences, to identify sequence features of RNAs and classify the secondary
structures as more or less likely to occur; (2) large datasets of docked ligand
conformations, to identify geometrical features of the ligand conformations and
cluster the geometries in groups with high probabilities of well-docking into a
protein pocket; and (3) large datasets of folding trajectories, to identify recur-
rent patterns in protein folding trajectories and cluster the folding trajectories
into meta-stable and transition stages.

1.4 Organization

The remainder of the thesis is organized as follows. Chapter 2 presents the ap-

plication of our method to RNA sequence datasets. Chapter 3 presents the application

of our method to ligand conformation datasets. Chapter 4 presents the application of

our method to protein folding trajectory datasets. Chapter 5 summarizes the accom-

plished work in this thesis, presents future work beyond this thesis, and discusses the

broader impact of the thesis.
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Chapter 2

CLASSIFICATION OF RNA SECONDARY STRUCTURES

Given an RNA sequence, different computational methods can predict multiple

secondary structures, where each structure has a certain probability of happening. The

first analysis problem tackled in this thesis is a classification problem in which we iden-

tify class memberships for these multiple secondary structures. Specifically, we classify

a secondary structure as more or less likely to occur based on its chunk-based secondary

structures and the RNA sequence’s family model. To extract the secondary structures

of an RNA sequence into metadata, we cut the sequence into shorter chunks using sta-

tistical information, predict the secondary structure of each chunk independently using

existing prediction programs, and reconstruct whole chunk-based secondary structures

from the chunks’ predictions. The classification of secondary structures requires our

method to learn the RNA family model from other secondary structures in the same

family and classifying the new structures using the model.

In this thesis, we design and implement a classification framework supporting

our method outlined above, and we integrate existing chunk-based prediction algo-

rithms. We evaluate the framework using three datasets. The first dataset consists of 50

non-pseudoknotted sequences from the RFAM database, and the lengths of sequences

range from 127 to 568 bases [12]. The second dataset consists of 23 pseudoknotted

sequences from the RFAM and Pseudobase++ databases, and the lengths of sequences

in this dataset range from 77 to 451 bases [12], [77]. The third dataset consists of

14 sequences from the virus family Nodaviridae, and the lengths of sequences range

from 1,305 to 3,204 bases [42], [79]. The results show that our method exhibits linear

scalability and can predict longer sequences than commonly used prediction programs
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can. Moreover, our chunk-based method generates more accurate secondary structures

than the same prediction programs do using non-chunk-based methods.

The rest of this chapter is organized as follows. Section 2.1 gives background

information on RNA molecules and their secondary structures, existing chunking meth-

ods, the MapReduce programming model, and the Hadoop runtime system. Section 2.2

reviews the related work. Section 2.3 presents our method. Sections 2.4 and 2.5 present

the performance scalability and accuracy evaluation, respectively, of the RFAM, Pseu-

dobase++ database, and Nodaviridae virus dataset. Section 2.6 summarizes the re-

search results of the thesis and discusses future work.

2.1 Background

2.1.1 RNA molecules

Ribonucleic acid (RNA) is made up of four types of nucleotide bases: adenine

(A), cytosine (C), guanine (G), and uracil (U). A sequence of these bases is strung

together to form a single strand RNA molecule. RNA plays important roles in many

biological processes including gene expression and regulation. RNA molecules vary

greatly in size, ranging from short sequence of 19 nucleotide bases in microRNAs [32]

to long polymers of over 30,000 bases in complete viral genomes [78]. Although an

RNA molecule is a linear polymer, it tends to fold back on itself to form a three-

dimensional functional structure, mostly by pairing complementary bases. Among the

four nucleotide bases, C and G form complementary base pairs by hydrogen bonding, as

do A and U; in RNA (but not DNA), G can also base pair with U residues. The overall

stability of an RNA structure is determined by its “minimal free energy,” defined as

the amount of energy it takes to completely unpair all of the base pairs that hold it

together (e.g., by denaturing it with heat).

The three-dimensional (3-D) structure of an RNA molecule is often the key to

its function. Because of the instability of RNA molecules, experimental determina-

tion of their precise 3-D structures is a time-consuming and costly process. However,
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useful information about the molecule can be gained from knowing its secondary struc-

ture, that is, the collection of hydrogen-bonded base pairs in the molecule [63]. RNA

secondary structures can be classified into two basic categories: stem loops and pseu-

doknots (see Figure 2.1). Both kinds of secondary structures, which are implicated in

important biological processes such as gene expression and gene regulation [10], must

contain at least one inversion, that is, a string of nucleotides followed closely by its

inverse complementary sequence. Figure 2.2 shows an example of an inversion, with

the 6-nucleotide string “ACCGCA” followed by its inverse complementary sequence

“UGCGGU” after a gap of three nucleotides.

(a) (b)

Figure 2.1: Stem loop (a) and pseudoknot (b).

2.1.2 Chunking methods based on inversions

Inversion excursion: The identification of regions in the sequence with high

concentrations of inversions is essential to rebuilding the secondary structure of a long

RNA sequence from the predictions of a shorter RNA sequence’s chunks. These regions

are likely to be generating the RNA’s stem loops and pseudoknots, and thus it is

recommended to avoid cutting them into separate chunks [88].
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Figure 2.2: Inversion with stem length 6 and gap size 3.

The overall chunking method relies on a general excursion approach first for-

mulated in [43] for a variety of DNA sequence analysis problems, but adapted in this

thesis for RNA secondary structure predictions. In many bioinformatics applications,

sequence analysis problems go beyond DNAs and call for identifying high-concentration

regions of a certain property in the bases of biomolecular sequences. For example,

replication origins in viral genomes have been predicted by looking for regions that are

unusually rich in the nucleotides A and T in DNA sequences [17]. Leung et al. follow

the same approach for RNA sequences by focusing on whether the nucleotide base is

found inside an inversion [88]. Leung et al. refer to the excursions generated by this

property as “inversion excursions.” The excursion method requires assigning a positive

score to each nucleotide if it is part of an inversion (including the two stems and the

gap between them), and a negative score if it is not. The approach processes the entire

nucleotide sequence in order to accumulate the scores to form inversion excursions.

To facilitate their analysis, Leung et al. used a parsing program to convert an

RNA sequence into a binary sequence with the same length. If a nucleotide base is

included in an inversion identified by the InversFinder program, it is given a value of

“1”; if not, it is assigned a value of “0,” as illustrated in Figure 2.3. Each “1” in the

binary sequence is given a score of 1, and each “0” a negative score of s, which is

determined as follows. The binary sequence is considered a realization of a sequence of

independent and identically distributed (i.i.d.) random variables, X1, X2, ..., Xn, where
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n is the length of the RNA sequence (i.e., number of bases). These random variables

take values of either 1 or s. Let p = Pr(Xi = 1) and q = 1 − p = Pr(Xi = s).

The parameter p is traditionally estimated by the percentage of bases contained in one

or more inversions in the RNA sequence, that is, the percentage of “1”s in the binary

sequence. The score per base μ = p+q∗s is expected to be negative. This requirement

prevents the tendency for long segments to have high scores. As done in [17] and other

applications, the value of s can be conveniently selected by giving μ a value of −0.5

and then determining the value of s according to Equation 2.1.

Figure 2.3: Binary sequence around an inversion. If a nucleotide base is included in
an inversion identified by the InversFinder program, it is given a value
of “1”; if not, it is assigned a value of “0.”

s =

⌊
μ− p

q

⌋
(2.1)

The excursion score Ei at Position i of the sequence is defined recursively as in

Equations 2.2 and 2.3.

E0 = 0 (2.2)

Ei = max(Ei−1 +Xi, 0) for 1 ≤ i ≤ n (2.3)

An excursion starts at a point i where Ei is zero, continues with a number of

rising and falling stretches of positive values, and ends at j > i, where j is the next

position with Ej = 0. The score then stays at zero until it becomes positive again when

the next excursion begins. Plotting the excursion scores along the nucleotide positions

of the RNA sequence offers an effective visualization of how inversion concentrations

vary along the sequence. This plot can serve as a guide for choosing the cutting points
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for the segmentation process. Figure 2.4 shows an example of an excursion plot. Note

that rising stretches in the plot indicate the presence of inversions.

Figure 2.4: Excursion plot with peaks, peak bottoms, and peak lengths. Rising
stretches in the plot indicate the presence of inversions.

After generating the excursion plot, the approach in [88] involves identifying

the positions, called peaks, where the excursion scores are local maxima. Next the

bottom of each peak (the last position with a zero excursion score right before the

peak) is located. Then the length of the peak (the location difference between a peak

and its peak bottom) is calculated. Note that since the chunk lengths are smaller than

a prescribed maximum Cmax, peak lengths greater than Cmax have to be flagged and

analyzed separately. Figure 2.4 also shows examples of peaks, peak bottoms, and peak

lengths. Peaks are sorted in decreasing order based on their excursion scores. The

sorted peaks are then used to cut sequences in chunks by the centered and optimized

chunking methods.

Centered chunking method : The centered method cuts the sequence by identi-

fying inversions and building the chunks around them. The objective is to segment

the RNA sequence in such a way as to avoid losing structural information as much

as possible by centering the longest spanning inversion clusters in the chunks. After

peaks are identified, they are sorted in decreasing order of their excursion values. The

peak with the highest excursion value is considered first, then the second highest peak,

and so on. The algorithm stops either when all the peaks are exhausted or when all

the inversion regions of the sequence (i.e., all “1”s in the binary sequence) are included

in the chunks, whichever occurs first. Overlapping chunks are adjusted so that any
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nucleotide base is captured by only one chunk, with priority given to the peak with a

higher excursion score.

For each of the selected peaks, the positions of the inversions or peak length

positions are centered within the maximum chunk length of Cmax bases where Cmax

is defined by the user. The method starts at the bottom of this peak, follows the

excursion until it returns to 0 the next time, and locates the position of the last peak

before the excursion returns to 0. The method takes the sequence segment between

the peak bottom and the position of the last peak and place the sequence segment in

the center of the chunk, as illustrated in Figure 2.5. Suppose this centered segment

contains x nucleotide bases. If (c− x) is even, then the resulting chunk has (c− x)/2

bases on each side of the centered segment. If (c−x) is odd, then the centered method

adjusts the lengths on each side to the integers below and above (c − x)/2, allowing

one side (chosen at random) to have one more nucleotide base than the other.

Figure 2.5: Centered chunking method where x = peak length. The centered method
takes the sequence segment between the peak bottom and the position
of the last peak in the excursion and places the sequence segment in the
center of the chunk.

As an example, Leung et al. applied the aforementioned method to an RNA se-

quence in [83], that is, the 379-base RNA sequence RF00209 A in the RFAM database [12].

As shown in Figure 2.6, the sequence is segmented into six chunks using the centered

chunking method. These six segments cover the entire sequence. Labels 1 through

6 in Figure 2.6 represent the six segments with decreasing order of peak excursion

scores. After the peak scores are sorted, the peak with the highest excursion score is
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considered first. In this example, the centered method uses the maximum chunk length

Cmax = 100. The highest peak is found at Position 297 with peak bottom at 257. Since

there are other inversions after the highest scoring peak, the centered method follows

the entire excursion to the end at Position 356. After locating the last peak in this

excursion at 343, the centered method centers the sequence segment from 257 to 343 to

produce the chunk covering the 100 positions from 250 to 349. Then the second highest

scoring peak at Position 54 is considered, and the procedure is repeated. This time,

the peak bottom is at Position 19, and the last peak before the end of this excursion

is at Position 70. Centering the segment consisting of Positions 19–70 in a chunk of

100 requires 24 positions on each side, extending the chunk beyond the beginning of

the sequence; therefore the centered method adjusts the chunk to start at Position 1

instead. Note that during the segmentation process, the centered method might get

a chunk that overlaps with previously established chunks. In these cases, the method

has to reconcile the situation by reducing one of the chunk lengths. For example, after

establishing the first two chunks (labels 1 and 2 in Figure 2.6), the next highest peak to

be processed is at Position 114, with peak bottom at Position 89. Centering this peak

produces a chunk from Positions 52 to 151, overlapping with Chunk 2. The centered

method resolves such conflicts by giving priority to the chunk with the higher number

of bases within completely contained inversions. Using this rule, the centered method

gives priority to Chunk 2 and reduces Chunk 3 to Positions 101–151. The process

continues for the remaining Chunks 4–6.

Optimized chunking method : In the optimized method, cutting points are de-

cided by choosing a segment containing the peak in an optimal position that yields

the highest inversion score for the segment. The score is defined as the total number

of nucleotide bases contained in the inversions that are entirely within the chunk. For

example, consider a peak with peak length spanning the nucleotide bases between i

and j and then all the chunks of size Cmax covering this peak; that is, all segments

with length Cmax between Positions j − (c − 1) and i + (c − 1) are considered (see

Figure 2.7). The chunk with the maximum inversion score is then selected. Beginning
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Figure 2.6: Six chunks obtained by using the centered method for the 379-base RNA
sequence RF00209 A in the RFAM database.

with the highest peak, the process is repeated until either all the peaks are utilized

or all the inversions of the sequence are contained in established chunks, whichever

occurs first. When chunks overlap, the cutting points are adjusted in a similar way as

described for the centered method. The optimized method ensures that peak length

positions are included within a chunk but not necessarily in the center of the chunk.

As an example, Leung et al. applied the optimized method to the same RF00209 A

RNA sequence file from the RFAM database in [88], as shown in Figure 2.8. The op-

timized method produced only five chunks covering all except the first 18 positions

of the sequence. As shown in Figure 2.8, this method avoids cutting into sequence

segments with rising excursion scores preceding the peaks. Also, the chunks produced

by the optimized method cover only 96.3% of the sequence, leaving out those parts of

the sequence where no inversions are found; therefore, wastage of computer resources

is minimal with the optimized method.

Regular chunking method : The regular chunking method is the simplest method

of segmentation and is used as a reference method in this thesis. This method cuts the
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Figure 2.7: Chunks by the optimized method with peak spanning Positions i–j. All
segments with length c between Positions j − (c− 1) and i+ (c− 1) are
considered. The chunk with the highest inversion score is selected.

Figure 2.8: Five chunks obtained by the optimized method for the 379-base RNA
sequence RF00209 A in the RFAM database. The chunks cover all but
the first 18 positions of the sequence.

nucleotide sequence regularly into chunks of a specified maximum chunk length Cmax

until the sequence is exhausted.

For example, with Cmax = 100, the sequence RF00209 A from the RFAM
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database with 379 bases is cut into four chunks made up of nucleotide Positions 1–

100, 101–200, 201–300, and 301–379 (Figure 2.9). Obviously, rising stretches in an

excursion plot, which indicate the presence of inversions and are likely to be part of

secondary structures, can often be cut by this method. As a result, important struc-

tural information can easily be lost. Intuitively, one expects that both the centered

and optimized methods, which take the inversion locations into account when placing

the chunks, perform better in retaining the secondary structure information in the

sequences.

Figure 2.9: With Cmax = 100, the sequence RF00209 A is cut into four chunks posi-
tioned at 1–100, 101–200, 201–300, and 301–379.

2.1.3 Hadoop

When implementing our method in a modularized framework we use Apache

Hadoop [35]. Hadoop is an open source runtime library written in Java supporting the

MapReduce programming model. Hadoop provides simple programming interfaces to

developers. It handles load balancing and failure recovery automatically.
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Hadoop includes two main components: Hadoop Distributed File System (HDFS)

and Hadoop MapReduce. HDFS builds upon the local disks of the cluster nodes run-

ning Hadoop and provides a distributed file system that is accessible to all the Hadoop

nodes. It is used to store input and output files of Hadoop programs. If a file is too

large, HDFS divides the file into blocks, the size of which is determined by the pro-

grammer (64 MB by default). Hadoop MapReduce automatically runs a given Hadoop

program in parallel using mappers and reducers processes. In execution, each mapper

runs the map function on one block of the input and emits intermediate 〈key, value〉
pairs to the reducer (i.e., a map task); once finished, it runs another map task. The

runtime library automatically groups all the intermediate values associated with the

same key and sends them to a reducer. This process is the data-shuffling process. Each

reducer runs the reduce function on all the values associated with the same key (i.e.,

a reduce task) and outputs another list of values as the final results. The programmer

can control the behavior of the Hadoop program by specifying the map and reduce

functions, as well as the number of mappers and reducers.

In Hadoop, load balancing is automatically handled by assigning map tasks to

mappers in a first-in-first-out (FIFO) fashion. When the input files are large or the

input dataset contains a large number of small files, a large number of map tasks

are generated, each task processing one block of a file or one small file. Hadoop also

automatically handles fault tolerance. When a failure happens to a map or a reduce

task because of hardware or software issues on the node, Hadoop schedules the same

task on another node to guarantee that every task is successfully executed exactly once.

2.2 Limits of Current Practice

2.2.1 RNA secondary structure predictions

Secondary structures are crucial for the RNA functionality, and therefore the

prediction of the secondary structures has been widely studied. Development of math-

ematical models and computational prediction algorithms for stem-loop structures be-

gan in the early 1980s [56, 66, 90]. Pseudoknots, because of the extra base-pairings
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involved, must be represented by more complex models and data structures that require

large amounts of memory and computing time to obtain the optimal and suboptimal

structures with minimal free energies. As a result, development of pseudoknot predic-

tion algorithms began in the 1990s [64, 21].

Most existing secondary structure prediction algorithms are based on the mini-

mization of a free energy (MFE) function and the search for the most thermodynam-

ically stable structure for the whole RNA sequence [64, 62, 63, 39]. Searching for a

structure with global minimal free energy may be memory and time intensive, especially

for long sequences with pseudoknots. In order to overcome the tremendous demand

on computing resources, various other algorithms have been proposed that restrict the

types of pseudoknots for possible prediction in order to keep computation time and

storage size under control [20]. Yet, most programs available to date for pseudoknot

structures prediction can process sequences only of limited lengths—on the order of

several hundred nucleotides). These programs therefore cannot be applied directly to

larger RNA molecules such as the genomic RNA in viruses, which may be thousands

of bases in length.

At the same time, minimal energy configurations may not be the most favor-

able structures for carrying out the biological functions of RNA, which often require

the RNA to react and bind with other molecules (e.g., RNA binding proteins). Work

of Taufer et al. suggests that local structures formed by pairing among nucleotides

in close proximity and based on local minimal free energies rather than the global

minimal free energy may better correlate with the real molecular structure of long

RNA sequences [76]. This hypothesis has yet to be supported by more detailed ex-

perimental evidence. If proven correct, it can open the door to a new generation of

programs based on segmenting long RNA sequences into shorter chunks, predicting

the secondary structure of each chunk individually and then assembling the prediction

results to give the structure of the original sequence. In previous work, Taufer et al.

proposed predicting secondary structures for long RNA sequences using three steps:

(1) cut the long sequence into shorter, fixed-size chunks; (2) predict the secondary
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structures of the chunks individually by distributing them to different processors on

a Condor grid; and (3) assemble the prediction results to give the structure of the

original sequence. Taufer et al. used this approach on the genome sequences of the

virus family Nodaviridae, leading to the discovery of secondary structures essential for

RNA replication of the Nodamura virus [65]. However, the study also identified the

need for a more effective segmentation strategy for cutting the sequence so that the

predicted results of the chunks can be assembled to generate a reasonably accurate

structure for the original sequence. Indeed, the selection of cutting points in the orig-

inal RNA sequence is a crucial component of the segmenting step. In [83, 87], Leung

et al. proposed to approach the problem by identifying inversion excursions in the

RNA sequence and cutting around them. The authors considered two inversion-based

segmentation strategies: the centered and optimized chunking methods. Both methods

identify regions in the sequence with high concentrations of inversions and avoid cut-

ting into these regions. In the centered method the longest spanning inversion clusters

are centered in the chunks, while in the optimized method the number of bases covered

by inversions is maximized in the chunks.

The centered and optimized chunking methods described above use predefined

maximum chunk length (i.e., Cmax) and maximum gap length (i.e., Gmax) and thus

result in chunks that contain no longer than Cmax nucleotide bases. They are shown

to be effective when the stem-loop structures in the given sequence are short and fit

into single chunks. The methods have two main limitations, however. First, in long

RNA sequences, nucleotide bases that are far away can still bind with each other to

form a pseudoknot structure longer than Cmax. With the two chunking methods, the

small window for the lengths of the chunks (i.e., Cmax) does not allow chunks longer

than Cmax. In this scenario, the longer secondary structure is cut, and the methods

fail to predict the correct secondary structures.

Second, after assembling the prediction results, multiple possible secondary

structures can be generated for one given sequence based on the different parameter val-

ues used (i.e., centered or optimized chunking method, Cmax, Lmin, and Gmax). Each of
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these secondary structures has a certain probability of occurring. In the work of Taufer

et al. and Leung et al., the classification based on the likelihood that the secondary

structure belongs to an RNA family does not take place. Instead, after obtaining the

resulting structures from the merging processes, these structures are compared with

known secondary structures. The overall approach is effective for validation purposes.

When the known structures are not available a priori, however, defining the probability

for which a sequence folds into a subset of possible secondary structures is not possible.

In this thesis, we introduce a classification framework that explores the large paramet-

ric space of the chunk-based prediction method. Moreover, our framework allows easy

integration of methods that do not rely on the known structure of the single sequence.

We briefly discuss such classification methods in Section 2.6.

2.2.2 MapReduce in bioinformatics applications

The MapReduce programming model has been widely adapted for many bioin-

formatics applications. RNA sequence analysis studies include the work of Hong et

al. [40] and Langmead et al. [45]. Hong et al. designed an RNA-Seq analysis tool for

estimating gene expression levels and genomic variant calling and implemented it in

Hadoop. Their work reduced the misalignments of short RNA-Seq reads originating

from splicing junctions by using a transcriptome-based reference. Langmead et al.

designed Myrna, a cloud-based efficient analysis software for transcriptome sequenc-

ing (RNA-Seq) data. Their work adapted the workflow of calculating differential gene

expression in large RNA-Seq datasets into MapReduce on Amazon’s Elastic Compute

Cloud. Both works estimate the gene expression levels by performing sequence align-

ment. To the best of our knowledge, the work in this thesis is the first to adapt

MapReduce into secondary structure predictions of long RNA sequences.

Work in other areas of bioinformatics includes that of Matsunaga et al. [51] and

Schatz [68]. Matsunana et al. parallelized and deployed the commonly used bioin-

formatics tool NCBI BLAST [3], which finds regions of similarity between biological

sequences including DNA and RNA, using MapReduce; this implementation is called
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CloudBLAST. Schatz developed a new algorithm modeled after the short read-mapping

program RMAP [72] to map next-generation sequence data to the human genome and

other reference genomes; this implementation is called CloudBurst and is implemented

in Hadoop. Both works focused on extending and implementing well-established soft-

ware tools on cloud computing environments using MapReduce. In comparison, the

work in this thesis not only identifies and adapts the workflow of chunk-based RNA

secondary structure prediction but also allows easy integration of novel methods for

chunking the long sequences and classifying resulting structures using the family model.

2.3 Methodology

In this section, we discuss the methodology of chunk-based prediction and clas-

sification of RNA secondary structures as shown in Figure 2.10. We present the re-

search on exploring the large parametric space of the chunk-based prediction method

by defining the workflow, adapting it for the MapReduce programming model, and

investigating different levels of granularity for the search tree.

2.3.1 Workflow for parallel chunk-based predictions

Since the chunking process of an RNA sequence can be performed in different

ways, the search for effective ways to cut sequences can require a large search space and

generate a large number of independent prediction jobs that can potentially be per-

formed in parallel. We define the workflow for a parallel chunk-based RNA secondary

structure prediction as the combination of four steps:

1. Chunking: each RNA sequence is cut into multiple chunks (or segments) based
on various chunking algorithms and parameters;

2. Prediction: the secondary structure for each chunk is predicted independently by
using one or more well-known prediction programs;

3. Reconstruction: multiple whole chunk-based secondary structures of a sequence
are reconstructed from predicted structures, one for each chunk; and

4. Analysis: reconstructed structures are compared with known structures to assess
prediction accuracies.
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Figure 2.11: Workflow of the chunk-based RNA secondary structure prediction
framework (a) and example of searching paths (b).

and optimized chunking algorithms of Leung et al. described in Section 2.1.2. We also

adapt a simple version of the chunking method proposed by Taufer et al. that we

call the regular chunking method and use it as a reference method in the thesis. This

method cuts the nucleotide sequence regularly into chunks of a specified maximum

chunk length Cmax until the sequence is exhausted.

As described in Section 2.1.2, for the centered and optimized chunking methods,

after generating the excursion plot, we identify the positions, called peaks, where the

excursion scores are local maxima. Then, the bottom of each peak (the last position

with a zero excursion score right before the peak) is located. After that, the length of

the peak (the location difference between a peak and its peak bottom) is calculated.

Note that since we require chunk lengths to be smaller than a prescribed maximum
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length Cmax, peak lengths greater than Cmax have to be aggregated and analyzed

separately. Figure 2.4 also shows examples of peaks, peak bottoms, and peak lengths.

Peaks are sorted in decreasing order based on their excursion scores. The sorted peaks

are then used to cut sequences in chunks by the centered and optimized chunking

methods.

Prediction based on well-known algorithms : After the RNA sequence is cut into

chunks, the structure of each chunk is predicted independently by using well-known

algorithms and their programs. We also use the same prediction algorithms to pre-

dict the entire sequence without chunking for accuracy analysis. We employ seven

commonly used prediction programs to test the chunking methods. These prediction

programs typically involve some form of minimization of free energy, maximization

of expected accuracy, or dynamic programming models in their algorithms. The pro-

grams that predict structures only for non-pseudoknotted sequences are UNAFOLD

(2008) [50] and RNAfold (1994) [39]. The programs that predict both pseudoknotted

and non-pseudoknotted sequences are IPknot (2011) [67], pknotsRG (2007) [62], Hot-

Knots (2005) [63], NUPACK (2004) [20], and PKNOTS(1998) [64]. All the prediction

programs used in this thesis are publicly available.

Reconstruction based on concatenation: The results of the chunk predictions

are assembled to build a whole secondary structure. Currently, our framework simply

concatenates all these predicted secondary structures to give the secondary structure for

the whole sequence. This approach is possible because the cutting does not allow any

overlap between two consecutive chunks. More sophisticated reconstruction methods

that include partial chunk overlaps can be used with minor changes to our framework.

Accuracy analysis based on comparisons with known structures : Both the whole

and the assembled predicted structures are compared with the known structure in order

to obtain their respective prediction accuracies so that we can assess to what degree the

chunking method can preserve the prediction accuracy of the program when applied

without any segmentation. Figure 2.12 shows the RF00209 A nucleotide sequence along

with the bracket view of its experimentally known secondary structure. In the bracket
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view representation, bases that are hydrogen bonded with other bases are represented

by a “(” or a “)”; a matching pair of “(” and “)” indicates that the bases at those

positions are paired to be part of a secondary structure. Unpaired nucleotide bases are

represented by a “:” (colon).

Figure 2.12: RF00209 A sequence and its experimental secondary structure from
RFAM database. In the bracket view representation, bases that are
hydrogen bonded with other bases are represented by a “(” or a “)”; a
matching pair of “(” and “)” indicates that the bases at these positions
are paired to be part of a secondary structure. Unpaired nucleotide
bases are represented by a “:” (colon).

Various statistical tests are applied to the accuracy analysis for the differ-

ent chunking methods, including t-tests, Pearson correlation analysis, and the non-

parametric Friedman tests [73, 34]. We use the statistical functions provided by MAT-

LAB [1]. Metrics of interests include: (1) accuracy chunking (AC), which is the ac-

curacy of the predicted structure assembled from the chunks when compared with the

known secondary structure; (2) accuracy whole (AW), which is the accuracy of the
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predicted structure obtained from the whole sequence when compared with the known

secondary structure; and (3) accuracy retention (AR), which is the ratio between AC

and AW. While AC and AW reflect accuracies of the particular prediction in use with

and without chunking, AR tells us how well a particular chunking method (i.e., cen-

tered, optimized, and regular) retains the accuracy of the original prediction program.

AC and AW are given by the percentage agreement of the predicted structure with the

known real structure calculated as

100 ∗ [a+ 2 ∗ b]
n

, (2.4)

where a and b represent respectively the number of unpaired bases and the number

of base pairs in common between the two structures and where n is the length of the

RNA sequence. Large AC and AW values (close to 100%) for a predicted structure

mean that it is highly similar to the real structure.

The accuracy retention (AR) is defined as

AC

AW
. (2.5)

AR provides a comparison of the prediction accuracies with chunking versus

without chunking. Intuitively, we expect that a good chunking method causes only

a minimal loss of prediction accuracy after cutting the sequence and has AR values

somewhat less than but close to 1. In Section 2.5, however, we show that in most of the

cases the AR values turn out to be greater than 1, meaning that secondary structure

predicted using chunking is more similar to the real structure than it is to the secondary

structure predicted by using the whole sequence. Several standard statistical tests,

including t-tests, Pearson correlation analysis, and the non-parametric Friedman tests,

are applied to analyze the AR values for the different chunking methods.
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2.3.2 Integrating the searching paths into the MapReduce programming

model

Given an RNA sequence, the search for the best set of chunking parameters

(i.e., maximum chunk length Cmax, centered or optimized chunking method, minimum

stem length Lmin, and maximum gap length Gmax) requires traversing or searching a

multilevel tree (i.e., the chunking tree in Figure 2.11(b)). In the chunking tree, each

path from the root (RNA sequence) to the leaves (RNA chunks) represents a set of

parameter values of the chunking method, namely, Cmax, Lmin, and Gmax. The overall

workflow (including the chunking, prediction, reconstruction, and analysis steps) nat-

urally adapts to fit into the MapReduce programming model and can be easily imple-

mented with Hadoop, for which the chunking and predictions can be solved by multiple

mappers while the reconstruction and the analysis are done by a single reducer. In our

framework, each MapReduce job is designed to partially traverse the multilevel tree.

Multiple MapReduce jobs can be executed in parallel to explore the whole tree. The

multiple searching paths combine attributes of both breadth-first search (performed

by multiple MapReduce jobs in parallel) and depth-first search (performed by a single

MapReduce job). While traversing the tree with multiple MapReduce jobs, we can

explore the impact of different chunking methods as well as different Cmax, Lmin, and

Gmax values for a given sequence. An example of a MapReduce job is shown in the

circled part of Figure 2.11(b), for which we assume the centered chunking method,

with fixed Cmax = 60 bases, and we vary Lmin and Gmax between 3 and 8 and between

3 and 8, respectively. As previously outlined in Section 2.3.1, for a sequence and a

combination of parameters, the mappers perform the chunking and predictions. The

input to each mapper is a 〈k1, v1〉 value pair, in which k1 is the ID of the sequence, and

v1 is the chunking parameters’ values (including the chunking method). Each mapper

cuts the sequence according to the chunking parameters values in the chunking step

by identifying a variable number of chunks meeting the parameter requirements. Note

that each combination of parameters (each branch of the tree) can result in a variable

number of chunks. Each mapper performs the prediction on one or more chunks using
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a certain prediction program. Here we use five secondary structure prediction pro-

grams capable of predicting pseudoknots (IPknot [67], pknotsRG [62], HotKnots [63],

NUPACK [20], and PKNOTS [64]) and two programs that do not include this capa-

bility (i.e., UNAFOLD [50] and RNAfold [39]). Other programs can be easily used in

our framework as a plug-and-play software module. After the prediction, each mapper

outputs the list of 〈k2, v2〉 pairs as the intermediate output to reduce. The k2 is the ID

of the whole secondary structure to which the predicted chunk belongs, and v2 is the

predicted secondary structure of the chunk. After the Hadoop runtime system groups

all the values associated with the same key and passes the 〈k2, list(v2)〉 to the reducer,

the reducer reconstructs the whole secondary structure of the sequence using all the

v2 (predicted chunk structures) associated with the same k2. If required, the reducer

analyzes the results in terms of their accuracy. After the accuracy has been computed,

the reducer outputs the final results as list(v3), in which v3 is the AR for reconstructed

structures.

2.3.3 Tree granularity

In general, a mapper is the process that runs on a processor that applies the

map function to a specific key and value pair. In our framework, each mapper runs the

chunking process on an RNA sequence with a given set of parameter values and then

predicts one or multiple chunks. The granularity of the mapping can vary based on

the number of chunks each mapper is assigned to predict. Our MapReduce framework

includes both a coarse-grained mapping and a fine-grained mapping as shown in Fig-

ure 2.13, in which each box represents a mapper. With the coarse-grained mapping,

each mapper explores one branch of the chunking tree: it cuts the sequence into a set

of segments based on a combination of Lmin and Gmax values and predicts all the seg-

ments it generates locally in order. With the fine-grained mapping, multiple mappers

explore one branch of the chunking tree: each mapper cuts the same sequence into the

same set of segments, but this time it predicts only one chunk that it generates. This

means that if, for example, the sequence is cut into five segments, then five mappers are
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exploring the same branch of the chunking tree, replicating the chunking process but

predicting only one distinguished segment of the five chunks available. The mappers

determine which segment to predict based on a hash function; thus the mappers do

not need to synchronize their work or directly agree on what chunk to predict. The

hash function uses the ASCII value of the chunk identifier as the key and the identi-

fier of each mapper as the value. The function selects the segments to mappers in a

round-robin fashion.

Figure 2.13: Mapping of tree granularity. Each mapper explores one branch of the
tree and generates the set of segments as the output of the chunking
program. The mapper predicts one or more segments generated based
on the number of segments each mapper is assigned. Coarse-grained
mappers explore one whole branch of the tree at a time. Fine-grained
mappers predict one chunk at a time.
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2.4 Performance

2.4.1 Platform

We ran the Hadoop framework on a UD cluster called Geronimo that is com-

posed of 8 dual quad-core compute nodes (64 cores), each with two Intel Xeon 2.50

GHz quad-core processors. A front-end node is connected to the compute nodes and is

used for compilation and job submissions. A high-speed DDR InfiniBand interconnect

for application and I/O traffic and a Gigabit Ethernet interconnect for managing traffic

connects the compute and front-end nodes. Our implementation is based on Hadoop

0.20.2.

2.4.2 Datasets

For the performance scalability analysis, we use two datasets of sequences. The

first dataset contains 12 sequences from the RFAM database [12]. The lengths of the

sequences range from 79 to 451 bases. Note that this is a subset of the 23 pseudo-

knotted sequences discussed before to show the performance scalability. We use the

complete 23 sequences for the accuracy discussion later. The second dataset contains

longer sequences from the virus family Nodaviridae [42, 79]. The lengths of the se-

quences range from 1,305 to 3,204 bases. Note also that because these RNA sequences

are long and contain possible pseudoknots, none of the available well-known programs

can predict the secondary structures for the entire sequences. The use of the Hadoop

framework is vital for the exhaustive, efficient exploration of the tree branches. The

virus family Nodaviridae is divided into two genera: alphanodaviruses, which primar-

ily infect insects, and betanodaviruses, which infect only fish. These viruses share a

common genome organization, namely, a bipartite positive strand RNA genome (i.e.,

mRNA sense). The longer genome segment RNA1 (ranging in size from 3,011 to 3,204

nucleotide bases) encodes the RNA-dependent RNA polymerase that catalyzes repli-

cation of both genome segments, while the shorter RNA 2 (ranging in size from 1,305

to 1,433 nucleotide bases) encodes the precursor of the viral capsid protein that en-

capsidates the RNA genome. The 14 sequences we analyze in this thesis are listed in

31



Table 2.4.2. These sequences are sorted based on their increasing lengths, and this

order is preserved in all the figures and tables presented below.

Name Geno. Segment Length Geno. Segment Length
Boolarra virus (BoV) RNA2 1,305 RNA1 3,096
Pariacoto virus (PaV) RNA2 1,311 RNA1 3,011
Nodamura virus (NoV) RNA2 1,336 RNA1 3,204
Black beetle virus (BBV) RNA2 1,393 RNA1 3,099
Flock house virus (FHV) RNA2 1,400 RNA1 3,107
Striped jack nervous
necrosis virus (SJNNV)

RNA2 1,421 RNA1 3,107

Epinephelus tauvina nervous
necrosis virus (ETNNV)

RNA2 1,433 RNA1 3,103

Table 2.1: Fourteen sequences from the virus family Nodaviridae.

2.4.3 Results and discussion

In this section, we show the scalability of our method by comparing the execu-

tion time of our chunk-based method with the well-known non-chunk-based prediction

programs using the whole sequences of the RFAM dataset. Then we discuss the perfor-

mance aspects of our method when running with long sequences from the virus family

Nodaviridae, which the well-known prediction programs cannot handle. The perfor-

mance aspects include the impact of using coarse- or fine-grained mapping, using the

centered or optimized chunking method, and the efficiency of searching the chunking

tree.

Chunk-based vs. non-chunk-based sequential prediction programs on RFAM se-

quence benchmarks : Our objective in measuring whole sequences is to understand how

the execution time changes when the length of the sequence increases for our method

and for the well-known prediction programs. When considering the chunk-based pre-

dictions, for each sequence and each prediction program, we run our framework using

the regular, centered, and optimized chunking methods with maximum chunk length

Cmax equal to 60, Lmin ranging from 3 to 8, and Gmax ranging from 3 to 8. When
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considering the prediction of each sequence as a whole (non-chunk-based) using each

well-known prediction program, we use one of the compute nodes on our cluster.

In Figure 2.14, we present the execution time for both the Hadoop chunk-based

predictions and the sequential predictions using the four prediction programs: (a)

pknotsRG, (b) HotKnots, (c) PKNOTS, and (d) NUPACK. In each subfigure, the x-

axis is the 12 RFAM sequences sorted based on their lengths in increasing order; the y-

axis is the execution time in seconds in logarithmic scale for both chunk-based MR and

non-chunk-based sequential predictions. Note that in PKNOTS and NUPACK, some

long sequences are missing. The reason is that these prediction programs cannot pre-

dict the whole sequence sequentially, because of memory limitations. From Figure 2.14,

we observe that for HotKnots and NUPACK, the execution time for chunk-based pre-

dictions is larger than the sequential prediction when the sequence length is short (less

than 150 bases). When the sequence length grows (more than 150 bases), however,

the chunk-based predictions run significantly faster than the sequential prediction. For

PKNOTS, our chunk-based framework always runs faster than the sequential predic-

tion. For pknotsRG, our framework runs slower than the sequential prediction, but

the runtime of the sequential prediction grows rapidly with the length of the sequences

while our method stays relatively constant. This result indicates that for longer se-

quences, our framework may run faster than the sequential prediction. Overall we

observe that as the length of the sequence grows, the execution time of the sequential

prediction grows exponentially or polynomially with the length of the sequences for

all the 4 prediction programs. However, in the prediction of RNA secondary structure

using the chunk-based method and using Hadoop implementation, we observe that the

execution time for chunk-based predictions does not grow significantly with the se-

quence length. The reason is that our chunking methods cut the whole RNA sequence

into segments smaller than or equal to 60 bases. In other words, as the length of the

whole sequence grows, the lengths of chunked segments are still smaller than or equal

to 60 bases. The predictions are performed in parallel across the Hadoop nodes of

the distributed memory system. Our chunking methods cut the sequence into more
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segments and by doing so add execution time for chunking (overhead) and prediction.

Our measurements show, however, that this overhead is not significant. With very long

RNA sequences (e.g., RNA viral genomes with thousands of bases), the chunk-based

method is promising for two reasons. First, it allows us to predict secondary structures

that cannot be predicted otherwise, namely, when considering the sequence as a whole.

Second, it allows us to keep under control the total execution time by controlling the

max length of the chunk.

(a) pknotsRG (b) HotKnots

(c) PKNOTS (d) NUPACK

Figure 2.14: Profile of execution time for chunk-based MapReduce (MR) method
and non-chunk-based sequential method.

Execution time on the virus family Nodaviridae sequence benchmarks: When

the sequences are long (i.e., thousands of nucleotide bases), the well-known programs

cannot predict the secondary structures of such sequences. The use of the Hadoop
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framework is vital for the exhaustive, efficient exploration of the tree branches. We

measure the total time needed to explore the chunking tree of each sequence using either

the centered or optimized methods and with either the coarse-grained or fine-grained

mapping. The total time includes chunking and predictions (map time), reconstruc-

tion (reduce time), exchanging of predictions among nodes (shuffling time), and any

overhead due to load imbalance and synchronizations. Note that this time does not

include analysis since the secondary structures of the sequences considered here are not

known experimentally and thus an analysis in terms of accuracy is not feasible. We

use IPknot for our predictions since it is the most recently implemented code and its

accuracy values are very high, as Section 2.5 will show.

Each of the four subfigures in Figure 2.15 shows the total times in seconds for ex-

ploring the prediction trees (left y-axes) and the number of map tasks (right y-axes) for

the 14 sequences when a max chunk length Cmax of 60, 150, and 300 bases, Lmin ranging

from 3 to 8, and Gmax ranging from 3 to 8 are used. Each subfigure shows three groups

of times, one for each maximum chunk length. Each group lists the 14 sequences sorted

based on their lengths in nucleotide bases. More specifically, Figure 2.15(a) presents

the times and number of map tasks when the coarse-grained MapReduce implemen-

tation and the centered chunking method are used; Figure 2.15(b) presents the times

and number of map tasks when the coarse-grained MapReduce implementation and

the optimized chunking method are used; Figure 2.15(c) presents the times and num-

ber of map tasks when the fine-grained MapReduce implementation and the centered

chunking method are used; and Figure 2.15(d) presents the times and number of map

tasks when the fine-grained MapReduce implementation and the optimized chunking

method are used. As presented above, when using coarse-grained mapping, each map-

per performs the chunking for the assigned sequence using a set of parameter values

for the max length of stems (L) and gaps (G); the mapper then predicts the secondary

structures of all its local chunks. This approach results in the exploration of a whole

branch of the tree by the mapper. The total number of branches (and map tasks)

is given by the combinations of L and G values (i.e., 54). When using fine-grained
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mapping, chunking of a sequence based on a set of L and G values is performed across

mappers and mappers are assigned resulting chunks in a round-robin fashion. Compu-

tationally this is performed by replicating the chunking processes across mappers and

by using a hash function to assign different chunks to different mappers. The number

of chunks equals the number of map tasks and depends on the number of inversions

identified in the chunking process. We observe that using coarse-grained mapping,

our method predicts the secondary structures for the group of sequences with shorter

lengths (i.e., ranging in size from 1,305 to 1,433 nucleotide bases) in less than 200

seconds and for the groups of sequences with longer lengths (ranging in size from 3,011

to 3,204 nucleotide bases) in less than 1,200 seconds (i.e., under 20 minutes). We also

observe that using fine-grained mapping, our method predicts the secondary structures

for the group of sequences with shorter lengths in less than 500 seconds and for the

group of the sequences with longer lengths in around 3,500 seconds. Note that these

sequences are too long for the well-known prediction programs to handle using the

whole sequence.

Centered vs. optimized chunking method : Here we discuss the performance dif-

ference by using the centered or the optimized chunking method on the two groups of

sequences from the virus family Nodaviridae. When comparing centered with optimized

chunking methods for the coarse-grained mapping, we observe that the two methods

result in similar execution times (Figure 2.15(a) and Figure 2.15(b)). Table 2.2 quan-

tifies the similarity for both subgroups (i.e., RNA2 and RNA1), which is within 3%.

This observation differs from previous results in which the centered method resulted in

shorter execution times because a different implementation of the chunking methods

and a different program were used.

When comparing centered with optimized chunking methods for the fine-grained

mapping, the optimized method results in a slightly lower execution time. As shown

in Table 2.3, the execution times of fine-grained mapping when using the optimized

chunking method for both subgroups (RNA2 and RNA1) is 11% to 18% slower than

using the centered method. Table 2.4 shows the average number of chunks (i.e., map
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Figure 2.15: Total time in seconds for coarse- vs. fine-grained mapping and cen-
tered vs. optimized methods: (a) coarse-grained mapping using cen-
tered method, (b) coarse-grained mapping using optimized method, (c)
fine-grained mapping using centered method, and (d) fine-grained map-
ping using optimized method.

Table 2.2: Average total times for the seven sequences in RNA2 and in RNA1 for
coarse-grained mapping using centered and optimized methods.

Mean Total RNA2(∼1300 bases) RNA1(∼3100 bases)
Time (sec) 60 150 300 60 150 300
Centered 68.7 99.0 134.3 410.7 618.0 971.7
Optimized 66.7 98.9 131.6 404.3 618.9 986.1
Opti./Cent. 0.97 1.00 0.98 0.98 1.00 1.01

tasks) for both subgroups using centered and optimized methods. We can see that

optimized method results in 10% to 19% fewer chunks. The reason is that the optimized

method tends to cut sequences into fewer chunks; this process leads to fewer map tasks
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Table 2.3: Average total times for the seven sequences in RNA2 and in RNA1 for
fine-grained mapping using centered and optimized methods.

Mean Total RNA2(∼1300 bases) RNA1(∼3100 bases)
Time (sec) 60 150 300 60 150 300
Centered 257.7 232.3 185.7 3228.7 2871.7 2303.9
Optimized 226.6 197.4 164.6 2758.0 2366.0 1907.7
Opti./Cent. 0.88 0.85 0.89 0.85 0.82 0.83

Table 2.4: Average number of chunks (i.e., number of map tasks) for the seven se-
quences in RNA2 and in RNA1 for fine-grained mapping using centered
and optimized methods.

Mean Total RNA2(∼1300 bases) RNA1(∼3100 bases)
Time (sec) 60 150 300 60 150 300
Centered 395 258 155 939 622 383
Optimized 355 218 134 825 525 312
Opti./Cent. 0.90 0.84 0.86 0.88 0.84 0.81

and shorter MapReduce total times.

Coarse- vs. fine-grained mapping : We next discuss the performance of our

method by using the coarse- or the fine-grained mapping on the two groups of se-

quences from the virus family Nodaviridae. We can see from Figures 2.15(a) and 2.15(b)

that coarse-grained mapping results in shorter execution time compared with fine-

grained mapping, as shown in Figure 2.15(c) and 2.15(d), independently of the chunk-

ing method used. Also we observe the trend that when the max chunk length grows

from 60 to 300, the time gain of coarse-grained mapping over fine-grained mapping

decreases. The speedup of coarse-grained mapping over fine-grained mapping using

the centered chunking method for RNA2 subgroup of sequences decreases from 3.75 to

1.38, and for RNA1 it decreases from 7.86 to 2.37. A similar behavior is observed for

the optimized chunking method: speedup of coarse-grained mapping over fine-grained

mapping for RNA2 subgroup of sequences decreases from 3.4 to 1.25, and for RNA1 it

decreases from 6.82 to 1.93.
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Figure 2.16: Box-and-whisker diagram of total MapReduce times for each subgroup
of sequences (RNA2 and RNA1) using centered and optimized methods
as well as max chunk length of 60, 150, and 300: (a) coarse-grained map-
ping on RNA2 (short sequences), (b) coarse-grained mapping on RNA1
(long sequences), (c) fine-grained mapping on RNA2 (short sequences),
and (d) fine-grained mapping on RNA1 (long sequences).

The same trend of the total times is summarized in the box-and-whisker diagram

of min, median, mean, and max execution time for each subgroup of sequences (RNA2

and RNA1) in Figure 2.16. More specifically, in Figure 2.16(a), we show the box-

and-whisker diagram of the total times for the RNA2 subgroup of sequences (∼1300

nucleotides bases) using coarse-grained mapping, both centered and optimized meth-

ods, and max chunk lengths of 60, 150, and 300. In Figure 2.16(b), we show a similar

box-and-whisker diagram but for the RNA1 subgroup of sequences (∼3100 bases). In

Figure 2.16(c), we show the box-and-whisker diagram of the min, mean, max execution

time for the RNA2 subgroup of sequences using fine-grained mapping, centered and

39



optimized methods and max chunk lengths of 60, 150, and 300. In Figure 2.16(d), we

show a similar box- and-whisker diagram but for the RNA1 subgroup of sequences. We

observe that for coarse-grained mapping, when using the centered and optimized meth-

ods, the average total times increase with the max chunk length at the rate of 2.0 for

RNA2 and 2.4 for RNA1. On the contrary, for the fine-grained mapping, when using

centered and optimized methods, the average total times decrease with the max chunk

length at the rate of 0.7 for both subgroup of sequences. These results suggest that for

larger max chunk length and sequence lengths, the fine-grained mapping potentially

could outperform the coarse-grained mapping.

Map efficiency and load imbalance: When decoupling the total time in its com-

ponents, we observe that the times for the reduce function and shuffling are marginal

compared with the times used for the mapping functions (around 1% of the total time).

We also observe that as a prediction tree is explored, some mappers are performing

more work than others, resulting in idle time and low efficiency. The load imbalance

among mappers depends on the granularity and chunking methods used. To better

understand the causes of load imbalance, we reduce the mapping times into compute

time (i.e., chunking and predictions) and idle time (i.e., waiting for all the mappers

to complete their predictions). Figure 2.17(a) and Figure 2.17(b) show the percent-

ages for compute and idle times for the coarse-grained framework with centered and

optimized methods, respectively; and Figure 2.17(c) and Figure 2.17(d) show the same

percentages but for the fine-grained framework and the two chunking methods.

Independently from the max chunk length, Figure 2.17 shows how fine-grained

mapping reaches better efficiency compared with coarse-grained mapping. In other

words, with fine-grained mapping, the mappers spend more time doing real chunking

and predictions. We observe in Figure 2.15 (right y-axes) that fine-grained mapping

has a larger number of map tasks and that each map task is shorter (it predicts only one

chunk), making it easier for the Hadoop scheduler to allocate the several tasks efficiently

by using a first-in-first-out policy. On the other hand, coarse-grained mapping has a

smaller number of map tasks, and each map task is longer (all the sequence chunks
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Figure 2.17: Percentages of compute and idle time in map function for coarse- vs.
fine-grained mapping and centered vs. optimized methods: (a) coarse-
grained mapping using centered method, (b) coarse-grained mapping us-
ing optimized method, (c) fine-grained mapping using centered method,
and (d) fine-grained mapping using optimized method.

of a given L and G combination are predicted by a single mapper). In this case, once

the scheduler assigns a longer task to a mapper, it has to wait for its completion, even

if the other mappers have generated their chunk predictions, before proceeding to the

reduce phase. We also observe that as the max chunk length increases from 60 to 300

bases, the map efficiency tends to drop. More specifically, the average map efficiency

for coarse-grained mapping on RNA2 decreases from 36% to 25% and from 18% to

15% on RNA1 when using centered or optimized chunking methods. The average map

efficiency for fine-grained mapping on RNA2 decreases from 91% to 79% and from

97% to 93% on RNA1. The reason is that when using a max chunk length of 60, the

centered and optimized chunking methods tend to produce more chunks with shorter
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chunk lengths. On the other hand, when using a max chunk 300, the same methods

tend to produce fewer chunks each with longer lengths.

Diverse chunk lengths within a prediction can also cause inefficiency. To study

this phenomenon, we consider the Nodamura virus (NoV) RNA2 sequence, which in

Figure 2.17 shows the largest drop in efficiency when moving from 60 to 300 max chunk

length. Figure 2.18 and Figure 2.19 show the number of chunks and their lengths (i.e.,

max, min and median) for the different L and G parameter combinations with centered

and optimized methods when the max chunk length is equal to 60 and when the length

is equal to 300, respectively. When the maximum length grows from 60 to 300, the

number of resulting chunks for each combination of L and G parameters decreases.

At the same time the length of each set of chunks increases as well as the length

variability within the set of chunks for a defined combination of L and G values. Note

that for some combinations of L and G, the chunking process does not identify any set

of chunks, and we do not report any result for these cases. This situation confirms our

observation that as the number of chunks decreases, the chunk lengths increase but

not homogeneously within a prediction, causing load imbalance and loss in efficiency.

Selecting the shorter max length for the sake of efficiency is not always a wise decision:

a max chunk length of 60 bases may be too short for the type of RNA sequences we

are considering. In Figure 2.18, for example, the median is close to the max length of

60 for the centered methods, indicating that we are cutting out valuable parts of the

inversion and ultimately of the secondary structures we are predicting.

The overall results suggest that the best set of parameter values to achieve

higher performance depends on multiple aspects, including the targeted sequence and

the different chunking method and mapping used.

2.5 Accuracy

2.5.1 Platform

The accuracy tests are run on the same platform as the performance tests (as

described in Section 2.4.1).
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Figure 2.18: Number of chunks and chunk lengths for the Nodamura virus (NoV)
RNA2 with centered and optimized methods and maximum chunk
length of 60 bases.

2.5.2 Datasets

To study the framework accuracy, we use two datasets of sequences for which the

secondary structures have been previously established. The first dataset consists of 50

non-pseudoknotted sequences from the RFAM database, and the lengths of sequences

range from 127 to 568 bases. The second dataset consists of 23 pseudoknotted sequences

from the RFAM and Pseudobase++ [21,29] databases, and the lengths of the sequences

in this dataset range from 77 to 451 bases. Note that there are no large datasets of

experimentally determined RNA secondary structures including pseudoknots, and to

the best of our knowledge the one used in this thesis is one of the few available to the

public for free.
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Figure 2.19: Number of chunks and chunk lengths for the Nodamura virus (NoV)
RNA2 with centered and optimized methods and maximum chunk
length of 300 bases.

2.5.3 Results and discussion

Here we compare the secondary structures obtained by our chunk-based method

with the known secondary structures (AC) and with the secondary structures obtained

by using the whole sequences (AR). Moreover, we examine the accuracy of our method

when the length of the sequence increases. In addition, we discuss the accuracy of the

centered and optimized chunking methods.

Chunk-based prediction vs. known structures (AC): To assess how well the pre-

dictions based on chunking agree with known RNA structures, we measure the maxi-

mum AC (MAC) values of the sequences in the two datasets when the maximum chunk

length Cmax ranges from 60 to 150 bases (incremental 10 bases each time), Lmin ranges
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from 3 to 8, and Gmax ranges from 3 to 8. Figures 2.20(a), (b), and (c) show the box-

and-whisker diagram for the regular, centered, and optimized methods, respectively,

for the dataset of 50 non-pseudoknotted sequences. Figures 2.21 (a), (b), and (c) show

the box-and-whisker diagram for the regular, centered, and optimized methods, re-

spectively, for the dataset of 23 pseudoknotted sequences. In the figures, the lower and

upper quartiles are at the top and bottom boundaries of the box for the kernels; the

median is the band inside the box; the mean is the black square; the whiskers extend

to the most extreme data points or outliers; and outliers are plotted individually as

“+” symbols.
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Figure 2.20: MAC and MAW values obtained using the prediction programs IPknot,
pknotsRG, HotKnots, NUPACK, PKNOTS, RNAfold, and UNAFOLD
for the dataset of 50 non-pseudoknotted sequences.

As described in Section 2.3, the AC value for a predicted RNA structure is

the percentage of agreement between the known structure and the structure obtained

by concatenating the predicted structures of the chunks. Likewise, the AW value is

the percentage of agreement between the known structure and the predicted structure

when the whole sequence is used. These values indicate how closely the predicted

structure resembles the real structure. A larger AC value means that the chunk-based

predicted structure is more similar to the real structure. For a given dataset, prediction

program, and chunking method, our MapReduce framework collects multiple predicted

structures associated with different Cmax, Lmin, and Gmax parameters. The MAC value

for a sequence gives the highest accuracy that can be attained for that sequence by the
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Figure 2.21: MAC and MAW values obtained using the prediction programs IPknot,
pknotsRG, HotKnots, NUPACK, and PKNOTS for the dataset of 23
pseudoknotted sequences.

chunking method and the specific prediction program employed. Figure 2.20(d) and

Figure 2.21(d) show the AW values of the sequences in the two datasets, respectively.

From these figures, one can see that most of the prediction methods have similar ac-

curacy ranges regardless of the chunking method used and whether the prediction was

obtained with the whole sequence or with the chunks; however, the PKNOTS pro-

gram produces somewhat lower accuracies. This lower accuracy is expected because

PKNOTS is the earliest algorithm allowing for pseudoknot prediction. The other pre-

diction programs with pseudoknot prediction capability that have developed afterwards

have incorporated improvements over the original PKNOTS.

Chunk-based vs. non-chunk-based sequential programs predictions (AR): From

Figures 2.20 and 2.21, the prediction accuracies with chunking (MAC values in (a)

(c)) appear to be higher than those without (AW values in (d)), suggesting that the

prediction accuracy, on average, can be enhanced by sequence segmentation. To get a

clearer characterization of the effect of sequence segmentation, we carry out statistical

tests on the maximum accuracy retention (MAR) obtained for each RNA sequence over

the Cmax, Lmin, and Gmax parameters. In the majority of the sequences in our dataset,

the MAR turns out to be greater than 1. With a one-sample t-test, we test whether

the mean MAR is significantly greater than 1 with p-value < 0.05. Tables 2.5 and 2.6

display the means, standard deviations, and p-values for the non-pseudoknotted and
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pseudoknotted sequences respectively.

Table 2.5: Mean and standard deviations of MAR for regular, centered, and opti-
mized chunking methods over 50 non-pseudoknotted sequences, and the
corresponding p-values of the t-test for mean MAR > 1.

Cut Regular Centered Optimized
Prediction Mean Stdev p Mean Stdev p Mean Stdev p
IPknot 1.13 0.32 0.002 1.23 0.36 0.000 1.21 0.36 0.000
pknotsRG 1.19 0.50 0.005 1.27 0.49 0.000 1.27 0.47 0.000
HotKnots 1.19 0.48 0.003 1.32 0.50 0.000 1.33 0.50 0.000
NUPACK 1.12 0.34 0.010 1.23 0.41 0.000 1.24 0.41 0.000
PKNOTS 1.33 0.19 0.000 1.65 0.35 0.000 1.70 0.35 0.000
UNAFold 1.19 0.49 0.003 1.31 0.47 0.000 1.31 0.46 0.000
RNAfold 1.19 0.46 0.002 1.31 0.48 0.000 1.30 0.45 0.000

Table 2.6: Mean and standard deviations of MAR for regular, centered, and optimized
chunking methods over 23 pseudoknotted sequences, and the correspond-
ing p-values of the t-test for mean MAR > 1.

Cut Regular Centered Optimized
Prediction Mean Stdev p Mean Stdev p Mean Stdev p
IPknot 1.19 0.48 0.037 1.33 0.62 0.009 1.40 0.64 0.004
pknotsRG 1.21 0.84 0.116 1.39 0.99 0.036 1.48 1.00 0.016
HotKnots 1.11 0.41 0.098 1.32 0.71 0.021 1.43 0.80 0.009
NUPACK 0.93 0.18 0.955 1.14 0.39 0.071 1.17 0.35 0.032
PKNOTS 1.16 0.20 0.003 1.29 0.26 0.000 1.38 0.29 0.000

For non-pseudoknotted sequences, the mean MAR is significantly greater than

1 for all three chunking methods, whereas the mean MAR values for the pseudoknotted

sequences are greater than 1 for the centered and optimized chunking methods. With

the regular chunking method, one of the mean MAR values (with NUPACK) falls below

1 to 0.93. Looking at all the p-values, we can conclude that the average prediction

accuracy attained with segmentation is not significantly less than that without. With

the inversion-based centered and optimized chunking methods, we can conclude that

the average prediction accuracies attained with segmentation are at least as good as,

and often even better than, those without segmentation.
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Shorter length vs. longer length sequences (ranging from 77 to 568): While the

above results show that sequence segmentation does not reduce prediction accuracy

on average, we still need to examine whether the MAR values decline as the whole

sequence length grows, because a declining trend implies that the accuracy retention

deteriorates when the segmentation approaches are applied to longer RNA sequences.

To this end, for each dataset, chunking method, and prediction program, we perform

the Pearson correlation analysis on the MAR values of the sequences [73]. For each

dataset, we report both the correlation coefficient r and corresponding p-value between

MAR and sequence length. If the r value is close to -1, it means that MAR and

sequence lengths are negatively correlated, implying a decline in accuracy retention

of the chunking method. If the associated p value is less than 0.05, we consider the

correlation statistically significant; otherwise the correlation is not significant.

Figure 2.22 is a scatter plot of MAR values versus sequence lengths for one of the

prediction programs, IPknot. Similar scatter plots for the other prediction programs

have also been examined, and no statistically significant negative correlation has been

detected in any of these plots. Table 2.7 presents the correlation coefficients r and their

corresponding p-values when the null hypothesis of no correlation is tested against the

alternative hypothesis of having a negative correlation. These p-values indicate that

no significant negative correlation has been detected for any of the prediction programs

and chunking methods. We therefore do not expect any substantial decline in accuracy

retention of our chunking methods while sequence length increases.

Centered vs. optimized chunking method : Given the three chunking methods

considered (i.e., regular, centered, and optimized) we also want to determine which

among them is better at retaining the accuracies of the various prediction programs.

For this purpose, we examine each sequence in our two datasets and keep track of

which chunking method produces the highest MAR. Table 2.8 gives the total counts of

sequences attaining the highest MAR for each of the chunking methods. If more than

one chunking method get the same highest MAR for one sequence, we split the count

of this sequence equally among the methods. We can see that the sequence counts in
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Figure 2.22: Scatter plot of MAR values versus sequence lengths for the IPknot
program. Similar scatter plots for the other prediction programs have
been examined, and no statistically significant negative correlation has
been detected in any of these plots.

Table 2.8 for the centered and optimized (C and O) methods are higher than those for

the regular method (R).

To see whether any differences exist among the accuracy retention capabilities

among the three cutting methods, we perform the Friedman test for each dataset and

each prediction program. The Friedman test is a non-parametric statistical test based

on rank sums and requires ranking the MAR attained by each chunking method for

each prediction program and each sequence in our datasets. The method producing

the lowest MAR is given a rank of 1, and the method producing the highest MAR is

given a rank of 3. Again, the ranks are averaged for ties. Table 2.9 shows the p-values

of the Friedman tests in the “R-C-O” columns. From these very low p-values, we can

conclude that significant differences do exist among the three methods.

49



Table 2.7: Correlation coefficients (r) between MAR and sequence lengths and cor-
responding p-values (p) when testing for a negative correlation.

Non-Pseudoknotted Sequences Pseudoknotted Sequences
Prediction r C O r C O
IPknot r -0.2077 -0.2141 -0.1629 0.1379 0.1572 0.0841

p 0.1478 0.1354 0.2582 0.5303 0.4738 0.7028
pknotsRG r -0.1550 -0.0670 -0.0756 0.2030 0.1971 0.1987

p 0.2825 0.6437 0.6018 0.3528 0.3673 0.3634
HotKnots r -0.1434 -0.0476 -0.0732 -0.0360 -0.0669 -0.0855

p 0.3204 0.7428 0.6136 0.8705 0.7618 0.6982
NUPACK r -0.1622 -0.0137 -0.0059 -0.0532 0.0666 -0.1331

p 0.2604 0.9249 0.9676 0.8340 0.7928 0.5986
PKNOTS r 0.4598 0.7053 0.7045 -0.0233 0.1001 0.0597

p 0.0008 0.0000 0.0000 0.9294 0.7023 0.8199
UNAFold r -0.1449 -0.1055 -0.1311

p 0.3155 0.4658 0.3643
RNAfold r -0.1056 -0.0646 -0.0538

p 0.4654 0.6559 0.7104

Because the Friedman test does not reveal whether any one method is signifi-

cantly better than another, we also perform the post hoc pairwise comparison test on

each pair of the three chunking methods in order to confirm that the inversion based

centered and optimized chunking methods are indeed superior to the naive regular

method. The p-values, shown in the “R-C,” “R-O,” and “C-O” columns, indicate that

both the centered and optimized methods are better than the regular method. Fur-

thermore, the centered and optimized methods show no significant differences except

when PKNOTS is applied to the pseudoknotted sequences.

These results demonstrate that for a variety of secondary structure prediction

programs, our segmentation approach for handling the long RNA sequences can retain

and even enhance the average prediction accuracy. Furthermore, using the inversion-

based centered and optimized methods to cut the sequence produces better prediction

accuracy than the naive r method does.
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2.6 Summary and Future Work

Summary: This chapter presents the application of our general data analysis

method to the classification problem in which we identify an RNA secondary structure

as more or less likely to occur based on multiple chunk-based secondary structures. We

discuss the workflow of mapping RNA sequences to chunk-based secondary structures

(i.e., metadata) using inversion information, the classification of whole secondary struc-

tures into more or less likely to occur based on the accuracy retention, the integration

of the workflow into the Hadoop framework, and the different granularity of the tree

search in the Hadoop framework.

We evaluate the performance of our method on 8 nodes of the Geronimo clus-

ter using the RFAM database and the virus family Nodaviridae with sequence lengths

varying from 90 to 3,204 nucleotide bases. Results show that as the lengths of the

sequences increase, our method achieves constant execution time whereas the execu-

tion times for traditional prediction methods grow exponentially or polynomially. In

addition, the traditional prediction methods often fail on long RNA sequences because

of memory limitations.

Moreover, we evaluate the accuracy of our chunk-based framework using two

datasets from RFAM and Pseudobase++ database. Results show that the prediction

accuracy, on average, is enhanced by our framework. In particular, the accuracy of

our framework is significantly higher than that of the traditional method in 35 of 36

experiments. In the best case, our framework achieves 1.7 times higher accuracy com-

pared with that of the traditional method using PKNOTS on the 50 non-pseudoknotted

sequences.

Future work: Future work lies in two directions: (1) further investigate how

to cut the RNA sequence into chunks in a way that avoids cutting in long secondary

structures, and (2) study how to classify the resulting secondary structures into those

more or less likely to happen without referring to the known structure.

For the first research direction, a possible approach is to cut the RNA sequence

into chunks such that long secondary structures are not cut in the middle. We refer to

51



this proposed approach as the mega-chunk method. To this end, a possible strategy

is to extend the chunking approach such that an RNA sequence is cut into multiple

sets of chunks and the chunks in each set can have varying lengths and can contain

inversions with larger gaps in between. The method will have to first identify all the

inversions in the sequence, including the ones with large gaps, and then it will have

to remove redundant inversions that are nested in longer inversions. All the possible

cutting points that cut the sequence around inversions will have to be considered before

cutting the sequence into sets of chunks (i.e., a brute-force exploration of all possible

sets of chunks). In this way, we should be able to eliminate the threshold parameters

in the current chunking methods (i.e., maximum chunk length Cmax, minimum stem

length Lmin, and maximum gap length Gmax). Because of allowing larger gaps, we

should also be able to capture potential secondary structures, including pseudoknots

that engage nucleotides in different regions of the sequence.

For the second research direction, we envision an approach capable of classifying

resulting secondary structures into those more or less likely to occur in nature. To this

end, the training of a family model using the known secondary structures of other se-

quences in the given family will be needed, and then the assignment of a score to each

resulting structure of the sequence using the family model can naturally complete the

classification process. Inspired by research in protein structure predictions, we hypoth-

esize that the sequences in the same family share structural similarities. The proposed

research direction can benefit from this feature to design, develop, and evaluate a

method to classify new secondary structures. Figure 2.23 shows a case study for this

scenario in which the known secondary structures for two RNA sequences PDB 00307

and PDB 00421 that belong to the same RNA family (transfer RNA) from the database

RNA STRAND exhibit structural similarities [71]. We observe that although the two

sequences have different lengths and nucleotide bases, their secondary structures share

similarities. For example, they both have six hairpin loop structures and three multi-

branched loops. Both descriptive statistical information and hidden Markov model

(HMM) can be used to build the RNA family model and classify resulting secondary
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structures.

(a)

(b)

Figure 2.23: RNA structures from the same family: (a) PDB 00307 and (b)
PDB 00421.
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Chapter 3

CLUSTERING OF LIGAND GEOMETRIES

In studies of disease processes, a common problem is to search for small molecules

(ligands) that can interact with a larger molecule such as a protein when the protein

is involved in a disease state. More specifically, when ligands dock well in a protein,

they can potentially be used as a drug to stop or prevent diseases associated with

the protein’s malfunction. The study of the docking process is computationally per-

formed with docking simulations, which consist of sequences of independent docking

trials. Since the process is highly parallelizable, it is efficiently performed on distributed

memory systems (e.g., supercomputers and volunteer computing platforms), resulting

in a distributed collection of hundreds of thousands of ligand conformations across the

nodes of the system.

A second analysis problem, also tackled in this thesis, is a clustering problem in

which we identify the geometries of ligand conformations and predict their probabilities

of well-docking into a protein pocket based on their geometries in a distributed way,

without moving the ligand conformations to a central server. We concurrently extract

the geometry of a ligand conformation into metadata by performing the linear regres-

sion analysis on the ligand’s atoms in which the coordinates are projected on three

planes and interpolated in three different ways resulting in 3-D or 6-D metadata. The

clustering is performed by an N-dimensional (N-D) clustering algorithm that searches

for the densest subspace of metadata in two different variations. This subspace is

expected to contain well-docked ligands. We integrate the metadata extraction and N-

D clustering algorithm into the MapReduce programming model, and we study both

the performance and the accuracy of the MapReduce framework for several structural

biology datasets of up to several millions of ligand molecules.
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The rest of the chapter is organized as follows. Section 3.1 gives the back-

ground information on protein-ligand docking simulations, the sampling process of the

Docking@Home datasets used in the accuracy study, the distributed memory systems

simulated in performance study, and the MapReduce-MPI framework. Section 3.2

reviews the related work on the centralized clustering of ligand conformations and

the distributed clustering using MapReduce. Section 3.3 presents our methodology.

Sections 3.4 and 3.5 present the performance and accuracy evaluations, respectively.

Section 3.6 summarizes our research results and briefly discusses future work.

3.1 Background

3.1.1 Protein-ligand docking

Computationally, a protein-ligand docking search seeks to find near-native lig-

and conformations in a large dataset of conformations that are docked in a protein [41].

A conformation is considered near-native if the root-mean-square deviation (RMSD)

of the heavy atom coordinates is smaller than or equal to two angstroms (Å) from the

experimentally observed conformation. Algorithmically, a docking simulation consists

of a sequence of independent docking trials. An independent docking trial starts by

generating a series of random initial ligand conformations; each conformation is given

multiple random orientations. The resulting conformations are docked into the protein-

binding site. Hundreds of thousands of docking attempts are performed concurrently.

Molecular dynamics simulated annealing is used to search for low energy conforma-

tions of the ligand on the protein pocket. Traditionally, docked conformations with

minimum energy are assumed to be near native. Research has shown, however, that

this is not always the case [28]. Docked conformations with minimum energy are not

necessarily near native.

In previous work, we showed that compact clusters of docked conformations

grouped by their geometries are more likely to be near native than are the individual

conformations with lowest energy [28, 29]. Large numbers of ligand conformations were

sampled through the Docking@Home (D@H) project in the past five years and are used
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in this thesis as the dataset. Hundreds of millions of docked ligand conformations have

to be compared with one another in terms of their geometries.

The docking process is only one of the key steps; once the results (ligand con-

formations) are collected, they need to be evaluated to predict the near-native ligand

geometry. Selecting the near-native ligand geometry based on energy alone may result

in incorrect conclusions. An alternative approach is to select the near-native geometry

from clustering, but this approach can result in extensive computing and storage needs.

Ideally the clustering methods have to be scalable, efficient, and accurate, allowing sci-

entists to compare and select across a very large set of docking results.

3.1.2 Sampling conformational spaces with Docking@Home

Many computational molecular docking approaches for sampling large confor-

mational spaces of ligands have been used for virtual screening [60, 2, 55]. Typically

a docking method is evaluated with a selected number of experimentally determined

protein-ligand complexes. In general, various docking methods differ from one another

in the algorithm used in the conformational search [13, 57], the scoring function used

to predict ligand geometries, and the scoring function used to rank compounds or to

predict DGbinding [30].

Although the system software for sampling large conformation spaces is not the

key contribution of this thesis, here we briefly describe how we collect the docking

data for this thesis using volunteer computing (VC). VC is a well-established program-

ming model for scientific projects. It is a form of distributed computing in which

ordinary people volunteer processing and storage resources across the Internet to sci-

entific simulations. The growing volunteer computing community includes 65 scientific

projects, over 2 million volunteers, and 6 million computers distributed across the

world. Berkeley Open Infrastructure for Network Computing (BOINC) [4], a well-

known VC middleware, supports Docking@Home (D@H) version 2, the VC project

producing the data used in this thesis. D@H is an NSF-funded project in molecular
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docking that computationally searches for potential drug-like molecules against dis-

eases, such as breast cancer and HIV. D@H generates a very large space of possible

docking conformations. In order to extensively search this space, millions of indepen-

dent docking attempts (jobs) are processed by the D@H server that distributes them for

computation to clients across the Internet. Volunteers’ computers perform the dock-

ing simulation and return results, consisting of the docked 3-D ligand conformation

and its associated energy value. Currently, more than 89,000 volunteers and 188,000

computers worldwide support D@H.

To explore the conformational space of the ligands, D@H considers a repre-

sentation of the solvent by using two docking methods: (1) a implicit representation

of water using a distance-dependent dielectric coefficient (low if the atoms are close

and progressively larger as the interatomic distance increases) and (2) a more phys-

ically accurate implicit representation of water using a generalized Born model [46].

The method based on the generalized Born model is a more compute- and memory-

intensive method. At the same time it provides a more physically accurate description

of the potential energy of a ligand where part of the ligand conformation is exposed

to solvent. In many situations where a large portion of the ligand is solvent exposed,

the generalized Born model should help significantly in providing better ligand confor-

mations (e.g., when one orientation of a given ligand leaves a large bulky hydrophobic

group exposed to solvent, this is penalized, where exposing a hydrophilic group such

as a hydroxyl group to solvent is much more favorable).

The molecular docking is performed by using the CHARMM (Chemistry at

HARvard Molecular Mechanics) molecular simulation package [11] and an intermediate-

accuracy all-atom force field. The CHARMM script describing the docking process

considers a protein-ligand complex as a composition of a flexible ligand and a rigid

protein structure (i.e., on a three-dimensional lattice of regularly spaced points sur-

rounding and centered on the active site of the protein, where each point on the grid

stores the potential energy of a “probe” atom’s interaction with the molecule). A

D@H simulation consists of a sequence of independent trials. For each trial, either a
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randomly generated conformation or a user-defined conformation for a ligand is used

as the initial conformation. Random conformations are generated starting from the

ligand crystal structure with random initial velocities on each ligand atom. Then the

initial conformation is randomly rotated to produce a set of different orientations that

are placed into the active site of the protein or docking pocket (docking attempts).

Once the ligand is docked into the protein site, a molecular dynamics simulation

is performed consisting of a gradual heating phase of 4,000 1-femtosecond (1 fs) steps

from 300K to 700K, followed by a cooling phase of 10,000 1 fs steps back to 300K. In

order to facilitate the penetration of ligands into protein sites and to allow larger con-

formational changes, van der Waals (vdW) and electrostatic potentials with soft-core

repulsions are utilized. A soft-core repulsion reduces the potential barrier at vanishing

interatomic distances to a finite limit, allowing ligands to pass between conformational

minima with a relatively small potential barrier that normally is very large and impos-

sible to overcome with an unmodified standard potential. The detailed description of

the docking method and its comparison with other docking codes is not in the scope

of this thesis; this information can be found in past work [75, 74]. Once the results

(ligand conformations) are collected, they need to be scored. Initially D@H used an

energy-based scoring method; our previous work showed how this scoring approach can

result in incorrect conclusions, however, because energy values are approximated by the

simplified methods used in the computational algorithms. The alternative approach

that we pursue in this thesis is to score ligands based on the geometry of their resulting

conformations.

3.1.3 Semi-decentralized and fully-decentralized systems

Data considered in this thesis comprises a large number of individual data

records and is distributed across the nodes of a large distributed memory system. More

specifically, we consider semi-decentralized and fully-decentralized distributed memory

systems. In a semi-decentralized system, processes report to more than one node, usu-

ally the closest one, and take advantage of locality by reducing expensive data transfer
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and potential storage pressure. In contrast, in a fully-decentralized system, each node

stores its own data, thus reducing the need for data transfers and increasing the amount

of locally stored data. Logically, the entire dataset can converge toward one or mul-

tiple scientific properties, or it may not convey any scientific information. Physically,

data with similar scientific properties may agglomerate in topologically close nodes or

may be dispersed across nodes. Logical and physical tendencies are not known a priori

when data is generated in semi- or fully-decentralized systems. In general, scientists

must move data across nodes in order to analyze and understand it. This process can

be extremely costly in terms of execution time. For the sake of completeness, we de-

fine three scenarios that resemble the challenging conditions faced by scientists when

dealing with distributed systems with large amounts of data. The scenarios consist of

data distributed as follows:

• A semi-decentralized manner in which data with similar properties is generated
by and stored in specific nodes.

• A fully-decentralized, synchronous manner in which data is gathered at regular
intervals producing a uniform distribution of data properties across the nodes in
a round-robin fashion.

• A fully-decentralized, asynchronous manner in which every node acts by itself
and properties are stored randomly across nodes.

3.1.4 MapReduce-MPI

MapReduce-MPI is a runtime library supporting the MapReduce programming

model [59]. It is written in C++ and MPI. It runs a MapReduce program using MPI

processes, the number of which is defined by the programmer. Each process runs both

the map and the reduce functions. It first runs the map function on its partial data

and outputs the intermediate 〈key, value〉 pairs in parallel. Then, the MapReduce-

MPI framework communicates all the values with the same key across the distributed

memory system to the same process. After this data shuffle stage, each process runs

the reduce function and generates the final output.
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Compared with Hadoop, MapReduce-MPI is more flexible when structuring

computation: the programmer can specify any combination of map and reduce func-

tions, including multiple map functions followed by one reduce, one map followed by

multiple reduce functions, and multiple map followed by multiple reduce functions. In

Hadoop, on the other hand, iterations must be expressed as a chain of MapReduce jobs.

In addition, MapReduce-MPI eliminates the use of HDFS for data input and output

by using the Lustre file system or the local disk of each node in the distributed memory

system directly. In other words, it eliminates the time-consuming data-staging phases

required in Hadoop. Moreover, it runs on any platform that supports MPI and C++,

as most distributed memory systems including supercomputers do. In comparison,

Hadoop requires installing HDFS and Hadoop MapReduce components on the system.

MapReduce-MPI also utilizes the high-speed InfiniBand for data communication by

default.

3.2 Limits of Current Practice

3.2.1 Centralized clustering of docking conformations

Traditionally, a näıve approach used to group similar structural biology con-

formations is through geometry-based clustering. Important work in this direction

includes that of Lorenzen et al. [49], Bouvier et al. [9], Chang et al. [16], and Estrada

et al. [27]. Lorenzen et al. [49] select near-native docking conformations by assuming

that a bigger cluster is more likely to have better candidate conformations. Bouvier

et al. [9] use a Kohonen self-organizing map that is trained in a preliminary phase by

using drug-protein contact descriptors. Chang et al. [16] perform a simple cluster anal-

ysis for docking simulations and use the size of the clusters to estimate the vibrational

entropy of the resulting conformations. Estrada et al. [27] identify near-native ligand

conformations using a probabilistic hierarchical clustering and fuzzy c-means.

Such a technique requires that data be stored in a centralized location in order

to compute the RMSD of each ligand with all the other ligands in the dataset. The

analysis requires that the molecular dataset be moved in its entirety into a central
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server. Figure 3.1 shows an abstract representation of a centralized data analysis system

in which all the ligands have to be moved to a local storage where they can be compared

and clustered. This fully-centralized approach is not scalable and can result in serious

storage and bandwidth pressure on the server side. Thus, the challenge involves ways to

efficiently find these dense ligand clusters of geometric representations, especially when

the data is acquired in a distributed manner. While each conformation is small (on

the order of ten kilobytes), the number of conformations that must be moved across

the distributed memory system and compared with one another is extremely large;

depending on the type and number of proteins, the conformation dataset can comprise

tens or hundreds of millions of ligands. This scenario is expected when thousands of

processes perform individual docking simulations and store their results locally. As

an example, consider the D@H project that is supported by more than 188,000 hosts.

If all the hosts communicate their local results to a centralized server simultaneously,

even when each host communicates data in terms of 100 ligand conformations (i.e.,

around 7 MB in size), the data sending across the distributed memory system is more

than 1 TB. This situation can lead to serious storage and bandwidth pressure on the

server side.

3.2.2 Distributed clustering in MapReduce

The MapReduce programming model has been used in the past to analyze large

data in science and engineering fields by using clustering techniques. Some efforts have

investigated well-known clustering methods, such as k-means clustering and proba-

bilistic hierarchical clustering, which were adapted to fit into the MapReduce frame-

work [47, 25]. However, the resulting implementations suffer from the limitations of the

clustering algorithms, which do not scale, despite being formulated in the MapReduce

programming model.

A similar clustering approach based on the density of single points in an N-

dimensional space was presented by Cordeiro et al. [18]. The three algorithms presented

in that work rely on local clustering of subregions and the merging of local results into
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issues when the level of approximation is low. In our work, we deliver scalable perfor-

mance without sacrificing the accuracy. Rasheed et al. cluster metagenome sequence

reads using a minwise hashing approach and agglomerative hierarchical clustering or a

greedy clustering. Their work requires computing the similarity of a given metagenome

sequence read with groups of sequence reads. In our work, on the other hand, no com-

parison is needed between data records (i.e., ligand conformations).

To the best of our knowledge, our approach is the first to emphasize a local,

single pass of data to extract global properties or densities and, by doing so, to avoid

major data movements [84]. In our work, scalability plays a key role and is particularly

well supported by the LG variant. Our approach expands our previous work [28].

In this thesis we use MapReduce-MPI rather than Hadoop to move away from the

overhead of the Hadoop Distributed File System (HDFS). HDFS acts as the central

storage space for input and output data, adding additional space and operation time

to move in and out data. We also extend the previous algorithm into two variations

for fully-distributed environments. In the variations, data no longer needs to be moved

a priori with HDFS, making our approach completely scalable. These variations allow

us to study the performance impact of exchanging extracted properties in contrast to

exchanging property densities; this evaluation was not achievable in Hadoop because

of the coarse-grained control on data placement of HDFS.

3.3 Methodology

The overall method for clustering ligand geometry first extracts the relevant

geometrical properties of each ligand conformation and represents the properties as N-

dimensional points and then performs an N-D clustering by searching dense subspaces

through counting properties or property aggregates. Figure 3.2 shows an overview of

our approach.
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variation, when ligand conformations are in an almost-vertical position in the pro-

tein pocket, the three resulting slopes are large. When the shape rotates or changes

slightly, the resulting slopes change significantly. This situation may result in confor-

mations with similar shape and in an almost-vertical position to be unmapped into

a dense metadata subspace. When using the logarithmic of the slopes as metadata,

we decrease the changes in the metadata coordinates and thus increase the chance for

ligand conformations with similar shape to form a dense-enough subspace. We call this

variation “3-Dlog mapping.”

In the third variation, in addition to the slopes, we compute the intersection

of the three linear regression lines with the x-axis for the line on the (x, y) plain, the

y-axes for the line on the (y, z), and the z-axis for the line on the (z, x). We map

each conformation into a 6-D point that coordinates the three slopes and the three

line intersections. Unlike the other two variations, this variation not only captures the

conformation shape and rotation but also stores the correct location of the ligand in

the docking pocket. We call this variation “6-D mapping.”

The advantage of our space reduction is that it does not rely on calculations

of atomic distances between two or more ligand conformations as do most traditional

analysis algorithms, such as k-means and fuzzy c-means clustering. Those calculations

may require moving conformations across nodes, thus causing many frequent communi-

cations and multiple storages of the same data across nodes. On the contrary, our space

reduction can be applied individually and concurrently to each ligand conformation by

transforming each molecule containing p atomic coordinates in the three-dimensional

space (p ∗ 3) into a single point of (1 ∗ 3) for the 3-D and 3-Dlog mappings and (1 ∗ 6)
for the 6-D mapping, all in the Euclidean space. This transformation is performed lo-

cally on the compute node that generates and stores the ligand conformation, and thus

no communication is required during this phase. The projections and interpolations

are low-cost processes in terms of computing and memory requirements.
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Figure 3.4: Capturing relevant geometrical properties by using projection and linear
interpolation for the 3-D mapping variation.

3.3.2 Searching and counting property aggregate

By dealing with property-encoding metadata (i.e., three-dimensional points for

the 3-D and 3-Dlog mappings or six-dimensional points for the 6-D mapping) rather

than raw atom coordinates, we implicitly transform the analysis problem from a cluster-

ing or classification problem into a search of the smaller subspaces in the newly defined

metadata space (i.e., an octant for the 3-D and 3-Dlog mappings or a 6-D space for

the 6-D mapping) with high property aggregates. To perform the search, we build

an N-D tree by recursively partitioning the N-D space into fixed-sized subspaces, each

of which forms the tree nodes. Extracted properties can be unpredictably distributed

across the N-D space of property-encoding points and across the compute nodes of the

distributed memory system. Thus, the next challenge we face is how to efficiently count

the aggregates of close property-encoding points in a distributed way. We address the
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for convergence.

In LocalToGlobal, instead of exchanging extracted metadata, compute nodes

exchange partial densities represented as scalar property aggregates; see Figure 3.5(b).

Each compute node preserves a global vision of the metadata associated with its local

data and counts its densities before shuffling the densities (or aggregates) rather than

the metadata with other compute nodes. After shuffling the aggregates, each compute

node sums the aggregates to obtain the global cluster densities while searching for

convergence.

As already outlined above, the local property-encoding points can populate the

space in an unpredictable way, the points can reside across multiple subspaces, and

each compute node has a disjointed vision of the whole space. GlobalToLocal and

LocalToGlobal address the uncertainty associated to the above described data distri-

butions differently. In GlobalToLocal, each compute node has an assigned subspace

of the N-D space, and the extracted properties (i.e., the 3-D or 6-D points) are com-

municated among compute nodes so that each node has all the information needed to

analyze similar properties in the assigned subspace. Consequently the density analy-

sis is applied to each compute node’s local properties iteratively. On the other hand,

in LocalToGlobal, after capturing relevant properties, each compute node applies the

data analysis operation to its local extracted properties and computes scalar property

aggregates based on densities for the entire assigned N-D space. In this scenario, each

compute node has a disjointed view of the entire N-D space containing the metadata

for the ligand conformations stored on its disk. The union of the disjointed N-D spaces

is important for knowledge acquisition of the densest subspaces. This is pursued in

LocalToGlobal through the communication of the local aggregates among compute

nodes so that each compute node has all the partial results necessary to analyze the

density globally. An aggregate operation (i.e., sum) is applied to the partial results.

Communication of properties and aggregates is done iteratively. To sum up, commu-

nication in GlobalToLocal happens only once, and the communicated package is larger

while communication in LocalToGlobal happens multiple times, and each time the
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communicated package is smaller.

From the implementation point of view, in both variations (i.e., GlobalToLocal

and LocalToGlobal) we reshape the space of property-encoding points into an N-D

tree and search for the deepest, densest tree nodes. These nodes contain the solution

to our analysis problem. Our search for dense tree nodes begins with each compute

node generating its N-D tree on its own local data by recursively subdividing the

space into 2k subspaces: 8 (23) subspaces for the 3-D and 3-Dlog mapping and 64 (26)

subspaces for the 6-D mapping. Figure 3.6 shows an example for a dataset of 1hbv

ligand conformations when docked in the HIV protease. Figure 3.6(a) is the result

of the 3-D mapping, after the mapping of 1hbv ligand confirmations into metadata

has been performed. The compute nodes build an octree by assigning octkeys to the

points, an N-D tree by assigning N-D keys to the points in the case of 6-D mapping.

A point belongs to a specific tree node based on its key. The point’s key is generated

as follows. We initially determine the edge size (i.e., N-D resolution) of the N-D space

containing all the projected conformations. Since we are dealing with the 3-D mapping

in this example, we divide the initial space into eight subspaces of the same size, half

the original edge size. A similar process is followed for the 3-Dlog mapping; however,

when using the 6-D mapping, the metadata space is subdivided into 64 subspaces (not

shown here). Every subspace is given an unique identifier ranging from 0 to 7 for the

3-D space or from 0 to 63 for the 6-D space, based on its position in the N-D space.

The key of each point is extended by attaching the subspace identifier to the point’s

key by padding the left side with the identifier. This process is recursively repeated an

arbitrary number of times on each subspace to produce a complete key for each point

(key[1...Nkey]), where Nkey is the number of digits selected to represent each point.

As previously observed in [29], Nkey can be empirically defined, and a value key of 15

digits is sufficient to capture diverse geometries in the dataset of ligand conformations

considered in this work. Figure 3.6(c) shows an example of the generated octree for

the 3-D mapping points in Figure 3.6(b).

The compute node explores the N-D space (the octree in Figure 3.6(c)), moving
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shows the deepest and densest octant (points in red) that is identified by our tree

search when looking for the deepest tree node with at least 500 points. For a 6-D

tree, the same approach is applied but on a larger number of branches at each level.

During the search, compute nodes may exchange either extracted properties (metadata)

or scalar property aggregates based on which variation of the algorithm is used. As

shown in Figures 3.5(a) and 3.5(b), in both variations each compute node transforms

its locally stored ligand conformations into a local N-D space, as described in the steps

involving capture of the relevant properties, and exchanges only partial knowledge on

its metadata with the other compute nodes. Since compute nodes work on disjointed

sets of ligand conformations and metadata, they can map ligand conformations into

metadata concurrently and count aggregates locally in advance to perform a global

summation.

3.3.3 Integration of the clustering algorithm into MapReduce

The MapReduce programming model naturally accommodates the capturing of

properties from local data and the iterative search for either properties or densities in its

map and reduce functions, respectively. Thus, we integrated our two variations of the

search described above into the MapReduce-MPI framework rather than implementing

a new MPI-based framework from scratch.

In the GlobalToLocal variation, the operation of capturing relevant properties is

implemented as the map function. It takes the identifier and coordinates of each ligand

conformation as the input key and value, respectively; applies the geometry reduction

operation; and outputs the id and the property-encoding point of each conformation

as the intermediate key and value pair. The MapReduce-MPI library shuffles the

property-encoding points across the distributed memory system to rebuild the global

knowledge of the N-D space on each node. It achieves this goal by communicating all

the property-encoding points in one N-D subspace to one process such that this process

has all the information needed to explore the N-D tree locally. Then, the operation of

counting property densities is implemented as the reduce function. This function takes
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as input the id of the tree node and all the property-encoding points in the node and

iteratively explores its local N-D tree by counting the density of the nodes in one level

of the N-D tree until the deepest and densest tree node is found.

The LocalToGlobal variation has two map functions. The first function captures

the relevant geometrical properties in the same way as in the GlobalToLocal variation.

After the relevant properties are extracted by the first map function, the second map

function counts locally the property aggregates for a certain level of the N-D tree

nodes. It takes the id and the property-encoding point of each conformation as the

input key and value pair, respectively; counts the aggregates for tree nodes at a certain

level; and outputs the id and aggregates of each tree node as the intermediate key

and value pairs. The exploration of the N-D tree starts at the middle level of the tree

and branches up or down depending on whether a dense enough node is found. The

MapReduce-MPI framework shuffles the id and all the aggregates of each node across

the distributed memory system. Then, the reduce function applies a sum operation

to all the aggregates to compute the density of the nodes. The process of counting

aggregates (i.e., the second map function) and summing aggregates (i.e., the reduce

function) is iterated until the deepest and densest node is found.

As already outlined in the previous section, it is important to notice how the

differences between the two variations lie in the communication stage (i.e., data shuffle

stage). In the GlobalToLocal variation communication happens only once, and the size

of the communicated data (i.e., the property-encoding points) is larger. In comparison,

in the LocalToGlobal variation the communication happens multiple times, and each

time the size of the communicated data (i.e., local aggregates) is smaller.

3.4 Performance

3.4.1 Platforms

We consider three platforms with different scales in terms of number of nodes.

At the small scale, we use a dedicated cluster called Geronimo at the University of

Delaware (UD) and a shared cluster called Gordon at the San Diego Supercomputer
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Center. Geronimo is composed of 8 dual quad-core compute nodes (64 cores), each

with two Intel Xeon 2.5 GHz quad-core processors and 48 GB RAM. The nodes are

connected by high-speed DDR InfiniBand. Gordon, a Track 2 supercomputer at the

San Diego Supercomputer Center, features powerful flash memory storage private to

each compute node that can be used to simulate a fully distributed memory system [15].

For the tests, we are limited to 64 nodes because of the allocation constraints defined

by the provider. Each node contains two 8-core 2.6 GHz Intel EM64T Xeon E5 (Sandy

Bridge) processors and 64 GB of DDR3-1333 memory and mounts a single 300 GB SSD.

The nodes are connected by a 4 x 4 x 4 3-D torus with adjacent switches connected by

three 4 x QDR InfiniBand links.

At the large scale, we use Fusion, a 320-node computing cluster at the Labo-

ratory Computing Resource Center at Argonne National Laboratory. For these tests,

we use 256 compute nodes. Each of Fusion’s compute nodes contains two Nehalem 2.6

GHz dual-socket, quad-core Pentium Xeon processors, 36 GB of RAM, and 250 GB

local disk. The nodes are connected by InfiniBand QDR at 4 GB/s per link.

3.4.2 Datasets

We define different type of datasets and different sizes for each type. The

datasets are built from real Docking@Home data. Smaller datasets are in the order of

0.5 GB (200K ligand conformations) up to 4 GB (1.6 million ligand conformations).

Larger datasets are in the order of 250 GB (100 million ligands) up to 2 TB (800 million

ligands).

The datasets are built to fit five specific property distributions in the N-dimensional

space (logical distributions) that reflect five scientific conclusions in terms of conver-

gence toward specific ligand geometries. Figures 3.7 shows the five logical distributions

for the 3-D and 3-Dlog mapping. The 6-D mapping is not presented here because of

the complexity of its representation on a 2-D page, but similar conclusions hold for it.
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(a) (b) (c) (d) (e)

Figure 3.7: Five scenarios of logical distributions of data: 1D (a), 1S (b), UN (c), 2D
(d), and 2S (e).

As shown in Figure 3.7(a), in the first scenario with one dense cluster (1D),

the information content in the scientific data strongly converges toward one ligand

conformation; the 3-D points densely populate one small region of the metadata space

while most of the remaining space is empty. We select ligands from the Docking@Home

dataset whose geometries generate 3-D points with normal distribution around one

point in the 3-D space with a standard deviation of 0.1 for this scenario. As shown

in Figure 3.7(b), in the second scenario with one sparse cluster (1S), the information

content in the data more loosely converges toward one ligand conformation; the 3-D

points sparsely populate one larger region of the space. The ligand geometries generate

points with normal distribution around one point in the 3-D space with a standard

deviation of 1.

As shown in Figures 3.7(c) and 3.7(d), respectively, in the third scenario with

two dense clusters (2D) and the fourth scenario with two sparse clusters (2S), we extend

the first and second scenarios by presenting scientific cases in which information in

the data either strongly or loosely converges toward two major conformations rather

than one. More specifically, in the third scenario, ligand geometries are mapped onto

points with normal distribution around two separate points with a standard deviation

of 0.1. In the fourth scenario, we generate points with normal distribution around

two separate points with a standard deviation of 0.5. As shown in Figure 3.7(a),

in the fifth scenario with a uniform distribution of the information (UN), the 3-D
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space does not convey any main scientific conclusion; no single ligand conformation

was repeatedly generated. This scenario can happen, for example, with insufficient

sampling or inaccurate mathematical modeling.

We also study the impact of the data distribution across the nodes’ storage

(physical distribution). Specifically, we study these three different ways in which dis-

tributed data can be generated and stored across the nodes’ disks: Uniform, Round-

robin, and Random. Figures 3.8 shows the three physical distributions considered

in our study, respectively. In the Uniform physical distributions, property-encoding

points that belong to the same subspace in the logical distribution are located in the

same physical storage. This scenario happens most likely in a semi-decentralized dis-

tribution in which points mapping close properties are collected by the same node or

topologically close nodes; hence, there is uniformity of the property-encoding points in-

side the nodes’ storages. In the Round-robin physical distributions, points that belong

to the same subspace in the logical distribution are stored in separate physical storage

in a round-robin manner. This scenario happens most likely in a fully-decentralized,

synchronous distribution in which points are collected at each predefined time inter-

val; hence, the data points for each time interval are stored in separate storage across

the distributed system. In the Random physical distributions, points are randomly

stored in the physical storage of all the system nodes. This scenario simulates the

fully-decentralized asynchronous manner. In each of the scenarios, the whole dataset

is roughly evenly distributed among the physical storage sites.

3.4.3 Results and discussion

We study two important aspects of our method: first, whether our method

is sensitive to data distributions at both small and large scales, and second, what

is the data scalability of our method as the data size grows when comparing to a

probabilistic hierarchical clustering [27] that more traditionally relies on data movement

and root-mean-square deviation (RMSD) calculations to identify well-docked ligand

conformations.
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(a) Uniform (b) Round-robin

(c) Random

Figure 3.9: Total execution time for GlobalToLocal and LocalToGlobal on the five
logical distributions and (a) (b) the Uniform physical distribution, (c) (d)
the Round-robin physical distribution, and (e) (f) the Random physical
distribution.

both GlobalToLocal and LocalToGlobal variations, we observe that the performance

of GlobalToLocal is highly sensitive to the logical distributions, while LocalToGlobal

delivers scalable performance across the five logical scenarios. For example, in the case

of Uniform physical distribution, when the information content in the dataset strongly

converges to one cluster (i.e., the 1D logical distribution), the total execution time for

GlobalToLocal is more than one order of magnitude larger than when the information

does not converge at all in the UN logical distribution (i.e., 8.06E06 seconds in 1D

vs. 3.35E05 seconds in UN). When the information content in the dataset strongly

converges to two clusters (i.e., the 2D logical distribution), the total execution time for
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GlobalToLocal is one order of magnitude larger than with the UN logical distribution

(i.e., 3.35E06 seconds in 2D vs. 3.35E05 seconds in UN), while for LocalToGlobal,

the execution time varies only 3.4% across the five logical distributions. We observe

similar results in the case of Round-robin and Random physical distributions. Note

that scenarios such as one dense cluster 1D and two dense clusters 2D are scientifically

meaningful because the information content of the science strongly converges toward

a few conclusions. GlobalToLocal has significantly longer execution time for such

scenarios, while LocalToGlobal has scalable performance regardless of the information

content latent in the datasets.

To study the reason for the big variations in GlobalToLocal and the small vari-

ation in LocalToGlobal, we show in Figure 3.10 the four MapReduce time components

(i.e., Map, Shuffle, Overhead and Reduce times) normalized with respect to the to-

tal execution time. Specifically, the figure presents the percentages of the four time

components across Gordon’s 1,024 cores. Map includes the time a process spends

extracting properties during the preprocessing and searching across subspaces in the

tree. Shuffle is the time spent exchanging properties in GlobalToLocal or densities in

LocalToGlobal. Overhead is the time introduced by the MapReduce-MPI library for

either synchronizing processes at the end of each MapReduce step (i.e., the implicit

MPI ALL Reduce operations to communicate small bookkeeping information such as

the total number of 〈key, value〉 pairs processed by the map or reduce function) or for

awaiting certain processes to complete their Map or Reduce in case of load imbalance.

Reduce is the time to aggregate properties in GlobalToLocal or the time to aggregate

densities in LocalToGlobal. In the figure, we report the average execution time in sec-

onds over three runs; the time traces are obtained by using TAU [70]. We instrumented

the source code so that only a limited number of events (i.e., the time to perform the

key Map, Shuffle, and Reduce functions in the two variations) are measured by TAU;

thus, the overhead introduced by TAU is negligible.

When looking at the percentages of time for GlobalToLocal and LocalToGlobal

across the five logical distributions in Figure 3.10, we observe that for all the three
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(a) Uniform, GlobalToLocal (b) Uniform, LocalToGlobal

(c) Round-robin, GlobalToLocal (d) Round-robin, LocalToGlobal

(e) Random, GlobalToLocal (f) Random, LocalToGlobal

Figure 3.10: Percentage of time for GlobalToLocal and LocalToGlobal for five logical
and (a) the Uniform physical distribution, (b) the Round-robin physical
distribution, and (c) the Random physical distribution.
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physical distributions, the overhead percentage for GlobalToLocal varies significantly

across the five logical distributions, while the overhead percentage for LocalToGlobal

is relatively constant. More specifically, in the case of Uniform physical distribution,

when the information content in the dataset strongly converges to one cluster or two

clusters (i.e., the 1D and 2D logical distribution), the overhead for GlobalToLocal is

96.4% and 91.6%, respectively. When the information content loosely converges to

one cluster or two clusters (i.e., the 1S and 2S logical distribution), the overhead is

27.4% and 31.9%, respectively. In the UN logical distribution, when the information

content does not converge at all, the overhead is at minimum 20.0%. In comparison,

for the LocalToGlobal variation, the overhead is consistently around 19.0% across all

five logical distributions. Similar results are observed for the Round-robin and the

Random physical distributions. In general, we see that when the datasets contain

strong scientific conclusions (i.e., the 1D and 2D logical distributions), GlobalToLocal

has a significant overhead, while LocalToGlobal has consistent overhead across the

five logical distributions. The reason is that in the dense cluster 1D and two dense

clusters 2D scenarios, the properties (3-D points) are densely populated in a small

octant space; in order to explore the octree, GlobalToLocal requires relocating all the

properties (3-D points) to one or two processes, respectively, on which the iterative

search is performed locally. When points are sparsely distributed (one sparse cluster

1S and two sparse cluster 2S), GlobalToLocal overhead is still tangible but smaller than

for one dense cluster 1D and two dense clusters 2D (i.e., up to one order of magnitude

larger than in LocalToGlobal). Note that for GlobalToLocal, scenarios like one dense

cluster 1D and two dense clusters 2D are associated with high total times because of the

load imbalance and ultimately poor performance. On the other hand, LocalToGlobal

performs similarly across scenarios (one dense cluster 1D, one sparse cluster 1S, two

dense clusters 2D, and two sparse clusters 2S), and the overheads have lower magnitudes

regardless of the embedded scientific results and the physical distributions.

When looking at the other time components, we observe that both GlobalToLo-

cal and LocalToGlobal total Map times are similar; both variations perform similar
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preprocessing. The GlobalToLocal total Reduce times are two orders of magnitude

larger than the equivalent LocalToGlobal times; LocalToGlobal has been simplified to

sum single density values (SPAs) rather than counting densities from properties and

then summing them up. Dense and sparse clusters have different Shuffle times with

dense scenarios taking longer than sparse scenarios. The reason is that shuffling all

the properties to one or two processes for the global analysis, as in the case of dense

scenarios, takes more time than does shuffling the same properties to a larger subset

of processes. The scenarios with a logical uniform distribution always outperform the

other scenarios in terms of performance independently from the physical distribution of

the data, but these scenarios are also less desirable to work with from the science point

of view since they do not convey any conclusion. When comparing the time compo-

nents across physical distributions, we observe that semi-decentralized scenarios (i.e.,

Uniform) outperform fully-decentralized scenarios (i.e., Round-robin and Random) in

GlobalToLocal and have similar performance for LocalToGlobal. The reason is that

the 3-D points with similar properties are stored in the same node in the Uniform

physical distribution; hence the data shuffled across the distributed memory system is

smaller than with the Round-robin and Random physical distributions.

To better understand the reasons behind the observed overheads, in Figure 3.11

we present the typical time pattern per process for the Uniform, Round-robin, and

Random physical distributions and the five logical distributions; each bar is a collection

of 1,024 thin bars, one per each process. For each subfigure, each process time in the

two bars is normalized with respect to the longest process time for both GlobalToLocal

and LocalToGlobal. This approach allows us to better compare the two variations.

Figure 3.11 shows that overheads have two components: (1) a much larger component

that is present in GlobalToLocal only and is due to load imbalance and (2) a smaller

component that is present in both variations and is due to a collective communication

embedded into MapReduce-MPI when synchronizing all the processes. This is visible

in the figure where thin black lines (corresponding to the Reduce phase) at the top of

the bars are observed in one dense cluster 1D and two dense clusters 2D for one and

84



two processes, respectively, that perform most of the reduce task (i.e., the aggregate

operation on the extracted properties). During this time, the remaining processes

sit idle until the Reduce step is completed. For the one sparse cluster 1S and two

sparse clusters 2S scenarios and GlobalToLocal, we still observe load imbalance (in the

form of drifting lines at the top of the bars) but in a smaller proportion compared

with one dense cluster 1D and two dense clusters 2D. This time, multiple processes

across multiple nodes perform the aggregation operation on more dispersed properties.

The synchronization time for the 1,024 processes is similar for the two variations, is

negligible compared with the other overhead component in GlobalToLocal, and can

take up to 20% of the total time in LocalToGlobal. Both Figures 3.10 and 3.11 convey

the important findings that LocalToGlobal is able to perform implicit load balancing

regardless of the logical and physical data distributions.
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Figure 3.11: Per process times normalized with respect to the longest process per
experiment for the Uniform, Round-robin and Random physical distri-
butions.
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Large-scale study: Because at the small scale, the GlobalToLocal variation ex-

hibits substantial loss in scalability but the LocalToGlobal variation exhibits constant

performance independent of the logical and physical distributions, at the large scale

we focus only on LocalToGlobal. We compare and contrast the weak scalability of

this search variation on Fusion when the data size increases from 128 GB (50 million

ligands) to 2 TB (800 million ligands) while the number of nodes increases from 16

nodes (128 cores) to 256 nodes (2,048 cores). In our study, we use a single MPI process

per core and a fixed data size per core of 1 GB. In our tests, we consider the five differ-

ent logical distributions (i.e., 1D, 1S, 2D, 2S, and UN) and the Round-robin physical

distribution.

In our performance analysis, we consider both the total execution time and its

time main components (i.e., Map, Shuffle, and Reduce times). Each test is repeated

three times; the measurements reported are average values. Figure 3.12 shows the aver-

age runtime in seconds and its variation across the three runs when using an increasing

number of nodes on Fusion. We observe that as the number of nodes increases, the Map

and Reduce times stay constant while the Shuffle times increase and eventually dom-

inate the overall execution time. The Map and Reduce times are computation times.

When studying weak scaling, the computation work per node is fixed; thus, we observe

a constant behavior. However, the Shuffle times are associated with communication

times during which either metadata (in the case of GlobalToLocal) or property aggre-

gates (in the case of LocalToGlobal) are moved across nodes. The MapReduce-MPI

library uses MPI Alltoallv for communication; when the size of data and the number

of processes increase, the communication overhead increases. At a smaller scale (i.e.,

on 16 nodes on Fusion), the execution times do not vary across the different logical

metadata distributions; this result is consistent with what we observed on Gordon

when using its 64 nodes. At a larger scale (i.e., when using 256 nodes), however, the

execution times (mainly Shuffle times) vary with the logical distribution. Specifically,

dense metadata (i.e., 1D and 2D) has smaller execution times (and associated Shuffle

times). On the other hand, sparse metadata (i.e., 1S, 2S, and UN) has larger execution
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times (and associated Shuffle times). This phenomenon is not observed at the small

platform scales on Gordon or Fusion with only 16 nodes.
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Figure 3.12: Averaged execution times in seconds and their variations cut down in
Map, Shuffle, and Reduce times on Fusion with number of nodes ranging
from 16 to 256.

To further investigate what causes the runtime variance, we look at the time

breakdown of the Shuffle times. Specifically, we measure the average time taken by

four consecutive shuffling calls in LocalToGlobal. The selection of four shuffling calls

is based on empirical observations in our previous work [29] suggesting that we can

represent each metadata point in the N-D space with a key that is 15 digits long (Nkey

=15). Consequently, our search along the tree nodes explores four levels of the tree and

performs four shuffling calls, as described in detail in Section 3.3.2. Table 3.2 shows

the four levels explored in our search for the five logical distributions.

Figure 3.13 shows the average execution times over three runs and the associated

variability for the different logical distributions when searching the larger dataset on

256 nodes of Fusion. In the figure, we observe how in the first shuffling call, 1D and 2D
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Figure 3.13: Averaged Shuffle times and their variations for the four shuffling calls
and the five distributions on 256 nodes of Fusion.

distributions take less time than the 1S, 2S, and UN distributions do. In this shuffle

phase, every compute node counts the octants at Level 8. All the octkeys starting

with the same 8 digits (e.g., 00000000, 00000001, 00000002) are at the same level, and

potentially there are 88 many possible octants. In the 1D and 2D distributions, since

the metadata populates only a small region of the space, there are fewer octants to

count, so the scalar property aggregates that need to be communicated are smaller. In

the 1S, 2S, and UN distributions, the metadata populates a larger number of tree nodes;

thus, the scalar property aggregates that need to be communicated across nodes are

larger. This phenomenon ultimately results in higher Shuffle times. The second, third,

and fourth Shuffle phases explore different levels of the tree depending on whether a

dense octant is found or not at Level 8. Specifically, in their second Shuffle, 1D and 2D

explore Level 12 of the tree (i.e., move down); this exploration results in more octants

to explore, larger messages to exchange, and longer Shuffle times compared with the

first Shuffle phase at Level 8. However, 1S, 2S, and UN explore Level 4 of the tree (i.e.,
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move up); this results in fewer octants to explore, smaller messages to exchange, and

shorter Shuffle times compared with the first Shuffle.

In the third shuffling call, 1D and 2D explore Level 10 (i.e., move up); this

Shuffle deals with fewer octants compared with the second Shuffle and, ultimately,

shorter Shuffle times than at Level 12. This is not the case for 1S and 2S that explore

Level 6 (i.e., move down); this level has more octants and thus requires longer Shuffle

times compared with the second Shuffle at Level 4. During the third Shuffle, UN

explores Level 3; this is associated with fewer octants and shorter Shuffle times than

the second Shuffle phase at Level 4. In the fourth shuffling call, 1D and 2D explore

Level 9 with its smaller number of octants compared with the previous shuffling calls

and consequently requires shorter Shuffle times. 1S and 2S explore Level 5 with fewer

octants compared with the third shuffling call and shorter Shuffle times. UN explores

Level 2; this level has fewer octants than does the previous shuffling call and requires

shorter Shuffle times.

Empirically we observe how, at the large scale, communication times associated

with shuffling calls are related to two factors in the search process: (1) the tree level to

explore in the shuffling call (i.e., the deeper the level, the more the number of octants

and the longer the Shuffle times) and (2) the metadata distribution. For the latter

factor, distributions where the metadata populates a smaller space (e.g., 1D and 2D)

exhibit Shuffle times that are smaller than distributions where metadata populates a

larger space (e.g., 1S, 2S, and UN). Moreover, while at small scales the LocalToGlobal

variation of our search does not show any sensitivity to the logical distributions, this

situation is no longer true at the larger scales. Thus, this study outlines the limits of

our approach for loosely convergent simulations (i.e., 1S and 2S) and for not convergent

simulations (i.e., UN); for the datasets generated by these simulations new algorithms

are needed to archive scalability at the large scale.

Data scalability : To evaluate the scalability of our method for tightly convergent

simulations with growing data sizes (e.g., 1D and 2D), we consider a synthetic dataset

of ligand conformations sampled with Docking@Home for the 1dif ligand-HIV protease
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complex. The dataset is built so that it exhibits a strong convergence towards a single,

dense cluster (1D). For this dataset, we compare and contrast the execution times of

a hierarchical clustering presented in [27] and discussed in Section 3.2.1 versus our

N-D clustering [86]. The hierarchical clustering is performed on a dedicated cluster

such as Geronimo; the N-D clustering is performed on a larger shared cluster such as

Fusion. We use the 3-D metadata as an example since empirically we observed that

3-D and 6-D metadata have similar performance results. The time reported for the

hierarchical clustering is the execution time on up to 8 nodes of Geronimo and includes

both communication time, in which the distributed dataset is sent to a centralized node

through InfiniBand, and analysis times, in which the hierarchical clustering performs

comparisons of the conformations’ geometries. Data ranges from 0.5 GB (200K ligand

conformations) to 4 GB (1.6 million ligand conformations). The time reported for the

N-D clustering is the total time for the MapReduce-MPI key steps including Map,

Shuffle, and Reduce times on Fusion. The number of Fusion’ s nodes ranges from 8

to 256 and the data range from 4 GB (1.6 million ligand conformations) to 2 TB (800

million ligand conformations). Figure 3.14 shows the results of this comparison. In
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Figure 3.14: Performance comparison of our distributed clustering vs. the hierarchi-
cal clustering when the size of data increases.

the figure, we observe that the hierarchical clustering is not able to scale out to more

than a dataset of 4 GB (1.6 million ligand conformations) and 8 nodes due to the

fact that it needs to move the whole distributed dataset onto one node, and performs
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all-to-all comparisons among the conformation records on that node. The type of

comparison (i.e., the computation of the root-mean-square deviations among all the

conformations) quickly fills the node’s memory. A comparisons of the times for the

hierarchical clustering for the 4 GB dataset versus the N-D clustering for the same

dataset reveals a performance speedup of 400X for our analysis method. Specifically,

the same type of analysis on the identical dataset is performed in 1999 seconds by the

hierarchical clustering and in 5 seconds by our N-D clustering.

The study of the weak scalability on Fusion when the number of conformations

increases from 25 million ligands (64 GB) to 800 million ligands (2 TB) and the number

of nodes increases from 8 nodes (64 cores) to 256 nodes (2,048 cores), reveals that

our analysis of the pharmaceutical dataset of interest scales up to 500X in data size.

Specifically, the hierarchical clustering can deal with up to 4 GB of data without

encoring in substantial slow down due to memory swap, while the N-D clustering can

deal with up to 2 TB of data without encoring into major slow down due to the iterative

exchange of densities in the MapReduce-MPI shuffle phase.

3.5 Accuracy

3.5.1 Platform

The accuracy tests are executed on the Geronimo cluster at the University of

Delaware; the cluster is described in Section 3.4.1. Geronimo mounts the real datasets

generated by Dockign@Home and thus provides easy access to the data generated at

runtime.

3.5.2 Datasets

To assess the accuracy of our proposed method, we run docking trials on Dock-

ing@Home for 23 protein-ligand complexes for HIV protease (an aspartic acid protease

protein), 21 protein-ligand complexes for Trypsin (a serine protease protein), and 12

protein-ligand complexes for P38alpha kinase (a serine/threonine kinase protein) over

five years. Figure 3.15 shows the three proteins. For each protein-ligand complex,
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deactivating the Trypsin-like protease and are, therefore, potential agents capable of

stopping the spread of breast cancer [24].

P38alpha is the most flexible protein among the three proteins considered.

P38alpha is also known as SAPK2a and MAPK14. It is involved in the regulation

of cellular stress responses as well as the control of proliferation and survival of many

cell types. Several promising compounds that inhibit P38alpha are being investigated

as potential therapies for arthritic and inflammatory diseases [81].

3.5.3 Results and discussion

We study three key aspects in our accuracy tests: (1) the accuracy of our

methods versus an accurate but not scalable method (i.e., our previous work based on

probabilistic hierarchical clustering [27]) and a scalable but not accurate method (i.e.,

the näıve selection approach based on only the lowest conformation energy [27]); (2)

the impact of the different mappings on the accuracy when using our method; and (3)

the impact of the different density thresholds on our N-D search and selection.

For each protein, its accuracy is the number of complexes with captured near-

native conformations over the total number of complexes for that protein. Note that a

near-native conformation has an RMSD from the experimentally observed conforma-

tion that is smaller than or equal to two angstroms (Å). For our clustering, we apply

the three mapping methods described in Section 3.3 (i.e., 3-D, 3-Dlog, and 6-D map-

pings) to the real Docking@Home data and reduce the ligand geometries into metadata

points. We compare and contrast the three mappings as they allow us to progressively

capture a richer range of aspects related to the ligand geometry and location in the

protein pocket. We consider two criteria when selecting the density threshold (i.e., the

minimum number of metadata points in the tree nodes selected by the N-D search).

The first criterion is to set the density threshold to a fixed number equal to 500 meta-

data points. In other words, we always select the densest tree node with at least 500

ligand conformations (i.e., octant in the case of the 3-D and 3-Dlog mappings or 6-D

subspace in the case of the 6-D mapping). The second criterion is to set the density
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threshold equal to 0.5% of the number of ligands conformations in each protein-ligand

complex dataset. For example, when the dataset contains 100,000 ligand conforma-

tions, the density threshold for this dataset is 500 points. When the dataset contains

500,000 ligand conformations, the density threshold for this dataset is 2,500 points.

In both cases, we capture a near-native conformation if the arithmetic median of the

conformations associated with the metadata point in the selected tree node is below

or equal to two Å. The use of the median is preferred as the accuracy metric over the

mean because it is less affected by extreme values, although the majority of our overall

results are not very sensitive to whether the median or mean is used for selection [36].

For the probabilistic hierarchical clustering, the distance metric used to cluster

each ligand is the RMSD of its atom coordinates versus all the other ligands already

in the cluster. If a simulation converges, then the largest cluster with lower internal

variance is likely the cluster that contains more near-native conformations. We cap-

ture a near-native conformation if the centroid of the selected cluster is a near-native

conformation [27]. For the energy-based approach, we consider 100 D@H conforma-

tions selected based on their lowest energy versus the same crystal structure, which we

denote as the näıve approach. Here, we identify the near-native conformation if the

arithmetic median of the lowest energy conformations is below or equal to two Å.

When using our method, the probabilistic hierarchical clustering, or the energy-

based approach, we perform the clustering and selection of the near-native candidates

without using any information on the crystal structures available for the complexes.

The crystal structures play an important role only in the validation phase when, for

each complex, we calculate the RMSD of the clustering candidate with respect to its

crystal structure. Table 3.3 summarizes the accuracy of the three approaches: (1) our

method (N-D clustering) with a fixed density threshold equal to 500 and with density

threshold equal to 0.5% of the dataset, (2) the probabilistic hierarchical clustering, and

(3) the energy-based approach.

Clustering methods: N-D, hierarchical, energy-based : When comparing our

methods with the two more traditional methods in Table 3.3, we observe how, for
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all three proteins (i.e., HIV protease, Trypsin, and P38alpha), our N-D clustering al-

ways gives better accuracy. In particular, for the HIV protease, our clustering (using

3-D, 3-Dlog, or 6-D mappings and the two density threshold selection criteria) captures

all the 23 near-native conformations (100%); the probabilistic hierarchical clustering

method captures 20 of the 23 near-native conformations (87.0%); and the energy-based

approach is able to identify only 8 of the 23 near-native conformations (34.8%). For

Trypsin, our clustering captures 17 of the 21 near-native conformations (81.0%); the

probabilistic hierarchical clustering method captures 16 of the 21 near-native confor-

mations (76.2%); and the energy-based approach identifies only 5 of the 21 near-native

conformations (23.8%). For the P38alpha kinase, our clustering captures 10 of the 12

near-native conformations (83.3%); the probabilistic hierarchical approach captures 6

of the 12 near-native conformations (50.0%); and the energy-based approach identifies

1 of the 12 near-native conformations (0.8%).

Metadata mapping: 3-D vs. 3-Dlog vs. 6-D : When mapping the ligand con-

formation into metadata using the three mapping techniques, we find no clear winner

between the 3-D and the 6-D mappings when considering the HIV and P38alpha pro-

teins, as shown in Table 3.3. In particular, for the HIV protease, the 3-D and 6-D

mapping methods capture 21 of the 23 near-native conformations (91.3%) and 23 of

the 23 near-native conformations (100%) using a density threshold equal to 500, re-

spectively, and capture both 100% near-native conformations using a density threshold

equal to 0.5% of the dataset, respectively. For the P38alpha protease, the 3-D and

6-D mapping methods capture 9 of the 12 near-native conformations (75%) and 10

of the 12 near-native conformations (83.3%) using a density threshold equal to 500,

respectively, and capture both 83.3% near-native conformations using a density thresh-

old equal to 0.5% of the dataset, respectively. These overall tendencies can be due to

the fact that the ligands docked in these proteins’ pockets are long and with a high

degree of freedom. We note that the docking pockets considered in Docking@Home are

relatively small and known a priori. If this were not the case (e.g., we deal with large

docking regions and we do not know the exact location where the ligand conformation
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is docked), then we would expect that a 6-D mapping was the right approach to pur-

sue with our method. When dealing with a relatively rigid protein such as Trypsin,

however, we observe that the ligands are relatively small and rigid (with very low de-

grees of freedom). In this case, the 3-Dlog mapping method achieves better accuracy

than the 3-D and 6-D methods achieve. In particular, for the Trypsin protease, the

3-Dlog mapping method captures 16 of 21 (76.2%), and 17 of 21 (81.0%) near-native

conformations using the two density threshold selection criteria.

The reduced flexibility of ligand conformations in the pocket explains why the

3-Dlog mapping works well for ligands docking in the Trypsin protease but not for

ligands docking in the other two proteins. The ligands docked into Trypsin are very

small and with limited flexibility as the protein itself is rigid. When a small and rigid

ligand conformation is in a near-vertical position in a pocket, its slope is very large. If

the conformation position slightly changes, the slope also changes significantly, because

of the projections. In the case of Trypsin, some near-native conformations may have

similar shapes and be in near-vertical positions, and their slopes may differ to the

extent such that the mapping may not result in a dense enough subspace containing

the metadata. By taking the log of the slopes, we slow the slope differences when

dealing with vertical ligand conformations.

As an example, Figure 3.16 and Figure 3.17 show the 3-D metadata obtained

by using the 3-D mapping and the 3-Dlog mapping respectively for ligand 1c2d from

protein Trypsin using 10,000 ligand conformations. Figure 3.16(a) shows the set of

metadata obtained by using 3-D mapping. The points in cyan have RMSD less than

8 Å but larger than 2 Å, the points in pink have RMSD less than 2 Å but larger

than 1 Å, and the points in red have RMSD less than 1 Å. The black subspaces

denote the subspaces with densities larger than the 0.5% threshold. The deepest black

subspace contains the ligand conformations identified by our clustering. As shown in

Figure 3.16, many of the near-native metadata points (i.e., red points) have larger

absolute coordinates values (i.e., in a near-vertical position). The red metadata points

are spread out in the subspace to the extent that they do not form a dense-enough
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We evaluate the performance of our method on 64 nodes of Gordon at the San

Diego Supercomputer Center and on 256 nodes of Fusion at Argonne National Labora-

tory, considering fifteen scenarios by combining five different clustering configurations

and three physical distributions of the data. At a smaller scale of 64 nodes of Gordon,

our method shows that when exchanging smaller messages of scalar property aggre-

gates in the LocalToGlobal variation, the execution time is not sensitive to metadata

distributions in the datasets: it varies only 3.4% across the five logical distributions.

The GlobalToLocal variation, on the other hand, is sensitive to the metadata distribu-

tions. At a larger scale of 256 nodes of Fusion, our method shows that the data shuffle

stage dominates the execution time, and the Shuffle time is affected by the metadata

distribution as well as the level of trees explored in the N-dimensional tree. From the

point of view of the scalability, our method is approximately 400X faster in execution

and can analyze approximately 500X larger datasets compared with the hierarchical

clustering, because it does not require any direct movement and comparisons of ligand

conformations.

The accuracy results on 56 ligands docking in 3 proteins (i.e., HIV, Trypsin,

and P38alpha) show that our method can achieve 100%, 81.0%, and 83.3% clustering

accuracy, respectively, whereas the hierarchical-based clustering achieves 87.0%, 76.2%,

and 50.0% clustering accuracy and the energy-based scoring achieve only 34.8%, 23.8%,

and 0.8% accuracy.

Future work : Future work lies in two directions: (1) investigate how to auto-

matically choose the best mapping method (i.e., 3-D, 3-Dlog, and 6-D) for individual

ligand based on various features of the ligand and the protein pocket, and (2) study how

to exchange and aggregate the partial densities more efficiently in the LocalToGlobal

variation at the extreme scale when the metadata is not tightly converged.

For the first research direction, we empirically observed that for relatively rigid

proteins such as Trypsin, and for ligands such as 1c2d whose crystal structure is in

near-vertical position in the x, y, or z dimensions inside the docking pocket, the 3-

Dlog mapping method tends to produce results with higher accuracy. However, for
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relatively flexible proteins such as P38alpha, and for relatively long and flexible (with

high degrees of freedom) ligands, the 3-D and 6-D mapping methods achieve better

accuracy. Moreover, when considering docking pockets that involve large regions for

which the exact docking location is not known a priori, the 6-D mapping method can

potentially give higher accuracy because it takes into consideration the ligand positions

in the docking pocket as well as the ligand shape and orientation. Future work should

study automatic techniques to quantify the accuracy of the 3-D, 3-Dlog, and 6-D

mappings for various types of ligands and protein pockets at runtime and without the

scientist’s intervention.

For the second research direction, in our large-scale performance study, we ob-

served that the Shuffle times, in which the partial densities of subspaces (i.e., scalar

property aggregates) are communicated, is affected by the logical distributions of the

metadata. In other words, when data loosely converge, the Shuffle times are responsible

for performance decays. Moreover, at the largest scale (i.e., 2,048 compute cores), the

Shuffle times take up more than half of the total execution time. Future studies should

investigate how to minimize the communication times associated with the shuffling

calls. One possibility is to consider both the metadata distribution and the topology

of the nodes when shuffling calls are performed. Instead of exchanging densities among

nodes based on the N-D subspace identifiers, we envision a shuffling phase that ex-

changes densities among topologically close nodes. Another possibility is to design a

more efficient and scalable library than MapReduce-MPI to communicate data among

compute nodes using advanced parallel computing techniques such as overlapping com-

munication with computation and multithreading.
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Table 3.2: The four levels explored in our tree search for the five logical distributions
when representing each point with a 15-digit key.

Logical Shuffle
Distribution I II III IV
1D 8 12 10 9
1S 8 4 6 5
2D 8 12 10 9
2S 8 4 6 5
UN 8 4 3 2
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Chapter 4

CLUSTERING OF PROTEIN FOLDING TRAJECTORIES

Protein folding simulations search for trajectories leading to conformations close

to the native (folded) protein structure originating from an unfolded conformation.

During the folding process, the protein changes its conformations into what are called

meta-stable and transition stages. In a meta-stable stage, consecutive protein confor-

mations have similar geometric shapes and thus display small structural variations.

In a transition stage, consecutive protein conformations change from one meta-stable

stage to another and thus exhibit large structural variations. The study of folding

trajectories includes intra-trajectory analysis, which aims to identify meta-stable and

transition stages, and inter-trajectory analysis, which studies the ability of multiple

trajectories to explore overlapping folding space and eventually converge to the same

conformation. Traditionally, both intra-trajectory and inter-trajectory analysis meth-

ods follow a centralized approach that moves the trajectory datasets to one centralized

node and processes the data only after the simulations are complete.

The third analysis problem in this thesis is to identify recurrent patterns in the

folding trajectories locally, without moving the trajectory datasets. To this end, we

consider each protein conformation in the trajectory in isolation and extract its geo-

metric shape as a single 3-D metadata point consisting of the three largest eigenvalues

of the atoms’ distance matrix. A hierarchical fuzzy c-means clustering is performed on

subsets of local metadata points to map a trajectory’s subsegment into meta-stable and

transition stages. The performance and accuracy study of the method are performed

on the 207 GB folding trajectory dataset of the protein HP-35 NleNle (i.e., a variant of

the villin headpiece subdomain containing alpha helix) and 5.4 TB folding trajectories
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of the protein BPTI (i.e., bovine pancreatic trypsin inhibitor containing both alpha

helix and beta sheet).

The rest of this chapter is organized as follows. Section 4.1 gives background in-

formation on protein folding trajectories, the intra- and inter-trajectory analysis prob-

lems, and the Parallel MATLAB framework. Section 4.2 reviews the related work on

traditional approaches for trajectory analysis and other big data analysis problems in

MapReduce. Section 4.3 presents the methodology. Sections 4.4 and 4.5 present the

performance scalability and accuracy evaluation on the NleNle and BPTI datasets,

respectively. Section 4.6 summarizes the research results and discusses future work.

4.1 Background

4.1.1 Protein folding trajectories

Protein folding simulations generate trajectories that reveal ensembles of diverse

structures as well as folding kinetics involved in actual protein folding process. During

the folding process, the protein changes its conformations into what are called meta-

stable and transition stages. In a meta-stable stage, consecutive protein conformations

have similar geometric shapes and thus display small structural variations. In a tran-

sition stage, consecutive protein conformations change from one meta-stable stage to

another and thus exhibit large structural variations.

With the power of high-performance computing platforms, folding trajectories

are generated in large scale on large distributed memory systems. For a typical trajec-

tory dataset, each trajectory is divided into consecutive frames. Each frame contains

a fixed number of consecutively sampled protein conformations during the simulation.

Each frame is generated and stored separately on the node of the distributed memory

system. Ideally, the analyses of such trajectory datasets should be in a distributed

fashion as are the generation and storage of the datasets.
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4.1.2 Intra- and inter-trajectory analysis

Molecular dynamics (MD) simulations generate large datasets of folding trajec-

tories of biomolecules such as proteins. The trajectories explore a large conformational

space of protein structures and thus provide information for investigating the structure-

function relationship, which is essential in protein folding studies. By looking at the

groups of conformations that share similar geometric features and the transitions be-

tween these groups, scientists can learn more about the protein folding process. Such

knowledge has many practical applications including a better understanding of protein

misfolding and of how to speed drug design for certain related diseases [22].

The study of folding trajectories includes intra-trajectory analysis, which aims to

identify meta-stable and transition stages, and inter-trajectory analysis, which studies

the ability of multiple trajectories to explore overlapping folding space and eventually

converge to the same conformation. The analyses typically rely on clustering techniques

and can reveal important information about structural ensembles and the pathways a

protein can go through during its folding process.

4.1.3 Parallel MATLAB

As a high-level scripting language, MATLAB has been considered an inefficient

language for high-performance computing(HPC) [52]. Recently, however, because of

the advances in its memory model and its finer programming granularity, Parallel

MATLAB has emerged as a suitable language for HPC, as suggested by the HPC com-

munity in a spring 2013 meeting at Argonne National Laboratory [53]. Today, several

supercomputers support Parallel MATLAB, including Gordon, the SDSC cluster used

for our tests.

In Parallel MATLAB, users can launch parallel jobs, comprising a set of tasks,

in what is called a client session. This session usually runs on the local machine used by

the programmer. Launched jobs are submitted to a cluster or supercomputer to execute

the tasks on its processors. Each MATLAB session running a task on a processor is

called a worker. MATLAB provides the user with the functionality to define jobs
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and tasks. A job represents an abstraction of the application to be solved through

the execution of multiple tasks. Tasks are blocks of code with specific functionalities.

For example, consider an application performing matrix multiplication over very large

matrices. In this case, a job is the matrix multiplication, and tasks are identical

sets of operations performed over partitions of data in which the multiplication was

decomposed. As another example, consider a classifier exploiting functional parallelism.

In this case, the tasks are different processing units including the preprocessing of the

data and the training module. To showcase that our method does not depend on a

particular MapReduce library or framework, we implemented our method in Parallel

MATLAB.

4.2 Limits of Current Practice

4.2.1 Traditional methods for trajectory analysis

When performed in a distributed fashion, trajectory analysis targets simple

properties such as the number and position of ion molecules that permeate a channel.

For example, Tu et al. proposed a parallel framework called HiMach to analyze long

MD trajectories [80]. HiMach’s scalable and user-friendly MapReduce-style program-

ming interface exclusively analyzes simple statistical data of long trajectories in which

the analysis operation is naturally parallel. In contrast, our work considers more so-

phisticated geometric features of protein conformations on large datasets in which the

analysis operation is traditionally considered as naturally centralized.

Another group of research efforts focuses on various statistical information of

folding trajectories. Work in this direction includes Ensign et al. [26] and Shaw et

al. [69]. Ensign et al. investigated the heterogeneity in folding trajectories by looking

at selected characteristics such as the RMSDs of the alpha helices between sampled

protein conformations and the energy-minimized native structure. Shaw et al. studied

the atomic-level of protein structure dynamics by looking at the RMSDs as well as

other statistics of sampled protein conformations characterizations (e.g., computational

f-values for selected mutants, survival probability distributions for the internal water
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molecules of a protein). In our work, we focus on the more complex geometric shape

for groups of conformations in the trajectory without making reference to the native

structure.

More sophisticated trajectory analyses, such as the intra-trajectory and inter-

trajectory analysis considered in this thesis, are traditionally centralized, target small

protein molecules, and work for short folding trajectories. Algorithmically the analysis

requires constructing a centralized dissimilarity matrix using all the trajectory data,

reducing the dimensionality of the matrix, and then clustering the low-dimensional

matrix. The work of Best el al. and Phillips et al. follows this method [58, 7]. In

general the centralized nature of the algorithms in Best el al. and Phillips et al. make

their analysis inefficient when dealing with large proteins and long trajectories. Our

work differs from these approaches in three ways. First, it considers and supports the

analysis for sophisticated protein conformations; we look at the protein HP-35 NleNle

(i.e., a variant of the villin headpiece subdomain) with 35 amino acids, whereas Best

et al. focused on a single molecule with only three amino acids. Second, we use the

real folding trajectories of the protein HP-35 NleNle for validation, in contrast to the

synthetic folding trajectories used in the work of Phillips et al. Third, our work exhibits

high scalability, whereas the work of both Best el al. and Phillips et al. does not.

4.2.2 Other big data analysis problems

More general big data analysis problems can be categorized as small analytics

on big volumes of data and big analytics on big volumes of data [82]. Small analytics

refers to running simple count, sum, min, max and average operations. The operations

are usually data parallel and extract simple statistical information from large amounts

of data. For these problems, there are multiple research efforts using in-situ analysis to

improve performance. For example, Bennett et al. introduced a hybrid approach that

combines in-situ and in-transit processing for extreme-scale scientific analysis such

as topological analysis, descriptive statistics, and visualization [6]. Their approach

requires dealing with the in-transit overhead, however, whereas our method enables
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purely in-situ data analysis without the overhead of in-transit operations. The work

of Lakshminarasimhan et al. is another relevant example [44]. Their work combines

in-situ data encoding and index generation techniques exclusively for efficient query

processing. Arguably, this approach reduces the time to generate indexes and thus

indirectly reduces the time to analysis. Our work, however, enables efficient in-situ

analysis for geometric shape analysis without the need for indexing.

Big analytics refers to data clustering, regression, machine learning, and other

more complex operations. For these big data analyses, several research efforts have

focused on improving the performance of the analysis methods by reducing data move-

ment across nodes. For example, as discussed in Section 3.2.2, Cordeiro et al. optimized

a density-based clustering approach by finding a trade-off between disk I/O and net-

work communication [18]. The three algorithms presented in their work rely on local

clustering of subregions and the merging of local results into a global solution. The

algorithm requires iterative data reading from disk. In contrast, our method performs

only a single-pass analysis on the whole dataset. The work of Liu et al. is another

example of big analytics methods with the same goal of reducing data movement [48].

Their work caches sub-results of tasks for later use in order to reduce data movement;

therefore, it is more efficient when a large number of tasks share the same subtasks

and use the same sub-results. On the other hand, our work considers how to reduce

data movement in the context of a single task (i.e., the intra- and inter-analysis for

the whole dataset). To the best of our knowledge, our work is the first to rethink

and redesign the analysis method on large-scale protein folding trajectories in order to

provide a one-pass, distributed online, in-situ data analysis.

4.3 Methodology

The method of identifying recurrent patterns in folding trajectories of proteins

consists of two steps. Given a trajectory composed of frames generated in a dis-

tributed fashion and containing up to 400 consecutively folding protein conformations,
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amount of variations in the data associated with the corresponding eigenvector [8]. In

this case we use the information contained in the leading eigenvalues to summarize the

conformational features of the protein at a given time in the folding process. Thus, we

are able to reduce the protein dimensionality into a single point in the 3-D Euclidean

space. In other words, the three eigenvalues represent the variance or curves of the

backbone atoms with respect to each other in the protein’s alpha helices or beta sheets.

Figure 4.2(c) shows the three eigenvalues and eigenvectors obtained for the matrix in

Figure 4.2(b). The figure also shows the reduced representation of the protein confor-

mation into the 3-D point. In summary, the method maps each protein conformation

from 3∗M atom’s coordinates to 3∗1 floating-point numbers. It performs the mapping

for each conformation in a frame separately from the other mapped conformations in

a concurrent manner.

By mapping geometries into single 3-D points and working on the points rather

than the trajectory frames, we hypothesized that close 3-D points in the new three-

dimensional space were generated by similar protein conformations in the original fold-

ing trajectory. We empirically validated this hypothesis using the whole villin dataset

consisting of 451 trajectories. Each trajectory contains around 30K protein conforma-

tions. For each trajectory, we performed a two-sided Pearson correlation coefficient test

on the following two variables: RMSDdm and RMSD3D. RMSDdm is the RMSD be-

tween the distance matrix of the crystal structure and the distance matrix of each pro-

tein conformation in the whole trajectory. Similarly, RMSD3D is the RMSD between

the 3-D point of the crystal structure and the 3-D point of each protein conformation

in the whole trajectory. As discussed in Section 3.3.1, Pearson coefficients can fall in

the range of [-1, 1]. A value close to -1 means that there is a strong negative linear

correlation between the two variables in a test. A value close to 1 means that there is a

strong positive linear correlation between the two variables in a test. More specifically,

a value equal to or larger than 0.7 denotes a strong linear correlation, and a value

between 0.5 and 0.7 denotes a moderate linear correlation [73]. In our case, if the 3-D

points that are close together have similar protein conformations, we should observe
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a linear correlation between the two variables RMSDdm and RMSD3D. As shown in

Table 4.1, in 341 of the 451 trajectories (i.e., 75.6%), the RMSD3D and RMSDdm are

strongly correlated. In 78 of 451 (i.e., 17.3%), the two variables are moderately corre-

lated. In all, we empirically observed that in 92.9% of the trajectories, our method is

effective in maintaining the conformational information.

Table 4.1: Number of trajectories with Pearson coefficient (co) in range for the 451
trajectories

Condition co ≥ 0.7 0.7 > co ≥ 0.5 0.5 > co
Count 341/451 (75.6%) 78/451 (17.3%) 32/451 (7.1%)

4.3.2 Clustering of meta-stable and transition stages

As the folding evolves, the protein changes between meta-stable and transition

stages. Each frame composing a trajectory may contain up to 400 protein confor-

mations that can be clustered into one or more of these two stage categories. Rather

than clustering the 400 conformations based on their N atomic coordinates, our method

works on the 400 3-D points generated above, each of which represents a protein confor-

mation, and then computes the probability that each point belongs to a meta-stable or

transition stage within a frame. Probabilities are computed by using a fuzzy clustering

technique. More specifically, the method uses a hierarchical fuzzy c-means clustering

to classify the points into meta-stable and transition stages for each local frame. By

taking all the 3-D points in one frame as input, the method partitions the points into

two stages using the fuzzy c-means algorithm [14]. From here each point has a certain

probability of belonging to one of two initial stages. The points that do not strongly

belong to either stage (probability < 0.6) are removed. Our method then performs a

Welch’s t-test with p-value less than 0.01 to assess the equality of the two stages. If

the two stages are equal according to the t-test, then the classification process finishes

having identified one single stage within the frame. If the two stages are not equal, then
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the stage with more points inside is selected as the new input. The method iterates

using the new input throughout the process by mapping the selected points into two

new stages, removing those points that do not strongly belong, and testing the equality

of the two stages. For each identified stage, the method selects the 3-D point with the

highest probability to be the representative of this stage and renames it as such. The

method also computes a within-cluster or intra-cluster variance, which is basically the

squared distance from each point in the stage to the representative [54]. The method

then uses the within-cluster variance to automatically classify stages into meta-stable

or transitional. Empirically we observed that when the variance is less than 100, the

stage can be classified as meta-stable; otherwise, the stage can be classified as transi-

tional. As a result, we partition the frame conformations into stages by using only the

generated 3-D points.

Figure 4.3(a) shows the 400 3-D points in one frame of the folding villin. The

points are colored to change from blue to red to show the simulation advancing from

time step 1 to time step 400. Figure 4.3(b) shows the three stages (clusters) for the

same frame identified by our method; in this figure, all points belonging to the same

color correspond to a single stage. The method also selects one conformation within

each cluster as a representative of the associated stages (black diamond marks in the

figure). Figure 4.3(c) maps back the three stages to the 400 conformations in terms

of the root mean square deviation (RMSD) of each folding conformation from the

folded protein observed with crystal structure techniques. More specifically, the x-axis

represents the 400 protein conformations as the simulation steps proceed, and the y-

axis represents the RMSD of each conformation with respect to the crystal structure.

The asterisks mean that the given stage is a meta-stable stage, while the crosses mean

that the given stage is a transition stage.

In order to rebuild the global knowledge of the trajectory stages (intra-trajectory

analysis) as well as to explore overlapping structural phase space of all the trajectories

(inter-trajectory analysis), the local knowledge collected with the two steps described

above is ultimately collected into a global knowledge on a single node by using a
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Figure 4.3: 3-D points in one frame sorted based on the time generation of the asso-
ciated conformation (a); the three clusters and representatives identified
by our method (b); and the mapping of the stages back to the folding
conformation RMSDs from native protein conformation (c).

reduction operation. In intra-trajectory analysis, the global knowledge comprises the

representatives for each stage in each frame and the stage classifications indicating

whether it is a meta-stable or a transition stage. In inter-trajectory analysis, the

global knowledge comprises the representative 3-D point of each stage in all the frames

of all the trajectories. The reduction operation enables scientists to reconstruct a

global knowledge of the trajectories from the metadata with limited data storage and

movement.

4.3.3 Integration of the clustering algorithm into Parallel MATLAB

We implemented the MapReduce-style framework in Parallel MATLAB. As re-

call from Section 4.1.3, Parallel MATLAB supports the concept of job and tasks. A

job consists of a set of tasks that can be executed in parallel. Users submit the job to

the distributed memory system (e.g., the Gordon supercomputer), and the set of tasks

run in parallel on nodes of the system.

In our implementation, a MATLAB job is the intra- and inter-trajectory anal-

ysis on the whole trajectory dataset. The job comprises identical tasks executing in
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parallel for the three consecutive functional modules in our method (i.e., the confor-

mational feature extraction, the per-frame stage classification, and the rebuilding of a

global knowledge). When in execution, each worker performs the task on its own local

data. There is a reduction communication at the end of the tasks, in which represen-

tatives’ metadata of stages are sent to one node to rebuild the recurrent stages that

the trajectory goes through. Note that the representatives information is significantly

smaller comparing to the original trajectory dataset.

In our implementation, we take advantage of data parallelism whenever possi-

ble. For this purpose we use the SPMD constructions provided by MATLAB to enable

workers to automatically execute code blocks within SPMD keywords in parallel; each

worker operates on its local data assuring the one-pass, distributed online characteri-

zation of an in situ analysis.

4.4 Performance

4.4.1 Platform

The hardware platform used in this work is Gordon, which was also used for

the tests on the ligand datasets discussed in Section 3.4.1. Gordon provides support

for Parallel MATLAB execution. We use 16 Gordon compute nodes (i.e., 256 cores)

for our performance and accuracy tests.

4.4.2 Datasets

The dataset we are working with is the protein folding trajectories of a variant of

the villin headpiece subdomain (HP-35 NleNle) that was generated by Folding@Home

using the volunteer computing paradigm (i.e., a distributed memory system) [26]. The

villin protein contains 35 amino acids and 576 atoms. The whole dataset is available

to the public and consists of 451 trajectories, starting from nine initial conformations.

Each trajectory is segmented into multiple frames, which are each generated on inde-

pendent computers. The dataset has 19,483 frames, each containing 400 consecutively

folding conformations or snapshots. The whole dataset is 203 GB, and each frame is
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approximately 11 MB in size. In order to emulate the condition in which frames are

distributed in a scattered way across the nodes of Gordon, the dataset is distributed

on the compute nodes in a round-robin fashion.

4.4.3 Results and discussion

We study two important performance aspects of our method: first, whether it

meets the requirements of the in-situ analysis compared to traditional methods, and

second, whether it scales as both the data size and the number of cores grow.

Proposed distributed clustering vs. sequential clustering of Phillips : To assess

whether our method meets the requirements of the in-situ analysis, we compare its

performance with that of the traditional approach adopted in Phillips’ work, which

is the most recent and complete study of intra-trajectory analysis [58]. To ensure a

fair comparison, we rigorously implemented the algorithm presented in Phillips’ work

in Parallel MATLAB and exploited all the parallelism available in the algorithm. We

compared the two methods in terms of execution times, memory usage, and size of data

exchanged among nodes (i.e., the three main criteria that an in-situ analysis is expected

to meet). Because Phillips performs only intra-trajectory analysis on single trajectories,

we selected the longest trajectory in the dataset and considered its 50 frames and 20,000

protein conformations. Phillips’ method moves the 50 trajectories’ frames to one single

node and builds a dissimilarity matrix containing the distance between each pair of the

protein conformations in the whole trajectory. The method reduces the dimensionality

of the dissimilarity matrix and performs the k-mean clustering on the lower dimensional

matrix for different values of k. Since k is not known a priori and the selection of the

initial centroids can affect the accuracy of the clustering results, Phillips proposes to

use four values of k equal to 3, 5, 10, and 15 and perform each clustering with 10

random initial centroids. To maximize the parallelism in Phillips’ method, we ran

each k value with a set of random centroids in parallel by one MATLAB worker. The

40 partial results are ultimately reduced to a single node. In our method, the same

trajectory is processed by 50 MATLAB workers in parallel, and each worker operates
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on one of the 50 frames. The partial results are then reduced to a single node as in

Phillips’ method. We repeated the runs for both methods ten times and reported the

average values observed.

The performance results are shown in Figure 4.4, which includes the execution

times and shows how our method runs the intra-trajectory analysis in 41.5 seconds in

contrast to the 10,116 seconds (approximately 3 hours) that Phillips’ method required

to analyze the same trajectory. Phillips’ method spends most of the execution time

working on the real data. The most time-demanding phases of Phillips’ algorithm

are building the matrix to store all the atom coordinates for the entire trajectory

(approx. 23% of the average execution time); constructing the dissimilarity matrix

(approx. 51% of the average execution time); and computing the normalized graph

Laplacian of the dissimilarity matrix (approx. 24% of the average execution time).

Our method has a shorter execution time since it generates and analyzes metadata.

Figure 4.4(b) shows that our method uses 6.9 MB per core to store the local data

needed for the analysis while the traditional method uses approximately 16 GB per

core. Our method uses significantly less memory than the traditional method does,

since we kept only the distance matrix of each conformation and the corresponding 3-

D points of the local frame in memory. In contrast, Phillips’ method keeps the distance

matrix, the centralized dissimilarity matrix, and the dimensional-reduced matrix of the

entire trajectory in memory. Figure 4.4(c) shows that our method moves 4.4 KB local

results to a single node in the final reduction step to rebuild the global knowledge,

whereas the traditional method moves 539 MB of data to each core performing a single

k-mean clustering with one set of k randomly selected centroids (i.e., the node receives

50 frames each of approximately 11 MB). Our method significantly reduces the size of

communication since it uses only the local reduced results (i.e., a selection of the 3-D

points) to rebuild the global knowledge. Overall, this evaluation shows that our method

meets the requirements of in-situ analysis by reducing the execution time of more than

2 orders of magnitude, using 4 orders of magnitude less memory, and reducing the

size of the moved data more than 3 orders of magnitude. Similar behaviors have been
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observed when performing the intra-trajectory analysis for the other trajectories in the

dataset of interest.

(a) (b) (c)

Figure 4.4: Comparison of our method with the traditional method proposed by
Phillips in terms of execution time (a), memory usage per core (b), and
data moved for the analysis (c).

Study of weak scalability : To assess whether our method scales for a large

dataset, we use all of the 203 GB folding trajectories of the villin HP-35 dataset. The

scalability study consists of the inter-trajectory analysis for the multiple trajectories to

explore overlapping folding spaces. We measured the communication and computation

times of this analysis and evaluated the weak scalability of our method as the size of

the distributed memory system (i.e., the number of cores used on Gordon) and the size

of the simulation (i.e., the size of the dataset) grow. We fixed the size of trajectory

data per MATLAB worker (Gordon core) to 76 frames (i.e., 846 MB). The dataset

was distributed on the compute nodes by using a round-robin fashion to simulate the

actual distribution resulting from a simulation on a distributed memory system. We

repeated the runs three times and reported the average results.

Table 4.2 shows the observed weak scalability. We observed a linear scalability

and a parallel efficiency above 90% using up to 128 workers (cores). As the input data

size grows, the size of local results that need to be sent to the core with the global

knowledge grows proportionally. The number of cores involved in the communication
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also increases. Both factors result in the increasing trend in the communication time

and a slight decrease of the efficiency on 256 cores. Overall, by taking advantage of local

data and communicating only a small amount of local results, our method provides a

scalable method for in-situ analysis for big folding trajectory datasets generated on

large distributed memory systems.

Table 4.2: Weak scalability study of our method on the 203 GB villin dataset on
Gordon

Num. of cores 16 32 64 128 256
Input data (GB) 12.5 25.5 51 101.5 203
Exchanged data (KB) 86.4 182.3 370.7 745.7 1498.4
Computation (sec) 1996.3 1997.5 1991.4 1960.3 2002.4
Communication (sec) 34.9 50.6 80.6 188.4 402.5
Total time (sec) 2031.2 2048.2 2072.5 2149.3 2407.3
Parallel efficiency (%) n/a 99.2 98.0 94.5 84.4

4.5 Accuracy

4.5.1 Platform

The accuracy tests are run on the same platform as the performance tests (as

described in Section 4.4.1).

4.5.2 Datasets

Two folding trajectory datasets of two proteins are used in the accuracy tests.

One is the trajectory for a smaller protein HP-35 NleNle generated by Folding@Home [26].

This protein contains 35 amino acids and 576 atoms and forms 3 alpha helices, as shown

in Figure 4.5(a). The other one is the trajectory for a larger protein BPTI generated

by the Anton supercomputer of D. E. Shaw [69]. This protein contains 58 amino acids

and 909 atoms and forms 2 beta sheets and 2 alpha helices, as shown in Figure 4.5.
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dataset. Figures 4.6(a) and 4.6(b) show a scenario in which it is known that the protein

conformations within a given simulation frame go through only minor conformational

changes. Figure 4.6(a) shows the 3-D points generated by our method. For this case,

the variance measured by our method among the points is 25; therefore, the frame is

automatically classified as one single meta-stable stage. In Figure 4.6(b), the x-axis

represents the 400 protein conformations, and the y-axis represents the RMSD of each

conformation in comparison with the crystal structure of the protein. Because the 400

conformations have all close RMSD values, this figure confirms the presence of the

single meta-stable stage.
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Figure 4.6: Case study with single meta-stable stage: 3-D points generated by our
method and their classification (a) and RMSDs of the conformations from
the crystal structure (b).

Figures 4.7(a) and 4.7(b) show the scenario in which it is known that the con-

formations go through minor conformational changes and then change dramatically

to a different conformational structure at the end of the frame. Figure 4.7(a) shows

the 3-D points generated by our method. For this case, the method identifies three

stages with variances of 75, 170, and 93, respectively. Thus, the frame is automat-

ically partitioned first as one meta-stable stage, second as one transition stage, and

third as another meta-stable stage. Figure 4.7(b) shows the 400 conformations and
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their RMSDs compared with the crystal structure. This figure confirms how the pro-

tein changes its structure through three stages with three different RMSD ranges: two

different meta-stable stages denoted by two groups of different-colored asterisks (i.e.,

green and red), and one transition stage between the two meta-stable stages denoted

by the crosses (i.e., blue).
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Figure 4.7: Case study with two meta-stable stages and one transition stage: 3-D
points generated by our method and their classification (a) and RMSDs
of the conformations from the crystal structure (b).

Figures 4.8(a) and 4.8(b) show the scenario in which it is known that the folding

protein goes through a meta-stable stage followed by a transition stage that returns

the protein into the original meta-stable stage. Figure 4.8(a) shows the 3-D points

generated by our method. According to our method, the points first map conformations

that maintain a similar structure and then change drastically but return to the same

structure once again at the end of the frame. Figure 4.8(b) shows the 400 conformations

and their RMSDs compared to the crystal structure. The RMSDs confirm the transition

phase (i.e., from the red asterisks to the blue crosses) and the roll back to the starting

structure with similar RMSDs (i.e., from the blue crosses to the red asterisks).

Validation of inter-trajectory analysis on the smaller protein: We also hypothe-

sized that our method could identify whether multiple trajectories explore similar pro-

tein conformations and eventually converge to a similar structure. This hypothesis is a
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Figure 4.8: Case study with one meta-stable stage and one transition stage: 3-D
points generated by our method and their classification (a) and RMSDs
of the conformations from the crystal structure (b).

corollary of the first hypothesis assessing how two close-in-space 3-D points in a single

trajectory map two similar protein conformations. Because of the independent manner

in which we extract the coordinates of each 3-D point (i.e., the eigenvalues of each

single protein conformation) without any reference to other conformations within the

trajectory or across trajectories, we can claim that the first hypothesis holds for points

across trajectories. Across the villin dataset we observed two relevant case studies.

Figure 4.9 depicts the scenario in which two trajectories explore different structures.

Each point in Figure 4.9(a) corresponds to a representative of one meta-stable stage,

and points with the same color belong to the same trajectory. Figure 4.9(b) shows

the RMSDs of the conformations associated to the two trajectories in Figure 4.9(a)

from the known crystal structure. By showing how the two trajectories have signifi-

cantly different RMSDs, Figure 4.9(a) confirms that the 3-D representative points of

the trajectories explore different structural spaces.

Figure 4.10 presents a different scenario in which it is known that two trajectories

explore similar structural space. Figure 4.10(a) presents the results of our method and

Figure 4.10(b) the validation in terms of RMSDs of the associated conformations versus

the crystal structure. As it is displayed in Figure 4.10(b), the two trajectories have
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a smaller protein such as HP-35 NleNle, our method accurately captures the geomet-

ric shape features and clusters protein conformations into recurrent patterns. Next,

we study the accuracy of our method when dealing with a larger and more complex

protein structure such as the protein BPTI. The aspect we assess is whether the three

eigenvalues of the entire distance matrix can still capture the changes in the folding

protein.

Figure 4.11 shows the scenario in which it is known that the conformations go

through two meta-stable stages. Figure 4.11(a) shows the 3-D metadata and the two

clusters identified by our method. Figure 4.11(b) shows the 1,000 protein conformations

and their RMSDs compared with the crystal structure of the protein. We observe that

the two clusters identified by our clustering method still match the two meta-stable

stages shown in the RMSDs of protein conformations but the classification presents

some noise (i.e., the mixture of blue and red metadata shown in Figure 4.11(b)).
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Figure 4.11: Case study with two meta-stable stages: 3-D points generated by our
method and their classification (a) and RMSDs of the conformations
from the crystal structure (b).

The reasons for the noise are that the BPTI protein is larger in size (i.e., number

of amino acids) and has a more complex structure (i.e., two alpha helices and two

antiparallel beta sheets) than the NleNle protein. BPTI contains 58 amino acids,

compared with the 35 in NleNle. This larger number results in larger entries in the
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distance matrix of each protein conformation and thus larger eigenvalues. When using

the set of the three largest eigenvalues, one eigenvalue is much larger than the other

two, as shown in Figure 4.11(a). When applying our hierarchical clustering algorithm

to this set of eigenvalues, the largest one almost always determines how the clusters

are formed, which results in the observed noise.

In addition to its larger size, BPTI also has a more complex structure. It con-

tains two alpha helices and two antiparallel beta sheets. As shown in previous research,

antiparallel beta sheets are significantly more stable than alpha helices because of the

well-aligned H-bonds [38]. Thus, the stable antiparallel beta sheets in the protein

structure result in relatively small conformational changes in the protein’s geometry

compared with NleNle. Specifically, for BPTI, the range of RMSDs of the protein struc-

tures in the trajectory is from 1 to 3.5 angstroms (Å), as validated in [69]. For NleNle,

on the other hand, the range is from 0.5 to 12 angstroms (Å), as shown in Figure 4.9

and 4.10. Our method represents the geometrical features of a protein conformation

by using the three largest eigenvalues obtained from the entire distance matrix. In

this case, because of the stable and larger structure of the protein, the 3-D metadata

can no longer capture the small changes in the geometrical features accurately. Both

observations on the larger protein size and the more complex protein structure suggest

that we should look at specific portions of the distance matrix. In particular, we should

zoom into the distance matrix and compute eigenvalues associated for sub-matrices of

different rigid or flexible sub-structures in the protein.

4.6 Summary and Future Work

Summary : This chapter presents the application of our data analysis method

to a clustering problem in which we identify any folding patterns within and across

trajectories of a folding protein. To this end, we use our one-pass, distributed method

to perform the intra- and inter-trajectory analysis of two protein-folding datasets (i.e.,

a smaller HP-35 NleNle protein and a larger BPTI protein) generated in a distributed

fashion. Our method maps the geometrical shape of the protein conformation at a
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specific folding time to the matrix’s three main eigenvalues. The computation of the

eigenvalues is performed in isolation, without considering past or future conformations

of the folding protein or moving all the conformations to a central server. The eigen-

values become the metadata on which the clustering is performed. We integrate the

method into a MapReduce-based framework using Parallel MATLAB. We measure the

performance of the framework when analyzing the folding trajectory of the small pro-

tein called HP-35 NleNle (i.e., a variant of the villin headpiece subdomain) on 256

compute cores of Gordon supercomputer. We compare our framework’s performance

with a more traditionally used and centralized approach and observe significantly faster

runtimes (i.e., two orders of magnitude faster, 41.5 seconds comparing to 3 hours in

the traditional method). We also observe three and four orders of magnitude reduction

respectively in the size of data movement and memory usage (i.e., 6.9 MB memory us-

age comparing to 16 GB in the traditional method, 4.4 KB data moved comparing to

539 MB). In addition, our framework presents a linear weak scalability and maintains

a parallel efficiency above 90% when using up to 128 cores. The overall results in this

thesis support our claim that our method is suitable for in-situ data analysis of folding

simulation for small proteins, since we observe that our method executes sufficiently

fast, avoids the need for moving trajectory data, and uses a limited amount of memory.

Empirically we also observe that our framework performs accurate intra-trajectory

analysis and inter-trajectory analysis on the smaller protein but fails to capture the

meta-stable stages and transition stages for the larger and more complex BPTI protein

without adding tangible noise. This observation has resulted in the identification of

interesting directions for future work presented below.

Future work : Future work includes research in three directions: (1) investigate

new methods to effectively capture the geometrical features of a protein when dealing

with more complex protein structures, (2) use stream clustering methods to identify

patterns as the trajectories are generated, and (3) apply our method in the field of

protein structure refinement in which the structures have only minor conformational

changes.
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For the first research direction, we observe that using the distance matrix of

the whole conformation for large and complex proteins to generate the metadata may

result in noisy geometrical clustering of the trajectory stages. One possible approach

to address this problem is to look at the part of the distance matrix that corresponds

to a specific protein substructure such as a specific alpha helix or a specific beta sheet

and to extract metadata only on this partial distance matrix.

For the second research direction, we envision performing our clustering as the

protein trajectory is generated in a streaming fashion. The stream clustering can

drive intelligent decisions on whether to continue a simulation (e.g., when the protein

is going through several transition stages) or to interrupt it (e.g., when the protein

is continually in meta-stable stage) without the need for the scientist to review the

trajectory. To this end, one should explore and adapt existing and popular stream

clustering algorithms such as BRICH and COBWEB [89], [33]. Both algorithms build

and update a hierarchical data structure as new data points are generated.

For the third research direction, we anticipate applying our analysis method to

the protein structure refinement problem in which protein structures have only minor

conformational changes. We should identify which parts of the protein structure are

involved in the refinement process, and apply our method by extracting metadata using

the corresponding parts of the distance matrix. By considering only the parts of the

protein structure that are involved in the refinement process, we should be able to

observe the changes that protein structure go through in the refinement process.
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Chapter 5

CONCLUSION

This chapter concludes the thesis by summarizing the research results, discussing

the limits and opportunities of our method, as well as presenting the broader impact

of the thesis.

5.1 Summary

In this thesis, we propose a general method for the classification and clustering

analysis of large structural biology datasets on large distributed memory systems. Our

method extracts properties and/or features of each data record locally and in parallel,

represents the capture properties as concise metadata, and performs a classification or

clustering of the metadata without moving the original data to a central server. Our

method supports three types of analysis: (1) identification of class memberships from

a specific feature or property, (2) identification of features that can be used to predict

class memberships, and (3) identification of recurrent patterns in datasets. For each

type of analysis, we present a case study in which we apply our method to a specific

structural biology dataset to study a relevant scientific problem.

In Chapter 2, we present the first case study in which we use RNA sequences

and their secondary structures as a concrete example of datasets for which we want to

identify class memberships from a specific feature or property. To this end, we design

and implement a MapReduce-based, modularized framework that allows scientists to

systematically and efficiently explore the parametric space associated with chunk-based

secondary structure predictions of long RNA sequences. The framework cuts a long

RNA sequence into chunks and uses powerful prediction programs (e.g., HotKnots,

pknotsRG, PKNOTS, and NUPACK) for each chunk’s secondary structure prediction.
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We note that while these programs work efficiently on single chunks of a sequence,

most of the time they do not work on the entire original sequence. We implement

our chunk-based framework in Hadoop where chunks’ sampling and predictions are

associated with map functions while the entire secondary structures are rebuilt from

single chunk predictions in reduce functions. We evaluate the framework’s performance

and accuracy using two datasets of RNA sequences on the Geronimo cluster at the

University of Delaware using up to 64 compute cores. We observe that in a first dataset

from the RFAM database, when using the HotKnots prediction program on chunks with

79 to 451 bases, our chunk-based framework can deliver scalable performance (i.e., the

execution times increase from 49 to 93 seconds). In contrast, the execution times of

the same prediction program when entire sequences are predicted as a whole (i.e., no

chunking is applied) grow exponentially with the sequences’ lengths, ranging from 1 to

16,103 seconds. Similar behaviors are observed with other prediction programs such

as pknotsRG, PKNOTS, and NUPACK. In a second dataset from the virus family

Nodaviridae with sequences’ lengths ranging from 1,305 to 3,204 bases, our chunk-

based framework can rebuild the longest sequence in less than 20 minutes, while none

of the existing prediction programs can handle the 3,204-base sequence as a whole.

Our accuracy study using datasets from the RFAM and Pseudobase++ databases

outlines how our chunk-based framework obtains structures that are more similar to

the structures observed in nature than when no chunking is used.

In Chapter 3, we present the second case study in which we consider struc-

tural biology datasets of ligand conformations from protein-ligand docking simulations

as an example of datasets for identifying features that can be used to predict class

memberships. To this end, we define a method that can efficiently capture the geome-

tries of ligand conformations and predict what conformations dock well into a protein

pocket, without moving the conformations to a central server or comparing them with

each other. Specifically, for each ligand conformation in the dataset, our method first

extracts relevant geometrical properties and transforms these properties into a single

metadata point in the N-dimensional (N-D) space. Then, it performs an N-D clustering
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on the metadata to search for predominant clusters. Our method avoids the need to

move ligand conformations among nodes because it extracts relevant data properties

locally and concurrently. By doing so, we transform the analysis problem into a search

for densest property aggregates. We integrate the method into the MapReduce-MPI

framework where the properties’ extractions are performed in the map function of the

framework and the search consists of one or multiple map and/or reduce functions.

We use the framework for our performance and accuracy study on an 8-node dedicated

cluster at the University of Delaware, a 64-node shared cluster at the San Diego Super-

computer Center, and a 256-node shared cluster at Argonne National Laboratory. Our

study shows that when using our framework on small computer systems of up to 64

nodes, the performance is not sensitive to data content and distribution. When consid-

ering up to 256 nodes at the large scale and with strongly convergent metadata toward

a single dense cluster of similar ligand conformations, our framework is approximately

400X faster in execution and can analyze approximately 500X larger datasets compared

with a traditional hierarchical clustering based on direct comparisons of ligand confor-

mations. We also demonstrate that our framework captures the geometrical properties

of ligand conformations more effectively and predicts near-native ligand conformations

more accurately than traditional methods do, including the hierarchical clustering and

the energy-based scoring methods. The accuracy results on 56 ligands docking in three

proteins (i.e., HIV, Trypsin, and P38alpha) show that our method can achieve 100%,

81.0%, and 83.3% clustering accuracy, respectively, whereas the traditional hierarchical

clustering achieves 87.0%, 76.2%, and 50.0% clustering accuracy and the energy-based

scoring achieve only 34.8%, 23.8%, and 0.8% accuracy.

In Chapter 4, we present the third case study in which we consider multiple

protein folding trajectory datasets sampled from folding simulations as an example of

datasets for finding recurrent patterns in datasets. To this end, we define a method

that can identify any folding patterns within and across trajectories (i.e., intra- and

inter-trajectory, respectively). The one-pass, distributed method also enables in-situ

data analysis for large protein folding trajectory datasets by executing sufficiently
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fast, avoiding moving trajectory data, and limiting the memory usage. First, the

method extracts the geometric shape features of each protein conformation in parallel.

Next, it classifies sets of consecutive conformations into metastable and transition

stages using a probabilistic hierarchical clustering method. Then, it rebuilds the global

knowledge necessary for the intra- and inter-trajectory analysis through a reduction

operation. We implement the method in a MapReduce-based framework using Parallel

MATLAB in which the shape extractions and classifications are performed as part of

the map function and the global knowledge is rebuilt as part of the reduce function.

The comparison of our performance results obtained with our framework versus a

traditional method based on moving data to a central server that was proposed by

Phillips shows the strength of our method. Specifically, the framework can analyze

the folding trajectory of a villin headpiece subdomain consisting of 20,000 protein

conformations in 41.5 seconds whereas Phillips’ method takes approximately 3 hours.

Our framework uses 6.9 MB of memory per core while Philips method uses 16 GB

per core. Moreover, our framework communicates only 4.4 KB to a central server

whereas Phillips’ method moves the entire dataset of 539 MB. The overall results in

this thesis support our claim that our method is suitable for in-situ data analysis of

folding trajectories.

5.2 Limitations and Opportunities

While the overall set of steps to extract knowledge from data is general (i.e.,

from data to metadata and from metadata to knowledge), the implementation of the

individual step depends on the data characteristics and the scientific questions we are

trying to answer. For example, the use of projections and linear interpolations for

protein folding trajectories has showed poor accuracy because, once folded, the shape

of the protein tends to resemble symmetrical round shapes. On the other hand, the

use of eigenvalues for simple ligands is not ideal because of the limited number of

carbon atoms and the more rigid structure of ligands compared to proteins. Thus

we cannot use a single mapping to metadata but we need to understand the nature
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of the simulations and the properties embedded in the data before to define creative

mapping algorithms that accurately capture only those properties of interest. This

limit is actually an opportunity to design new algorithms.

Our overall method assesses the accuracy and performance of the three different

analyses empirically on large but still finite datasets. The fact that our results are

accurate and efficient, does not exclude that for other datasets we may not be able

to reach similar conclusions. An in-depth approach based on quantitatively analyzes

of how accurately metadata captures the relevant properties of the original data is a

possible future direction.

Even in the best scalability results, we observed that the MapReduce paradigm

suffers from performance loss at the extreme scale due to the long data shuffle time. In

particular, our performance results for large ligand datasets of 2 TBytes on 256 nodes

of Fusion supercomputer show that the data shuffle stage takes more than half of the

execution time at this scale. This is due to the fact that the all-to-all communication

in the data shuffle stage is expensive, especially when there is load imbalance in the

metadata distribution. While we have substantially reduced the size of the data, we

have not included the topology of the machine as one of the key tuning factors in the

shuffle phase. We expect that a topology-aware data communication, in which the data

is aggregated in nodes that are topologically close, can further reduce the impact of

the data shuffle stage at the large scale.

5.3 Broader Impact

Cutting-edge distributed memory systems, such as cloud infrastructures and

high-end clusters, provide scientists with an efficient and scalable way to generate

large-scale distributed datasets by performing various computationally expensive sim-

ulations. This massive amount of data results in new challenges for the scientists who

have to analyze these data in order to gain scientific insights. This thesis bridges this

gap between distributed large-scale data generation and data analyses by providing a

general classification and clustering method together with a set of effective algorithms.
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From a computer science perspective, by providing a scalable classification and

clustering method and the three case studies on the three computational structural

biology datasets, this work opens the door to a new generation of distributed analysis

methods. These analysis methods are designed from the beginning with the concept

of distributed processing and hence ensure performance scalability. Our method is

especially attractive to the scientific community because of two features. First, we

perform the analyses in a distributed fashion, without moving datasets that are gener-

ated and stored locally across a distributed memory system. By avoiding excessive I/O

and communication, our method reduces the network bandwidth usage and the energy

consumption of the system. Second, our method requires a relatively small amount of

memory and is executed sufficiently fast. These two features make our method an ideal

candidate for in-situ data analysis, in which we can provide runtime feedback to sci-

entific simulations to ensure and help these simulations make scientifically meaningful

progress. Potentially, these features allow the integration of our analysis method into

the data generation process of scientific simulations, which bring runtime intelligent to

the simulations.

From a scientific perspective, our method provides meaningful information and

feedback about the computational simulation’s efficiency and accuracy. The accurate

results that our method generates help advance the landscape of scientific discoveries

by speeding the scientific process such as designing drugs or studying diseases related

to protein misfolding. Moreover, the feedback from the accuracy study of our method

helps the development of more efficient and accurate mathematical models for scientific

simulations.
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