
United States Office of Water €PA 
Environmental Protection May 1990 
Agency Washington, DC 20460 

C&EE4 
b Technical Guidance 

Y- c o/ Manual for Performing 
Waste Load Allocations c 

Book 11 1  
Estuaries 
Part 2 

Waste Load Allocation Models 
, Application of Estuarine 

@ Printed on Recycled Paper 



TECHNICAL GUIDANCE MANUAL 
FOR PERFORMING WASTE LOAD ALLOCATIONS 

BOOK 111: ESTUARIES 

Part 2: Application of Estuarine Waste Load Allocation Models 

Project Officer 
Hiranmay Biswas, Ph.D. 

Edited by 
James L. Martin, Ph.D.,P.E.2 
Robert B. Ambrose, Jr. P.E.’ 

Steve C. McCutcheon, Ph.D., P.E.’ 

Sections written by 
Robert B. Ambrose, Jr., P.E.‘ 
James L. Martin, Ph.D., P.E.2 

Steve C. McCutcheon, Ph.D., P.E.’ 
Zhu Dongwei’ 
Sandra Bird’ 

John F. Paul, Ph.D.3 
David W. Dilks, Ph.D.4 

Scott C. Him4 
Paul L Freedman, P.E.4 

1. Center for Exposure Assessment Modeling, 
Environmental Research Laboratory, US. EPA, Athens, G A  

2. ASCI Corp., at the 
Environmental Research Laboratoy, US. EPA, Athens, G A  

3. Environmental Research Laboratory, 
US. EPA, Narragansett, RI 

4. Limno-Tech, Inc. (LTI), Ann Arbor, Michigan 

Prepared for 
U.S. ENVIRONMENTAL PROTECTION AGENCY 

401 M Street, S.W. 
Washington, D C  20460 



Table of Contents 
Glossary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v  

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  xi 

Executive Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  xiii 

PART I: Estuaries and Waste Load Allocation Models .............. xiii 

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  xiii 
Overview of Processes Affecting Estuarine Water Quality . . . . . . . . . . . . .  xiii 
Model Identification and Selection .......................... xiv 

PART II: Application of Estuarine Waste Load Allocation Models . . . . . . . . .  xv 

Monitoring Protocols for Calibration and Validation of Estuarine WLA Models . . xv 
Model Calibration, Validation, and Use . . . . . . . . . . . . . . . . . . . . . .  xvi 
Simplified lllustrative Examples . . . . . . . . . . . . . . . . . . . . . . . . . .  xvii 

.Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  xix 
4. Monitoring Protocols for Calibration and Validation of Estuarine WLA Models .... 4-1 

_ -  

4.1. General Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . .  4-1 
4.2. Types of Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4-2 
4.3. Frequency of Collection . . . . . . . . . . . . . . . . . . . . . . . . . . .  4-3 
4.4. Spatial Coverage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4-4 
4.5. Model Data Requirements . . . . . . . . . . . . . . . . . . . . . . . . . .  4-5 
4.6. Quality Assurance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4-8 
4.7. References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4-12 

5. Model Calibration, Validation, and Use . . . . . . . . . . . . . . . . . . . . . . . .  5-1 
r 

5.1. Introduction And Terminology . . . . . . . . . . . . . . . . . . . . . . . .  5-1 
5.2. Model Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5-4 
5.3. Model Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5-1 1 
5.4. Model Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5-1 1 
Example 5.1. Calibration of Hydrodynamics, Mass Transport, and Toxic 

Chemical Model for the Delaware Estuary . . . . . . . .  ,548 
5.6 Application of The Calibrated Model In Waste Load Allocations . . . . . .  5-23 
Example 5.2. Component Analysis of Dissolved Oxygen Balance in the 

Wicomico Estuary, Maryland . . . . . . . . . . . . . . .  526 



SUPPLEMENT I: Selection of Manning n Values . . . . . . . . . . . . .  5 2 9  

EXAMPLE 5.4. Selection of the Manning n for the Delaware Estuary 

SUPPLEMENT 111: Selection of Eddy Viscosity Values . . . . . . . . . . . .  5-38 
SUPPLEMENT IV: Brief Review of Turbulence Closure Models . . . . . . .  5-45 
SUPPLEMENT V: Selection of Dispersion Coefficients . . . . . . . . . . . .  5-46 
SUPPLEMENT VI: Selection of Wind Speed Functions: . . . . . . . . . . .  5-52 
SUPPLEMENT VII: Selection of Bacteria Die-off Coefficients . . . . . . . . . .  5.54 
SUPPLEMENT V111: Calibrating Simple Sediment Models . . . . . . . . . . . .  5.58 
SUPPLEMENT IX: Selection of CBOD Coefficients . . . . . . . . . . . . . .  559 
SUPPLEMENT X: Selection of NBOD Coefficients . . . . . . . . . . . . . .  561 
SUPPLEMENT XI: Calibrating Nitrogen Cycle Models . . . . . . . . . . . .  5-63 
SUPPLEMENT XII: Phosphorus Cycle Coefficients . . . . . . . . . . . . . .  564 
SUPPLEMENT XIII: Selection of Reaeration Coefficients . . . . . . . . . . . .  5.65 
SUPPLEMENT XIV: Program of O’Connor’s Method to Compute K2 In Wind 

Dominated Estuaries . . . . . . . . . . . . . . . . . . .  5-69 
SUPPLEMENT XV: Selection of SOD Rates . . . . . . . . . . . . . . . . . . .  5.70 
5.5. References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5-71 

EXAMPLE 5.3. Initial Selection of the Manning n for a Hypothetical Estuary . . 5-35 
. . . . . . .  5.36 

SUPPLEMENT II: Selection of Surface Drag Coefficients . . . . . . . . . .  5-37 

.. 

6 . SIMPLIFIED ILLUSTRATIVE EXAMPLES . . . . . . . . . . . . . . . . . . . . . . .  6-1 

.. 6.1. Screening Procedures . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6-2 
6.2. Screening Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6-5 
6.3. WASP4 Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6-11 
6.4. WASP4 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6-13 
6.5 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6-47 



Acute Toxicity' - Any toxic effect that is produced 
within a short period of time, usually 24-96 hours. 
Although the effect most frequently considered is mor- 
tality, the end result of acute toxicity is not necessarily 
death. Any harmful biological effect may be the result. 

Aerobic' - Refers to life or processes occurring only in 
the presence of free oxygen; refers to a condition 
characterized by an excess of free oxygen in the 
aquatic environment. 

Algae (Alga)' - Simple plants, many microscopic, con- 
taining chlorophyll. Algae form the base of the food 
chain in aquatic environments. Some species may 
create a nuisance when environmental conditions are 
suitable for prolific growth. 

Allochthonousl- Pertaining to those substances, 
materials or organisms in a waterway which originate 
outside and are brought into the waterway. 

. Anaerobic2 - Refers to life or processes occurring in . 
the absence of free oxygen; refers to conditions char- 
acterized by the absence of free oxygen. 

Autochthonous' - Pertaining to those substances, 
materials, or organisms originating within a particular 
waterway and remaining in that waterway. 

Autotrophic' - Self nourishing; denoting those or- 
ganisms that do not require an external source of 
organic material but can utilize light energy and 
manufacture their own food from inorganic materials: 
e.g., green plants, pigmented flagellates. 

Bacterial- Microscopic, single-celled or noncellular 
plants, usually saprophytic or parasitic. 

Benthal Deposit2 - Accumulation on the bed of a 
watercourse of deposits containing organic matter 
arising from natural erosion or discharges of was- 
tewaters. 

Benthic Region' - The bottom of a waterway; the 
substratum that supports the benthos. 

Benthal Demand2 -The demand on dissolved oxygen 
of water overlying benthal deposits that results from 
the upward diffusion of decomposition products of the 
deposits. 

Benthos' - Organisms growing on or associated prin- 
cipally with the bottom of waterways. These include: 
(1) sessile animals such as sponges, barnacles, mus- 
sels, oysters. worms, and attached algae; (2) creeping 

forms such as snails, worms, and insects: (3) burrow- 
ing forms, which include clams, worms, and some 
insects; and (4) fish whose habas are more closely 
associated with the benthic region than other zones; 
e.g., flounders. 

Biochemical Oxygen Demand2 - A measure of the 
quantity of oxygen utilized in the biochemical oxida- 
tion of organic matter in a specified time and at a 
specific temperature. It is not related to the oxygen 
requirements in chemical combustion, being deter- 
mined entirely by the availability of the material as a 
biological food and by the amount of oxygen utilized 
by the microorganisms during oxidation. Abbreviated 
BOD. 

Biological Magnification' - The ability of certain or- 
ganisms to remove from the environment and store in 
their tissues substances present at nontoxic levels in 
the surrounding water. The concentration of these 
substances becomes greater each higher step in the 
food chain. 

Bloom' - A readily visible concentrated growth or 
aggregation of minute organisms, usually algae, in 
bodies of water. 

Brackish Waters' - Those areas where there is a 
mixture of fresh and salt water; or, the salt content is 
greater than fresh water but less than sea water; or, 
the salt content is greater than in sea water. 

Channel Roughness2 -That roughness of a channel, 
including the extra roughness due to local expansion 
or contraction and obstacles, as well as the roughness 
of the stream bed proper; that is, friction offered to the 
flow by the surface of the bed of the channel in contact 
with the water. It is expressed as roughness coefficient 
in the velocity formulas. 

Chlorophyll' - Green photosynthetic pigment present 
in many plant and some bacterial cells. There are 
seven known types of chlorophyll; their presence and 
abundance vary from one group of photosynthetic 
organisms to another. 

Chronic Toxicity' - Toxicity, marked by a long dura- 
tion, that produces an adverse effect on organisms. 
The end result of chronic toxicity can be death al- 
though the usual effects are sublethal: e.g., inhibits 
reproduction, reduces growth, etc. These effects are 
reflected by changes in the producthrity and popula- 
tion structure of the community. 
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Coastal Waters' -Those waters surrounding the con- 
tinent which exert a measurable influence on uses of 
the land and on its ecology. The Great Lakes and the 
waters to the edge of the continental shelf. 

Component Tide2 - Each of the simple tides into which 
the tide of nature is resolved. There are fwe principal 
components; principal lunar, principal solar, NP, K, 
and 0. There are between 20 and 30 components 
which are used In accurate predictions of tides. 

Coriolis Effed- The deflection force of the earth's 
rotation. Moving bodies are deffected to the right in 
the northern hemisphere and to the left in the southern 
hemisphere. 

Datum2 - An agreed standard point or plane of state 
elevation, noted by permanent bench marks on some 
solid immovable structure, from which elevations are 
measured or to which they are referred. 

Density Cunens - A flow of water through a larger 
body of water, retaining its unmixed Mentity because 
of a difference in density. 

Deoxygenation2 - The depletion of the dissolved 
oxygen in a liquid either under natural conditions 
associated with the biochemical oxidation of organic 
matter present or by addition of chemical reducing 
agents. 

Diagenetic Reaction - Chemical and physical chan- 
gesthat alter the characteristics of bottom sediments. 
Examples of chemical reactions include oxidation of 
organic materials while compaction Is an example of 
a physical change. 

Dispersion2 - (1) Scattering and mixing. (2) The mixing 
of polluted fluids with a large volume of water in a 
stream or other body of water. 

Dissolved Oxygen2 - The oxygen dissolved in water, 
wastewater, or other liquid. usually expressed in mil- 
ligrams per liter, or percent of saturation. Abbreviated 
DO. 

Diurna? - (1) Occurring during a 24-hr period; diurnal 
variation. (2) Occurring during the day time (as op- 
posed to night time). (3) In tidal hydraulics, having a 
period or cycle of approximately one tidal day. 

D r o u g p  - In general, an extended period of dry 
weather. or a period of deficient rainfall that may 
extend over an indefinite number of days, without any 
quanrfiative standard by which to determine the de- 
gree of deficiency needed to constitute a drought. 
Qualitatively. it m a y  be defined by Its effects as a dry 
period sufficient in length and severity to cause at least 

partial crop failure or impair the ability to meet a 
normal water demand. 

Ebb Tide'- That period of tide between a high water 
and the succeeding low water; falling tide. 

Enrichment' - An increase in the quantity of nutrients 
available to aquatic organisms for their growth. 

Epilimnion' - The water mass extending from the 
surface to the thermocline in a stratified body of water; 
the epilimnion is less dense that the lower waters and 
is wind-circulated and essentially homothermous. 

Estuary' - That portion of a coastal stream influenced 
by the tide of the body of water into which it flows: a 
bay, at the mouth of a river, where the tide meets the 
river current; an area where fresh and marine water 
mbc 

Euphotic Zone' -The lighted region of a body of water 
that extends vertically from the water surface to the 
depth at which photosynthesis fails to occur because 
of insufficient light penetration. 

Eutrophication' -The natural process of the maturing 
(aging) of a lake; the process of enrichment with 
nutrients, especially nitrogen and phosphorus, lead- 
ing to increased production of organic matter. 

Firth' - A narrow arm of the sea; also the opening of a 
river into the sea. 

Fjord (Fiord)' - A narrow arm of the sea between 
highlands. 

Food Chain' - Dependence of a series of organisms, 
one upon the other, for food. The chain begins with 
plants and ends with the largest carnivores. 

Flood Tide2 - A term indiscriminately used for rising 
tide or landward current. Technically, flood refers to 
current. The use of the terms "ebb" and "flood" to 
include the vertical movement (tide) leads to uncer- 
tainty. The terms should be applied only to the 
horizontal movement (current). 

Froude's Numbe? - A numerical quantity used as an 
index to characterize the type of flow in a hydraulic 
structure that has the force of gravity (as the onlyforce 
producing motion) acting in conjunction with the 
resisting force of inertia. It Is equal to the square of 
characteristic velocity (the mean, surface. or maxi- 
m u m  velocity) of the system, divided by the product 
of a characteristic linear dimension, such as diameter 
or expressed in consistent units so that the combina- 
tions will be dimensionaless. The number is used in 
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open-channel flow studies or in cases in which the free 
surface plays an essential role in influencing motion. 

Heavy Metals2 - Metals that can be precipitated by 
hydrogen sulfide in acid solution, for example, lead, 
silver, gold, mercury, bismuth, copper. 

Heterotrophic' - Pertaining to organisms that are de- 
pendent on organic material for food. 

Hydraulic Radius2 - The right cross-sectional area of 
a stream of water diviied by the length of that part of 
its periphery in contact with its containing conduit; the 
ratio of area to wetted perimeter. Also called hydraulic 
mean depth. 

Hydrodynamics2 - The study of the motion of, and the 
forces acting on, fluids. 

Hydrographic Surve? - An instrumental survey made 
to measure and record physical characteristics of 
streams and other bodies of water within an area, 
including such things as location, areal extent and 
depth, positions and locations of high-water marks, 
and locations and depths of wells. 

' Inlet' - A short, narrow waterway connecting a bay, 
lagoon, or similar body of water with a large parent 
body of water; an arm of the sea, or other body of 
water, that is long compared to its width, and that may 
extend a considerable distance inland. 

. tnorganic Matte? - Mineral-type compounds that are 
generally non-volatile, not combustible, and not 
biodegradable. Most inorganic-type compounds, or 
reactions, are ionic in nature, and therefore, rapid 
reactions are characteristic. 

Lagoon' - A shallow sound, pond, or channel near or 
communicating with a larger body of water. 

Limiting Factor' - A factor whose absence, or exces- 
sive concentration, exerts some restraining influence 
upon a population through incompatibility with 
species requirements or tolerance. 

Manning Formula2 - A formula for open-channel Row, 
published by Manning in 1890, which gives the value 
of c in the Chezy formula. 

Manning Roughness Coefficient2 - The roughness 
coefficient in the Manning formula for determination 
of the discharge coefficient in the Chezy formula. 

M~BII' - Periodically wet or continually flooded area 
with the surface not deeply submerged. Covered 
dominanttywlth emersed aquatic plants; e.g., sedges, 
cattails, rushes. 

Mean Sea Level2 - The mean plane about which the 
tide oscillates; the average height of the sea for all 
stages of the tide. 

Michaelis-Menton Equation2 - A mathematical ex- 
pression to describe an enzyme-catalyzed biological 
reaction in which the products of a reaction are 
described as a function of the reactants. 

Mineralization2 -The process by which elements corn- 
bined in organic form in living or dead organisms are 
eventually reconverted into inorganic forms to be 
made available for a fresh cycle of plant growth. The 
mineralization of organic compounds occurs through 
combustion and through metabolism by living 
animals. Microorganisms are ubiquitous, possess ex- 
tremely high growth rates and have the ability to 
degrade all naturally occurring organic compounds. 

Modeling2 - The simulation of some physical or 
abstract phenomenon or system with another system 
believed to obey the Same physical laws or abstract 
rules of logic, in order to predict the behavior of the 
former (main system) by experimenting with latter 
(analogous system). 

Monitoring2 - Routine observation, sampling and test- 
ing of designated locations or parameters to deter- 
mine efficiency of treatment or compliance with 
standards or requirements. 

Mouth2-The exit or point of discharge of a stream into 
another stream or a lake, or the sea. 

Nautical Mile2 - A unit of distance used in ocean 
navigation. The United States nautical mile is defined 
as equal to one-sixteenth of a degree of a great circle 
on a sphere with a surface equal to the surface of the 
earth. Its value, computed for the Clarke spheroid of 
1866, is 1.853.248 m (6,080.20it). The International 
nautical mile is 1,852 m (6,070.10 fr). 

Nanoplankton2 Very minute plankton not retained in 
a plankton net equipped with no. 25 silk bolting cloth 
(mesh, 0.03 to 0.04 mm.). 

Neap Tides' - Exceptionally low tides which occur 
twice each month when the earth, sun and moon are 
at right angles to each other; these usually occur 
during the moon's first and third quarters. 

Neuston2 - Organisms associated with, or dependent 
upon, the surface film (air-water) interface of bodies 
of water. 

Nitrogenous Oxygen Demand (NOD)2 - A quantita- 
tive measure of the amount of oxygen required for the 
biological oxidation of nitrogenous material, such as 
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ammonia nitrogen and organic nitrogen, in was- 
tewater; usually measured after the carbonaceous 
oxygen demand has been satisfied. 

Nutrients' - Elements, or compounds, essential as raw 
materials for organism growth and development; e-g., 
carbon, oxygen, nitrogen, phosphorus, etc. 

Organic' - Refers to volatile, combustible, and some- 
times biodegradable chemical compounds contain- 
ing carbon atoms (carbonaceous) bonded together 
and with other elements. The principal groups of or- 
ganic substances found in wastewater are proteins, 
carbohydrates, and fats and oils. 

Oxygen Deficit' - The difference between observed 
oxygen concentration and the amount that would 
theoretically be present at 100% saturation for existing 
conditions of temperature and pressure. 

Pathogen' - An organism or virus that causes a dis- 
ease. 

Periphylon (Aufwuchs)' - Attached microscopic or- 
ganisms growing on the bottom, or other submersed 
substrates, in a waterway. 

Photosynthesis' - The metabolic process by which 
simple sugars are manufactured from carbon dioxide 
and water by plant cells using light as an energy 
source. 

Phytoplankton' - Plankton consisting of plant life. 
Unattached microscopic plants subject to movement 
by wave or current action. 

Plankton' - Suspended microorganisms that have 
relatively low powers of locomotion, or that drift in the 
water subject to the action of waves and currents. 

Qualitf - A  term to describe the composite chemical, 
physical, and biological characteristics of a water with 
respect to it's suitability for a particular use. 

Reaeration2 - The absorption of oxygen into water 
under conditions of oxygen deficiency. 

Respiration' - The complex series of chemical and 
physical reactions in all living organisms by which the 
energy and nutrients in foods Is made available for 
use. Oxygen is used and carbon dioxide released 
during this process. 

Roughness Coefficient2 - A factor, in the Chezy, 
Darcy-Weisbach, Hazen-Williams, Kutter, Manning, 
and other formulasfor computing the average velocity 
of flow of water in a conduit or channel, which repre- 

sents the effect of roughness of the confining material 
on the energy losses in the flowing water. 

Seiche' - Periodic oscillations in the water level of a 
lake or other landlocked body of water due to unequal 
atmospheric pressure, wind, or other cause, which 
sets the surface in motion. These oscillations take 
place when a temporary local depression or elevation 
of the water level occurs. 

Semidiurna? - Having a period or cycle of ap 
proximately one half of a tidal day. The predominating 
type of tide throughout the world is semidiurnal, with 
two high waters and two low waters each tidal day. 

Slack W a d -  In tidal waters, the stateof a tidal current 
when its velocity is at a minimum, especially the mo- 
ment when a reversing current changes direction and 
its velocity is zero. Also, the entire period of low 
velocity near the time of the turning of the current 
when it is too weak to be of any practical importance 
in navigation. The relation of the time of slack water to 
the tidal phases varies in different localities. In some 
cases slack water occurs near the times of high and 
low water, while in other localities the slack water may 
occur midway between high and low water. 

Spring Tide' - Exceptionally high tide which occurs 
twice per lunar month when there is a new or full moon, 
and the earth, sun, and moon are in a straight Iine. 

Stratification (Density Stratification)' - Arrangement 
of water masses into separate, distinct, horizontal 
layers as a result of differences in density; may be 
caused by differences in temperature, dissofved or 
suspended solids. 

Tidal Flat' - The sea bottom, usually wide, flat, muddy , 
and nonproductive, which is exposed at low tide. A 
marshy or muddy area that is covered and uncovered 
by the rise and fall of the tide. 

Tidal Prism2 - (1) The volume of water contained in a 
tidal basin between the elevations of high and low 
water. (2) The total amount of water that flows into a 
tidal basin or estuary and out again with movement of 
the tide, excluding any fresh-water flows. 

Tidal Range2 - The difference in elevation between 
high and low tide at any point or locality. 

Tidal Zone (Eulittoral Zone, Intertidal Zone)' - The 
area of shore between the limits of water level fluctua- 
tion; the area between the levels of high and low tides. 

Tide' - The alternate rising and falling of water levels, 
twice in each lunar day, due to gravitational attraction 
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of the moon and sun in conjunction with the earth's 
rotational force. 

Tide Gage2 - (1) A staff gage that indicates the height 
of the tide. (2) An instrument that automatically 
registers the rise and fall of the tide. In some instru- 
ments, the registration is accomplished by printing the 
heights at regular intervals; in others by a continuous 
graph in which the height of the tide is represented by 
ordinates of the curve and the corresponding the by 
the abscissae. 

Toxicant' - A substance that through its chemical or 
physical action kills, injures, or impairs an organism; 
any environmental factor which, when altered, 
produces a harmful biological effect. 

Water Pollution' - Alteration of the aquatic em,iron- 
ment in such a way as to interfere with a desig?ated 
beneficial use. 

Water Quality Criteria' - A scientific requirement on 
which a decision or judgement may be based concern- 
ing the suitability of water quality to support a desig- 

Water Quality Standard' - A plan that is established 
by governmental authority as a program for water 
pollution prevention and abatement. 

Zooplankton2 - Plankton consisting of animal life. Un- 
~ attached microscopic animals having minimal 
capability for locomotion. 

.. nated use. 

lRogers, B.G., Ingram, W.T., Pearl, E.H., Welter, L.W. 
(Editors). 1981, Glossary, Water and Wastewater Con- 
trol Engineering, Third Edition, American Public 
Health Association, American Society of Civil En- 
gineers, American Water Works Association, Water 
Pollution Control Federation. 

2Matthews, J.E.. 1972, Glossary of Aquatic Ecological 
Terms, Manpower Development Branch, Air and 
Water Programs Division, EPA, Oklahoma. 
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Executive Summary 
The Technical Guidance Manual for Performing Waste 
Load Allocations, Book 111: Estuaries is the third in a 
series of manuals providing technical information and 
policy guidance for the preparation of waste load al- 

rent state of the art permits. The objective of such load 
allocations is to ensure that water quality conditions 
that protect designated beneficial uses are achieved. 
This book provides technical guidance for performing 
waste load allocations in estuaries. 

PART I: ESTUARIES AND WASTE WAD 
ALIDCAnON MODELS 
Introduction 

). locations (WLAS) that are as technically sound as cur- 

Estuaries are coastal bodies of water where fresh water 
meets the sea. Most rivers and their associated pd- 
lutant loads eventually flow into estuaries. The complex 
loading, circulation, and sedimentation processes 
make water quality assessment and waste load alloca- 
tion in estuaries difficult. Transport and circulation 
processes in estuaries are driven primarily by river flow 
and tidal action. As a consequence of its complex 
transport processes, estuaries cannot be treated as 
simple advective systems such as many rivers. 

Wastewater discharges into estuaries can affect water 
quality in several ways, both directly and indirectly. In 
setting limits on wastewater quantity and quality, the 
following potential problems should be assessed: 
salinity, sediment, pathogenic bacteria, dissolved 
oxygen depletion, nutrient enrichment and over- 
production, aquatic toxicity, toxic pollutants and bioac- 
cumulation and human exposure. 

A WIA provides a quantitative relationship between the 
waste load and the instream concentrations or effects 
of concern as represented by water quality standards. 
During the development of a WLA, the user combines 
data and model first to describe present conditions and 
then to extrapolate to possible future conditions. The 
WIA process sequentially addresses the topics of 
hydrodynamics, mass transport, water quality kinetics, 
and for some problems, bioaccumulation and toxicity. 

For each of the topics addressed in a modeling study, 
several steps are applied in an iterative process: prob- 
lem identification, model identification, initii model 
calibration, sensitivity analysis, model testing, refine- 
ment, and validation. 

e 

After the WLAs have been put into effect, continued 
monitoring, post-audit modeling and refinement 
should lead to more informed future WLAS. 

OVenriewofProcessesAffectingEstuarine 
Water Quality 
The estuarine waste load allocation process requires a 
fundamental understanding of the factors affecting 
water quality and the representation of those proces- 
ses in whatever type of model is applied (conceptual 
or mathematical) in order to determine the appropriate 
allocation of load. Insight into processes affecting 
water quality may be obtained through examination of 
the schemes available for their classification. Estuaries 
have typically been classified based on their geomor- 
phdogy and patterns bf stratification and mixing. How- 
ever, each estuary is to some degree unique and it is 
often necessary to consider the fundamental proces- 
ses impacting water quality. 

To determine the fate and affects of water quality 
constituents it is necessary first to determine proces- 
ses impacting their transport. That transport is affected 
by tides, fresh water inflow, friction at the fluid boun- 
daries and its resulting turbulence, wind and atmos- 
pheric pressure, and to a lesser degree (for some 
estuaries) the effects of the earth’s rotation (Coriolis 
force). The resulting transportation patterns may be 
described (determined fromfield studies) in waste load 
allocation studies, or, as is becoming more frequently 
the case, estimated using hydrodynamic models. 
Hydrodynamic models are based on descriptions of 
the processes affecting circulation and mixing using 
equations based on laws of conservation of mass and 
momentum. The fundamental equations generally in- 
clude: (A) the conservation of water mass (continuity), 
(8) conservation of momentum, and (C) conservation 
of constituent mass. 

An important aspect of estuarine WLA modeling often 
is the capability to simulate sediment transport and 
sedimenVwater interactions. Sediments not only aff ect 
water transparency, but can carry chemicals such as 
nutrients and toxic substances into receiving waters. 
Unlike rivers, which have reasonably constant water 
quality conditions, the large changes in salinity and pH 
in an estuary directly affect the transport behavior of 
many suspended solids. Many colloidal particles ag- 
glomerate and settle in areas of significant salinity 
gradients. Processes impacting sediment transport in- 
clude settling, resuspension, scour and erosion, 
coagulation and flocculation. 
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The water quality parameters of interest vary with the 
objectives of the waste load allocation study, from 
"conventional pollutants" (e.g. organic waste, dis- 
solved oxygen and nutrients) to toxic organics and 
trace metals. 

The focus of WLA models of conventlonal pollutants is 
often DO and biochemical oxygen demand (BOD) as 
a general measure of the health of the system, or the 
focus can be primary productMtywhen eutrophication 
Is the major concern. Conventional WLA models usual- 
ly Indude tempemure, major nutrients, chemical char- 
acteristics, detritus, bacteria, and primary producers. 
WlA models may indude higher trophic levels (Le. 
zooplankton and fish) because of higher trophic level 
effects on other more important variables, such as 
phytoplankton, BOD and DO. Synthetic organic cherni- 
cals indude a wide variety of toxic materials whose 
waste loads are allocated based upon threshold con- 
centrations as well as tolerable durations and frequen- 
cies of exposure. These pollutants may ionize and 
different forms may have differing toxicological effects. 
The transport of the materiais also may be affected by 
sorption and they can degrade through such proces- 
=$as volatilization, biodegradation, hydrolysis, and 
PMdysis. 

Trace metals may be of concern in many estuaries due 
to their toxicological effects. The toxicity of trace me- 
tals and their transport Is affected by their form. Upon 
entry to a surface water body, metal speciation may 
change due to complexation, precipitation, sorption, 
and redox reactions. Metals concentrations are diluted 
further by additional stream flow and mixing. Physical 
loss can be caused by settling and sedimentation, 
whereas a physical gain may be caused by resuspen- 
sion. 

Model Id- - nandsekction 
The first steps in the modeling process are model 
identification and selection. The goals are to identify 
the simplest conceptual modei that indudes all the 
important estuarine phenomena affecting the water 
quality problems, and to select the most useful analyti- 
cal formula or computer model for calculating waste 
load allocations. During modei identification, available 
Information is gathered and organized to construct a 
coherent picture of the water quality problem. There 
are four basic steps in mode! identification: establish 
study objectives and constraints, determine water 
quality pollutant interactions, determine spatial extent 
and resolution. and determine temporal extent and 
resolution. Following model Mentification, anather im- 
portant step is advised: perform rapid. simple screen- 
ing calculations to gain a better understanding of 
e>cpectedpdlutantlevelsand~espatiaiextentofwater 
quality problems. 

The first step in identifying an appropriate WIA model 
for a particular site is to review the applicable water 
quality standards and the beneficial uses of the estuary 
to be protected. Local, state, and federal regulations 
may contribute to a set of objectives and constraints. 
The final result of this step should be a dear under- 
standing of the pollutants and water quality indicators, 
the areas, and the time scales of interest. 

After the pollutants and water quality indicators are 
identffled, the significant water quality reactions must 
be determined. These reactions must directly or in- 
directly link the pollutants to be contrdied with the 
primary water quality indicators. All other interacting 
water quality constituents thought to be significant 
should be included at this point. This can best be done 
in a diagram or flow chart representing the mass 
transport and transformations of water quality con- 
stituents in a defined segment of water. The final result 
of this step should be the assimilation of all the available 
knowledge of a system in a way that majorwater quality 
processes and ecological relationships can be 
evaluated for inclusion in the numerical model descrip- 
tion. 

The next step is to specify the spatial extent, dimen- 
sionality, and scale (or computational resolution) of the 
WLA model. This may be accomplished by determining 
the effective dimensionality of the estuary as a whde, 
defining the boundaries of the study area, then specify- 
ing the required dlmensionalii and spatial resolution 
within the study area. The effective dimensionality of an 
estuary includes only those dimensions over which 
hydrodynamic and water quality gradients significantly 
affect the WLA analysis. Classification and analysis 
techniques are available. Specific boundaries of the 
study area must be established, in general, beyond the 
influence of the discharge(s) being evaluated. D a w  
describing the spatial gradients of important water 
q w l i  constituents within the study area should be 
examined. Dye studies can give important information 
on the speed and extent of lateral and vertical mbting. 
It is clear that choice of spatial scale and layout of the 
model network requires considerable judgment. 

The final step in model identification is to specify the 
duration and temporal resolution of the WLA model. 
The duration of WLA simulations can range from days 
to years, depending upon the sue and transport char- 
acteristics of the study area, the reaction kinetics and 
forcing funct;ons of the water quality constituents, and 
the strategy for relating simulation results to the 
regulatory requirements. One basic guideline applies 
in all cases -the simulations should be long enough to 
eliminate the effect of initiai conditions on important 
water quality constituents at critical locations. 



The temporal resolution of WLA simulations falls into 
one of three categories -dynamic, quasidynamic, and 
steady state. Dynamic simulations predict hour to hour 
variations caused by tidal transport. Quasidynamic 
simuiations predict variations on the order of days to 
months. The effects of tidal transport are time- 
averaged. Other forcing functions such as freshwater 
inflow, pollutant loading, temperature, and sunlight 
may vary from daily to monthly. Steady state simula- 
tions predict monthly to SeaSMlal averages. All inputs 
are time-averaged. Two schools of thought have per- 
sisted regarding the utllity of dynamic versus 
quasidynamic and steady state simulations. For some 
problems the choice is reasonably dear. 

In general, if the regulatory need or kinetic response is 
on the order of hours, then dynamic simulations are 
required; if regulatory needs are long term averages 
and the kinetic response is on the order of seasons to 
years, then quasidynamic or steady simulations are 
indicated. 

The goal of model selection is to obtain a simulation 
model that effectively implements the conceptual 
"model identified for the WLA. Models selected for dis- 
cussion here are general purpose, in the public 
domain, and available from or supported by public 
agencies. The selection of an estuarine WLA model 
need not be limited to the models discussed in this 
document. Other models that are available to a project 
or organization should also be considered. The models 
summarized in this report represent the typical range 
of capabilities currently available. Estuarine WLA 
models can be dassified as Level I to Level IV accord- 
ing to the temporal and spatial complexity of the 
hydrodynamic component of the model. Level I in- 
cludes desktop screening methoddogies that calcu- 
late seasonal or annual mean pollutant concentrations 
based on steady state conditions and simplified flush- 
ing time estimates. These models are designed to 
examine an estuary rapidly to isdate trouble spots for 
more detailed analyses. 

Level II includes computerized steady state or tidally 
averaged quasidynamic simulation models, which 
generally use a box or compartment-type network to 
solve finite difference approximations to the basic par- 
tial differential equations. Level I1 models can predict 
slowly changing seasonal water quality with an effec- 
tive time resolution of 2 weeks to 1 month. Level 111 
indudes computerized onedimensional (1 d) and 
quasi twodimensional (2d), dynamic simulation 
models. These real time models simulate variations in 
tidal heights and velocitlesthroughout each tidal cyde. 
Their effective time resolution is usually llmlted to 
average variability over one week because tidal input 
parameters generally consist of only average or slowly 
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varying values. The effective time resolution could be 
reduced to under 1 day given good representation of 
diurnal water quality kinetics and precise tidal input 
parameters. The required data and modeling effort are 
usually not mobilized in standard WLAS. 

Level IV consists of computerized 2d and 3d dynamic 
simulation models. Dispersive mixing and seaward 
boundary exchanges are treated more realistically than 
in the Level 111 ld models. These models are almost 
never used for routine WLAs. The effective time resdu- 
tion of the Level IV models can be less than 1 day with 
a good representation of diurnal water quality and 
intratidal variations. 

The advantages of Level I and II models lie in their 
comparatively low cost and ease of application. The 
disadvantages lie in their steady state or tidally 
averaged temporal scale. When hydrodynamics and 
pollutant inputs are rapidly varying, steady state 
models are. difficult to properly calibrate. 

The dynamic models (Levels 111 and IV) have ad- 
vantages over steady state and tidally averaged 
models in representing mixing in parthlly mixed es- 
tuaries because advection is so much better repre- 
sented. The success with which these models can 
predict transient violations depends upon both the 
accuracy and resdution of the loading and environ- 
mental data, and the model's treatment of short time 
scale kinetics such as desorption or diurnal fluctua- 
tions in temperature, pH, or sunlight. While dynamic 
models are capable of predicting diurnal and transient 
fluctuations in water quality parameters, the input data 
requirements are much greater. 

PART II: APPUCATlON OF ESTUARINE 
WASTE WAD -.ON MODUS 
Monitoring Protocolsfor Calibration and 
Validation of Estuarine Waste Load 
AllocationModels 
The monitoring data cdlected in support of a modeling 
study is used to: (1) determine the type of model 
application required (e.9. dimensionality, state vari- 
ables); (2) perturb the model (e.g. loadings, flows): (3) 
provide a basis for assigning rate coefficients and 
model input parameters (model calibration); and (4) 
determine if the model adequately describes the sys- 
tem (model evaluation). 

The specific lypes of data and quantity required will 
varywith the objectives of the WlA modeling study and 
the characteristics of the estuary. Data are atways 
required to determine model morphom&y, such as 
depthsand volumes (e.g. avalablefrom sounding data 



or navigation charts). Data are also required for 
transport. Transport within the modeled system may 
either be specified (measured, e-g. current meters) or 
computed from hydrodynamic models. Flows into the 
system must be measured, or in the case of the open 
boundary, water surface elevations must be deter- 
mined. 

The water quality data required, beyond that needed 
to quantify transport, will vary depending on how the 
variables will be used and their anticipated impact on 
the system. Data requirements will differ if the WIA 
modeling study is intended for dissolved oxygen, 
eutrophication or toxics. Concentrations for all per- 
tinent water quality variables should be provided at the 
model boundaries, providing the perturbation for 
model predictions, as well as at points within the water- 
body to provide a basis for estimating model 
parameters and evaluating model predictions. Data 
should be available to determine variations in water 
quality parameters over space and time. 

Planning monitoring studies should be a collaborative 
effort of participants involved in budgeting, field collec- 
tion, analysis and processing of data, quality as- 
surance, data management and modeling activities. 

Collaboration insures that fundamental design ques- 
tions are properly stated so that the available resources 
are used in the most efficient manner possible and that 
all critical data for modeling are collected. The use of 
monitoring and modeling in an iterative fashion, 
wherever possible, is often the most efficient means of 
insuring that critical data are identified and collected. 
A rigorous, well documented, quality assurance, 
quality control (QNQC) plan should be an integral part 
of any waste load allocation program. 

Model Calibration, Validation, and Use 
While models can be run with minimal data, their 
predictions are subject to large uncertainty. Models are 
best operated to interpolate between existing condi- 
tions or to extrapolate from existing to future condi- 
tions, such as in the projection of conditions under 
anticipated waste loads. The confidence that can be 
placed on those projections is dependent upon the 
integrity of the model, and how well the model is 
calibrated to that particular estuary, and how well the 
model compares when evaluated against an inde- 
pendent data set (to that used for calibration). 

Model calibration is necessary because of the semi- 
empirical nature of present day (1990) water quality 
models. Although the waste load allocation models 
used in estuary studies are formulated from the mass 
balance and. in many mses. from consenmtion of 
momentum principles, r m s t  of the kinetic descriptions 

in the models that describe the change in water quality 
are empirically derived. These empirical derivations 
contain a number of coefficients and parameters that 
are usually determined by calibration using data col- 
lected in the estuary of interest. 

Calibration alone is not adequate to determine the 
predictive capability of a model for a particular estuary. 
To map out the range of conditions over which the 
model can be used to determine cause and effect 
relationships, one or more additional independent sets 
of data are required to determine whether the model is 
predictively valid. This testing exercise, which also is 
referred to as confirmation testing, defines the limits of 
usefulness of the calibrated model. Without validation 
testing, the calibrated model remains a description of 
the conditions defined by the calibration data set. The 
uncertainty of any projection or extrapolation of a 
calibrated model would be unknown unless this is 
estimated during the validation procedure. 

In addition, the final validation is limited to the range of 
conditions defined by the calibration and validation 
data sets. The uncertainty of any projection or ex- 
trapolation outside this range also remains unknown. 
The validation of a calibrated model, therefore, should 
not be taken to infer that the model is predictively valid 
over the full range of conditions that can occur in an 
estuary. For example. a model validated over the range 
of typical tides and low freshwater inflow may not 
describe conditions that occur when large inflows and 
atypical tides occur. 

This is especially true when processes such as sedi- 
ment transport and benthic exchange occur during 
atypical events but not during the normal, river flow and 
tidal events typically used to calibrate and validate the 
model. 

Following model calibration and validation, several 
types of analyses of model performance are of impor- 
tance. First, a sensitii analysis provides a method to 
determine which parameters and coefficients have the 
greatest impact on model predictions. Second, there 
are a number of statistical tests that are useful for 
defining when adequate agreement has been obtained 
between model simulations and measured conditions 
in order to estimate the confidence that may be as- 
signed to modd predictions. Finally, a components 
analysis indicates the relative contribution of proces- 
ses to variations in predicted concentrations. For ex- 
ample, the cause of violations of a dissolved oxygen 
standard can be determined from the relative contribu- 
tion of various loads and the effect of sediment oxygen 
demand, BOD decay, nitrification, photosynthesis, and 
reaeration. 



Once the model is calibrated and validated, it is then 
used to investigate causes of existing problems or to 
simulate future conditions to determine effects of chan- 
ges in waste loads as part of the waste load allocation 
procedure. Once critical water quality conditions are 
defined for the estuary, harbor or coastal area of con- 
cem, determining the waste assimilative capacity is 
relatively straightforward. Models are available to relate 
critical water quality responses to the loads for most 
problems. However, the defnkion of critical conditions 
for estuaries is not straightforward. For streams receiv- 
ing organic loads, this is a straightforward matter of 
determining the low flow and high temperature condi- 
tions. In estuaries, fresh water, tides, wind, complex 
sediment transport, and other factors can be important 
to determining the critical conditions. As of yet, there 
are no dear methods of establishing critical conditions, 
especially in terms of the probability of occurrence. The 
analyst must use considerable judgement in selecting 
critical conditions for the particular system. Once 
loads and either critical conditions or estimated future 
conditions are specified, the calibrated model can be 
used to predict the water quality response. The inves- 
tigation may involve study of extreme hydrological, 
..meteordogical, or hydrographic events that affect 
mixing; waste loadings from point and non-point sour- 
ces: and changes in benthic demands. 

simplified ulustratnre Examples 
This section presents illustrative examples of estuarine 
,modeling using both simple screening procedures and 
the water quality model WASP4. The screening proce- 
dures are based upon simple analytical equations and 
the more detailed guidance provided in 'Water Quality 
Assessment: A Screening Procedure for Toxic and 
Conventional Pollutants - Part 2." WASP4 examples 
demonstrate model based estuarine WLA application. 

WASP4 is a general multidimensional compartment 
model supported and available through the U.S. EPA 
Center for Exposure Assessment Modeling. 

The examples provided consider eight water quality 
concerns in three basic types of estuaries. A one 
dimensional estuary is analyzed by screening methods 
for conservative and nonconservative toxicants and 
chlorine residual. Bacteria and DO depletion are simu- 
lated. Nutrient enrichment, phytoplankton production, 
and DO depletion in a vertically stratified estuary are 
simulated. Finally, ammonia toxicity and a toxicant in 
a wide, laterally variant estuary are simulated. 

The screening procedures can be applied using cal- 
culator or spreadsheet. While they may not be suitable 
as the sole justification for a WLA, they can be valuable 
for initial problem assessment. Three screening 
methods are presented for estimating estuarine water 
quality impacts: analytical equations for an idealbed 
estuary, the fraction of freshwater method, and the 
modified tidal prism method. These example proce- 
dures are only applicable to steady state, one-dimen- 
sional estuary problems. 

Deterministic water quality modeling of estuarine sys- 
tems can be divided into two separate tasks: descrip 
tion of hydrodynamics, and description of water 
quality. The WASP4 model was designed to simulate 
water quality processes, but requires hydrodynamic 
information as input. Hydrodynamic data may be 
directly specified in an input dataset, or may be read 
from the output of a separate hydrodynamic model. 
The examples here illustrate tidal-averaged modeling 
with user-s pecif ied h yd rod ynamics. Both the 
eutrophication and toxicant programs are described 
and used. 

For the six examples using WASP4, background infor- 
mation is provided, the required input data are sum- 
marized, selected model results are shown, and certain 
WIA issues are briefly described. 
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Preface 

Part 
1 

The document is the third of a series of manuals provid- 
ing information and guidance for the preparation of 
waste load allocations. The first documents provided 
general guidance for performing waste load allocation 
(Book I), as well as guidance specifically directed 
toward streams and rivers (Book 11). This document 
provides technical information and guidance for the 
preparation of waste load allocations in estuaries. The 
document Is divided into four parts: 

This part, "Part 1 : Estuaries and Waste Load Allocation 
Models," provides technical information and policy 
guidance for the preparation of estuarine waste load 

Title 
Estuaries and Waste Load Allocation Models 

allocations. It summarizes the important water quality 
problems, estuarine characteristics and processes af- 
fecting those problems, and the simulation models 
available for addressing these problems. The second 
part provides a guide to monitoring and model calibra- 
tion and testing, and a case study tutorial on simulation 
of waste load allocation problems in simplified es- 
tuarine systems. The third part summarizes initial dilu- 
tion and mixing zone processes, available models, and 
their application in waste load allocation. Finally, the 
fourth part summarizes several historical case studies, 
with critical reviews by noted experts. 

2 

3 

4 

Organization: 'Technical Guidance Manual for Performing Waste Load Allocations. Book 111: 
Estuaries" 

Application of Estuarine Waste Load Allocation Models 

Use of Miing Zone Models in Estuarine Waste Load Allocation Modeling 

Critical Review of Estuarine Waste Load Allocation Modeling 



4. Monitoring Protocols for Calibration and Validation of 
Estuarine Waste Load AIlocation Models 

James L. Martin, Ph.D., P.E. 
ASCI Corp., ai the 

Cenier for Exposure Assessment Modeling 
Environmental Research Laboratory, U.S. EPA, Athens, GA 

4.1. General Considerations 
This section addresses data needs for t5e calibration 
and validation of estuarine waste load allocation 
models. The type and amount of data will depend on: 
(1) the study objectives, (2) system characteristics, (3) 
data presently available, (4) modeling approach 
selected, (5) the degree of confidence required for the 
modeling results, and (6) project resources. Each of 
these factors should be considered In the planning 
stage of the monitoring effort in order to formulate 
fundamental questions that can be used in sample 
design. 

Quantitative estimates should be made, wherever pos- 
sible, of the gains or losses in model accuracy and 
precision due to different monitoring plans or modeled 
processes in order to provide a rational aid for making 
decisions governing the monitoring plan. For ex- 
ample, if study objectives require that boundary loads 
must be sampled with 95 percent confidence, then 
there are established quantitative methods available to 
estimate the sampling effort required (e.g. Cochran 
1977, Whitfield 1982). The feasibility of study objec- 
tives can then be evaluated interms of available resour- 
ces and other study requirements. 

Planning monitoring studies should be a collaborative 
effort of participants involved in budgeting, field colfec- 
tion, analysis and processing of data, quality as- 
surance, data management and modeling activities. 
Collaboration insures that fundamental design ques- 
tions are properly stated so that the available resources 
are used in the most efficient manner possible and that 
all critical data for modeling are collected. The use of 
monitoring and modeling In an iterative fashion, 
wherever possible, is often the most efficient means of 
insuring that critical data are identified and collected. 

4.1.1. Sii@Obje&es 
The study objectives will often determine the degree of 
effort required for the monitoring study. The objectives 
should be clearly stated and well known prior to the 
planning of any monitoring study. Obviously, the pur- 
pose of such a study will be the allocation of waste 
loads for the water quali!y constituent of interest. How- 
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ever, the effort expended and the acceptable uncer- 
tainty in study results will depend largely upon the 
study objectives. For example, the monitoring pro- 
gram must be of much higher resolution if the main 
objective is to define hourly variations as compared to 
one where the objective is to determine the mean or 
overall effect of a waste load on an estuary. Until all 
objectives are defined it will be difficult to establish the 
basic criteria for a monitoring study. 

4.1.2. System Charactenstics 
Each estuary is unique, and the scope of the monitor- 
ing study should be related to the problems and char- 
acteristics of that particular system. The kind of data 
required is determined by the characteristics of the 
system, the dominant processes controlling the con- 
stituent, and the time and space scales of interest. The 
same factors that control selection of modeled proces- 
ses and resolution will be integral in determination of 
the monitoring required. A model can only describe 
the system, and that description can be no better than 
the data which determines how it is applied, drives it, 
and is used to evaluate its predictions. The particular 
advantages of models are that they can be used to 
interpolate between known events and extrapolate or 
project to conditions for which, for whatever reason, 
data are not available. 

4.7.3. Data Availability 
Some data have to be available in order to make initial 
judgments as to the location and frequency of samples 
as well as to make decisions concerning the selection 
and application of the waste load allocation model. 
Where data are not available for the constituents of 
interest then it may be necessary to use some alterna- 
tive or surrogate parametersfor these initial judgments. 
For example, suspended solids may be used in some 
situations as a surrogate for strongly sorbed con- 
stituents. Reconnaissance or preliminary surveys may 
be required to provide a sufficient data base for plan- 
ning where only limited data are available. 
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4.7.4. Model Se/ecij'm 
A preliminary modeling approach should be selected 
prior to the monitoring study based on historical data 
and reconnaissance or prelimlnary surveys. Ideally, 
preliminary model applications should be conducted 
to assess the available data and provide guidance on 
monitoring requirements. Critical examination of the 
models input data requirements and studies'of ils 
sensitivity to parameters and processes should aid in 
the development of monitoring strategies. Several 
iterative cycles of data collection and model applica- 
tion serve to optimize both monitoring and modeling 
efforts. 

4.7.5. Confidence 
To a large degree the quantity and quality of the data 
determine the confidence that can be placed on the 
model application. Without data, it is impossible to 
determine the uncertainty associated with model 
predictions. Uncertainties in the determination or es- 
timation of driving forces for the model (e.g. loadings, 
wind) will be propagated in model predictions. The 
greater the uncertainty (spatial, temporal or anal)?ical) 
associated with data used in model forcing functions, 
estimation of model parameters, or evaluation of model 
predictions, the greater the resulting uncertainty as- 
sociated with those predictions. One fundamental 
issue that may Impact monltoring studies is the accept- 
able degree of uncertainty in both data and model 
pi ojections. 

4.1.6. Resources 
All waste load allocation studies will be limited to some 
degree by budgetary, manpower, laboratory, or other 
constraints. The limited resources will probably re- 
quire ths? the number of stations and/or the frequency 
of sap" be restricted. The planning of the data 
collec! - program should involve analysis of various 
samplirP, strategies and their associated cost. The 
planning should include factors such as !he logistics 
and scheduling of crews, boats, equipment, meals, 
sample storage and preservation, acceptable holding 
times, laboratory preparation, communications, back- 
up for equipment failure, quality assurance and crther 
resource intensive factors that affect the successful 
completion of data collection efforts. An objective of 
any such planning study then Is to maximize the in!or- 
mation obtained for the given project resources. For 
major s"sies, the time and effort for this planning effort 
should 5;. carefully considered and included in project 
plans. 

42. Types of Data 
The data collected in support of an estuarine waste 
bad allocation study will be used to (1) determine the 

type of model application required, (2) drive the model, 
(3) provide a basis for assigning rate coefficients and 
critical model input parameters, and (4) determine if the 
model is adequately describing the system. The 
methods for using this data in the calibration and 
validation of models is the topic of Section 5.0. The 
general types of data required are described below. 

42 1. Remnnaissance andlor Historic& Data 
Data are required initially to define the problem and 
determine the type of model solution required. For 
example, determination of appropriate model resolu- 
tion must be based on available data. Historical data 
should always be surveyed. Historical data should be 
verified to Insure that sampling techniques and 
laboratory analysis procedures have not changed 
which might make the historical data unsuitable for 
comparative purposes. Where historical data are not 
available it may be necessary to perform reconnais- 
sance studies to obtain sufficient data for planning. A 
reconnaissance study as defined here is a survey of the 
site to obtain sufficient data to make preliminary judg- 
ments. Additional reconnaissance studies may be re- 
quired particularly in areas where the greatest 
uncertainties exist. The reconnaissance level data is 
important not only in defining the more intensive 
monitoring effort but also in determining the modeling 
approach and resolution. 

4.22. Boundq Cond&ns 
Boundary condition data are externa! to the model 
domain and are driving forces for model simulations. 
For example, atmospheric temperature, solar radiation 
and wind speeds are not modeled but are specified to 
the model as boundary conditions and drive modeled 
processes such as mixing, heat transfer, algal growth, 
reaeration. photolysis, volatilization, etc. Nonpoint 
and point source loadings as well as inflow water 
volumes are model boundary input. The boundaries at 
the upstream end of the estuary and the open bound- 
ary at the ocean provide major driving forces for 
change. Models do not make predictions for the 
boundary conditions but are affected by them. 

4.2.3. I n M  CondiiiOns 
Generally, initial conditions are not required for internal 
flows or velocities. However, for water quality con- 
stituents initial conditions are required where the 
period of interest in simulations is less than the time 
required for these initial conditions to be "flushed out". 
For example, if the model is to be run to steady-state, 
then by definition initial conditions are not required. 
However, if simulations are to be conducted over 
"short" (in relation to the flushing time) periods of time, 
then initial conditions may be critical. Where changes 
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are small, the initial conditions may dominant projec- 
tions making it difficult to determine sources of error, 
such as in modeling approaches. 

4.2.4. Calibmfi'on 
Most estuarine hydrodynamic and water quality 
models are general in that they can be applied to a 
variety of sites and situations. However, the values of 
model parameters may be selected on a site specific 
basis, within some acceptable range. The process of 
adjusting model parameters to fit sfte specific informa- 
tion Is known as model calibration, and requlres that 
sufficient data be available for parameter estimation. 
The data base should include not only information on 
concentrations for the parameters of interest but on 
processes affecting those concentratlons, such as 
sediment oxygen demand, settling and resuspension 
velocities, etc. While resources often limit the extent of 
the calibration data, more than one set describing a 
range of conditions is desirable. 

42.5. ValidationlEvaluab'cK, 
ItAs always wise to test the calibration with one or more 
independent data sets in order to insure (or validate) 
that the model accurately describes the system. 
Validation conditions should be sufficiently dHerent 
from calibration conditions to test model assumptions 
without violating them (where the assumptions are 
considered reasonable). For example, if the rate of 
sediment oxygen demand Is assumed not to change 
(i.e. is specified as a zero order rate), then the model 
obviously would not predict well under situations 
where the sediment oxygen demand was drastically 
different due to some event. A second example is that 
an application assuming constant morphometry could 
not be expected to perform well after flood events, 
dredging, or construction resulted in variations in that 
morphometry. Discussions of the procedures for 
model validationlevaluation are provided In Chapra 
and Reckhow (1983) and Thomann and Mueller (1987). 

4.2.6. Post Auda &&I 
One type of data that is often ignored is post-audit data. 
Generally, models will be calibrated and validated and 
then applied to make some projection about condi- 
tions, such as the effects of waste loads. The projec- 
tions are often then used as an aid in making regulatory 
decision. This is often the end of most modeling and 
monitoring studies. There are relatively few cases 
where studies are conducted after the implementation 
of those decisions to determine if the model projec- 
tions were accurate and management decisions a p  
propriate. However, without this type of data the 

e 

overall success or failure of modeling studies often can 
not be accurately assessed. 

4.3. Frequency Of Collection 
The frequency of data collection depends on all the 
factors mentioned in part 4.1. However, two general 
types of studies can be defined -those used to identify 
short term variitions In water quality and those used to 
estimate trends or mean values. 

4.3.7. lntensk surveys 
lntensbe surveys are intended to identify intra-tidal 
variations or variattons that may occur due to a par- 
ticular event in order to make short-term forecasts. 
Intensive surveys should encompass at least two full 
tidal cycles d approximately 25 hours duration (Brown 
and Ecker 1978). Intensive surveys should usually be 
conducted regardless of the type of modeling study 
being conducted. 

Wherever possible, all stations and depths should be 
sampled synoptically. For estuaries that are stationary 
wave systems (high water slack occurs nearly simul- 
taneously everywhere), this goal may be difficult to 
achieve due to the logistics and manpower required. 
Synoptic sampling schemes are constrained by dis- 
tance between stations, resources In terms of man- 
power and equipment, and other factors which may 
limit their applicability. Where it Is not possible to 
sample synoptically, careful attention should be given 
to the time of collection. For some estuaries. where 
movement of the tidal wave is progressive up the 
channel, sampling the estuary at the same stage of the 
tide may be possible by moving upstream with the tide 
to obtain a synoptic picture of the water quality varia- 
tions at a fMed tide stage, that is a lagrangian type pf 
sampling scheme rhomann and Mueller 1987). Sam- 
pling should not be conducted during unusual climatic 
conditions in order to insure that the data Is repre- 
sentative of.norma1 low Row, tidal cycle and ambient 
conditions. 

Boundary conditions must be measured concurrently 
with monitoring of the estuary. In addition, a record of 
waste loads during the week prior to the survey may 
be critical. It Is necessary to identify all of the waste 
dischargingfacilities priorto the survey sothat all waste 
discharged can be characterized. Estimates of non- 
point loads are also required. 

Where project resources limit the number of samples, 
an alternative may be to temporally integrate the 
samples during collection or prior to analysis. This will, 
however, not provide information on the variability 
associated with those measurements. 
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4.3.2. Trend Mon8orjng 
Trend monitoring is conducted to establish seasonal 
and long term trends in water quality. Intensive data is 
not sufficient to calibrate and validate a model which 
will be used to make long-term projections, due to 
differences in the time scales of processes affecting 
those projections. Trend sampling may take place on 
a bi-weekly or monthly basis. Stations should be 
sampled at a consistent phase of the tide and time of 
day to minimize tidal and diurnal influences on water 
quality variations (Ambrose 1983). Diurnal variations 
must still be considered, however, tidal effects may be 
less important In wind dominated estuarine systems. 
Care should be exercised to sample during repre- 
sentative conditions and not during unusual climatic 
events in order to allow comparison between sampling 
times. Some stations may be selected for more 
detailed evaluation. Intensive surveys, spaced over 
the period of monitoring, should also be considered 
where the trend monitoring will be used to track chan- 
ges in parameters between intensive surveys (Brown 
and Ecker 1978). 

Boundary data should generally be measured at a 
greater frequency than estuarine stations used for 
monitoring trends. Boundary conditions are critical in 
that they will drive the model used for waste load 
allocation. The rate at which the boundary conditions 
are expected to change will indicate the time scale 
required for boundary sampling. Tiered or stratified 
sampling programs may be required which include 
different sampling strategies, such as between low and 
high flow periods. The more intensive boundary data 
will provide an estimate of the mean driving forces for 
the model as well as their associated variability. 

The type of boundary data required is discussed in the 
next section. Generally, data on flows, meteorology 
and water level variations may be available more fre- 
quently than necessary for water quality parameters. 
The variability associated with the observations can be 
used to estimate the sampling effort required for a 
given acceptable degree of confidence using well es- 
tablished methods (see Cochran 1977, Gilbert 1987, 
Elliott 1977 or others). For example, where the mean 
and standard error of a constituent have been es- 
timated from reconnaissance studies and the error is 
simply inversely proporlionat to the sample size, the 
sample size required to obtain an acceptable error rate 
can easily be determined. The frequency required for 
water quality parameters for tributaries may be es- 
timated using ratio and regression methods to deter- 
mine the uncertainty associated with loading estimates 
for various sampling designs (see for example Cochran 
1977; Dolan, Yui and Geist 1981; Heidtke, DePinto 
and Young 1986). 

4.4. Spatial Coverage 
An intensbe spatial coverage of the estuary for some 
indicator or surrogate water quality parameter, such as 
salinity or turbidity, is generally needed in order to 
estimate spatial variability, as well as determine the 
model type and segmentation required. 

Generally, the spatial grid for an estuarine model 
should extend from above the fall line, or zone of tidal 
influence, to the open boundary of the estuary. The 
last USGS gauging station is often a good upper 
boundary since they are typically placed outside of the 
region of tidal influence. In some cases the ocean 
boundary will extend beyond the estuary into the 
ocean to insure a representative boundary condition 
or to allow use of tidal gauge information collected at 
some point away from the estuary. 

Where simple waste load allocation studies are 
planned on a portion of an estuary, and it is unrealistic 
to model the entire estuary, then the spatial grid may 
be delimited by some natural change in depth or width, 
such as a restriction in the channel or regions where 
the velocity and water quality gradients are small. The 
spatial grid must encompass the discharges of interest 
in all cases. 

Sampling stations should generally be located along 
the length of the estuary within the region of the model 
grid, with stations in the main channel and along the 
channel margins and subtidal flats for the intensive 
surveys. Lateral and longitudinal data should be col- 
lected, including all major embayments. The spatial 
coverage required is governed by the gradients in 
velocities and water quality constituents. Where no 
gradients exist, then a single sample is sufficient. 
Some caution should be exercised in the selection bf 
the indicator parameter for this decision. For example, 
strong vertical dissolved oxygen gradients may occur 
in the absence of velocity, thermal or salinhy gradients. 
Two areas where cross-channel transects are general- 
ly required are the upper and lower boundaries of the 
system. Additional sampling stations may also be 
selected so that poorly mixed discharges can be ade- 
quately detected and accounted for. 

The spatial coverage should consider the type of model 
network to be used. For model networks with few, large 
segments, several stations (e.g.36) should be located 
in each model segment in order to estimate spatial 
variability. For detailed models with many segments it 
may not be possible to determine the parameters for 
each segment. For initial conditions and model evalua- 
tion, sufficient samples should be collected to estimate 
missing data by interpolation. 
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Where resources are limited, one possible monitoring 
strategy is to spatially integrate samples, such as over 
depth or width depending on the modeling approach 
used. Careful consideration will need to be given to the 
integration scheme for this type of monitoring. For 
example, a flow weighted integration scheme would 
require some a priori knowledge of the fraction of the 
total flows associated with all sampling stations. 

4.5. Model Data Requirements 
4.5.1. EWBafhymetry 
Data are always required to determine model mor- 
phometry. Morphometry affects the characterization 
of the estuary and the type of modeling approach 
required. Estuarine depth controls propagation of the 
tidal wave. Shallow channels and sills increase vertical 
mixing while deep channels are more likely to be 
stratified with greater upstream intrusion. Deep fjords 
with shallow sills usually have little circulation and 
flushing in bottom wafers. The length of the estuary 
determines the type of tidal wave, phase between 
current velocities and tidal heights. The width effects 
velocities (narrow constrictions increase vertical 
mixing and narrow inlets restrict tidal action). Wind-in- 
duced circulation is transient and interacts with chan- 
nel geometry lo produce various circulation patterns 
and affects vertical mixing and sediment transport. 

Bathymetric data are available for most estuaries from 
U.S. Coastal and Geodetic Navigation Charts and Boat 
Sheets or from sounding studies conducted by the U.S. 
Army Corps of Engineers. The National 
Oceanographic Survey can provide data on computer 
tapes. The charts tend to slightly underestimate 
depths in navigation channels to allow for siltation. 
Alternatively, a vessel traveling along established tran- 
sects can measure depth profiles with a high frequency 
fathometer connected to a continuous strip-chart re- r 
corder. Depths must be corrected to mean tide level 
at the time of measurement (Kuo et al. 1979). Slopes 
of the water surface should also be considered in data 
reduction. Fathometer frequencies used in measuring 
bottom depths should be between 15 and 210 KHz 
(wavelengths between 85 and 6 mm). Short 
wavelengths are most useful for measuring soft, 
muddy bottoms, while long wavelengths are used with 
a hard, firm bottom (Ambrose 1983). 

For certain estuaries, such as many of those along the 
Gulf of Mexico, the affects of tidal marshes candramati- 
cally effect estuarine circulation and water quality. 
These are generally some of the more difficult systems 

= to model. An initial decision may be whether to 
measure flows and quality and provide information to 
the model as boundary conditions or to attempt to 

" 

Table 4-1. Estuarine Transport Data 

lorphometry Data: 

tydrodynamic Data: 

fieteorological Data: 

W c r  Quality Date: 

IChannel Geometry, 'roughness' or bot- 
hom type 
hater surface elevations 
'Velocity and direction 
jlnwrning now 
Point and distributed flows 
Solar radiation 
'Air temperature 
'Precipitation 
' W h d  speed and direction 
Wave height, period and direction 
Relative humidity 
Cloud cover 
Salinity 
Water temperatures 
Suspended sediments 
Dye studies 

model them. Where modeling is required then the 
corresponding bathymetry data must be collected. 

4.5.2. Transport 
Either description or prediction of transport is essential 
lo all waste load allocation studies. All mechanistic 
waste load allocation models are based on mass 
balance principles, and both concentrations and flows 
are required to compute mass rates of change. For 
example, a loading to the system is expressed in units 
of massltime. not concentration. Essential physical 
data required for prediction or description of transport 
are listed in Table 4-1. 

The type of data used to quantify transport depends 
upon the model application and the characteristics of 
the system (i.e. well mixed, partially mixed or highly 
stratified estuary). Estuarine geometry, river flow ana 
tidal range, and salinity distribution (internal, inflow 
and boundary concentrations representative of condi- 
tions being analyzed) may be sufficient for applications 
involving fraction of freshwater, modified tidal prism 
methods, or Pritchard's methods (as described in Mills 
et al. 1985). Models such as QUAL2E (Brown and 
Barnwell 1987) can also be applied to estuaries using 
this data where vertical resolution is not a concern, 
using net flows and a tidal dispersion coefficient. 

For complex estuaries, time varying flows, depths, and 
cross sections will make estimation of flows and dis- 
persion from field data difficult. Then the flows have to 
be measured, estimated from dye studies, estimated 
by trial and error methods, or obtained from 
hydrodynamic studies. However these parameters are 
determined they must adequately reflect the flushing 
characteristics of the system. Data requirements for 
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flow measurement and hydrodynamic modeling are 
discussed below. 

4.5.2.1. Flow Measurement 

Flow measurements can be used directly in waste load 
allocation models or be used to aid in the calibration 
and validation of hydrodynamic models, as discussed 
below. Tidal current Is determined by placing a net- 
work of current meters at selected stations and depths 
throughout the estuary and measuring velocities over 
time. A tidal velocity curve can then be constructed. 
Thedata measured at different points can be integrated 
over space (Le. laterally or vertically) and/or time 
depending on the needs of the water quality model. 
Data from the flow measurements should be evaluated 
when incorporated into models to insure that continuity 
is maintained and that constituents are properly 
transported. 

Freshwater inflow measurements are often available 
for major tributaries from USGS records or from state 
agencies. Daily records are normally available and 
hourly or 15 minute records can often be obtained. The 
frequency at which data are required must be assessed 
in the context of how rapidly flows are changing. 
Generally, hourly and often daily data are sufficient. 
flows must be estimated for ungauged tributaries, and 
where the influence of ungauged tributaries is appreci- 
able, a flow monitoring program initiated. 
Groundwater inflows or flows from direct runoff may be 
estimated from flow gauges available in the fluvial 
portion of most large drainage basins. Inflows from 
point source dischargers, including municipal and in- 
dustrial sources and combined sewer overflows are 
essential input to any model. 

4.5.2.2. Dye Studies 

Dye and time of travel studies are often one of the better 
sources of data for estimating dispersion coefficients, 
computing transport or for calibration and confirmation 
data for hydrodynamic models. Dye studies can be 
conducted with injections toward the mouth of the 
estuary or in areas where there is the greatest uncer- 
tainty in model predictions. For example, dye studies 
can be used to estimate mixing in the freshwater por- 
tion of a tidal river where no salinhy gradients occur. 

The type of dye study conducted varies with the study 
objeetthres. Studies may involve continuous or slug 
releases of the tracer dye. Continuous discharges are 
particularly useful in estimating steady-state dilution 
levels while slug studies are often useful for estimating 
dispersion coefficients or for calibrating and testing 
hydrodynamic models. 

Continuous tracer studies generally release dye over 
one or more tidal cycles or discharge periods, which is 
then monitored within the estuary at selected locations 
over a series of tidal cycles. Monitoring of continuous 
dye releases may be continuous or concentrate on 
inltial dilution and successive slack tides to obtain 
wastewater dilution levels for initial dilution, high and 
low slack tides or tidally averaged conditions. The 
superposition principal developed by the U.S. Geologi- 
cal Survey (Yotsakura and Kilpatric 1973) can be used 
to develop wastewater dilutions. 

A slug of dye may be injected into the system and then 
the dye cloud is tracked over several tidal cycles. The 
spread of the dye and/or attenuation of the dye peak 
will aid in estimation dispersion coefficients, and the 
movement of the dye centroid will give an estimate of 
net flows. The computations usually involve solving 
the transport equation in some form where the known 
quantities are geometry and time varying dye con- 
centrations and the unknowns are advection and dis- 
persion. Diachishin (1 963) provides guidance on 
estimating longitudinal, lateral and vertical dispersion 
coefficients from dye studies. Fischer (1 968) 
described methods for predicting dispersion in ap- 
plications to the lower Green and Duwamish Rivers, 
estuaries of Puget Sound. Carter and Okubo (1972) 
described a technique to estimate a longitudinal dis- 
persion coefficient from peak dye concentrations and 
describe the slug release method used in Chesapeake 
Bay. Thomann and Meuller (1987) provided an ex- 
ample of computing tidal dispersion coefficients from 
a slug refease of dye into the Wicomico River, an 
estuary of Chesapeake Bay. Some caution should be 
exercised in that dyes injected at a point will have 
different travel times from those mixed over the 
modeled dimensions. For example, for a onedimen- 
sional (longitudinal) model it may be preferable to 
distribute the dye as avertically mixed band across the 
estuary. 

A variety of dye types have been used in the past, and 
a comparison of tracer dyes was provided by Wilson 
(1968) as well as an overview of fluorometric principals. 
The most common dye presently in use is Rhodamine 
WT. The U.S. Geological Survey (Hubbard et al. 1982) 
provides information on planning dye studies which 
has applicability to estuaries. Generally boat mounted 
continuous flow fluorometers can be best used to 
locate and track a dye cloud or to obtain dye con- 
centrations at discrete stations. Some consideration 
should be given to the toxicity of the dye as well as to 
its degradation by chlorine in studies of treatment 
facilities or its absorption onto particulates and macro- 
phytes. Rhodamine WT is also slightly more dense 
than water and may require adjustment to obtain 
neutral buoyancy. The background florescence 
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should be determined to aid in determining quantities 
of dye to be released and subtracted from field meas- 
urements. Care should also be exercised to schsdule 
dye studies to avoid non-representative meteorobgi- 
cal conditions. Some of the considerations for pian- 
ning and conducting dye studies in estuaries were 
discussed by Story et al. (1974). 

4.5.2.3. Hydrodynamic Models 

Hydrodynamic models may be used to generate fi ow 
fields for waste load allocation models. Major proces- 
ses impacting transport in estuaries incorporated in 
hydrodynamic models include river flow, tidal action, 
fresh and salt water mixing, salinity gradients and 
stratification, wind stress, coriolis force, channel 
geometry and bottom friction. Data required to drive 
the hydrodynamic models includes initial and bound- 
ary conditions as well as calibration and validafion 
data. 

Generally, unknowns solved for in hydrodynamic 
models include velocities and water surface elevations. 
However, most hydrodynamic models applicable to 
estuaries include forces due to changes in density and, 
as"such, include transport of salinity and possiMy 
temperature to be coupled with the hydrodynamic 
equations at the intra-tidal time scale. The accurate 
prediction of water surface elevations or velocities is 
not sufficient to test the model application for waste 
load allocation purposes, but the models must also 
accurately transport materials as well; Therefore, data 
requirements as discussed below will include con- 
stituents such as salinity, temperature, and other 
tracers which can be used to evaluate hydrodynamic 
predictions. An intensive data sampling program 
which includes concurrent water surface elevation, 
velocfty and dye/dispersion studies or salinity profiles 
provides the best assessment of the hydrodynamic 
model application. 

A Initial conditions 

Initial conditions are generally not required for flows in 
hydrodynamic models. Generally, velocity fields are 
set up within relatively few model time steps. Initial 
conditions are required for materials such as tracers, 
salinity or temperature used to validate transport 
predictions. An exception is where the initial condi- 
tions are rapidly flushed, or the gushing period is short 
in comparison to the simulation period. For rapid 
flushing it is often reasonable to run the model to a 
steady-state using the initial boundary conditions and 
use the results of steady-state simulations as the initial 

resolution required in hydrodynamic models. Where 
data are no! available it may be possible to estimate 
missing data by interpolation. 

B. Boundary conditions 

Hydrodynamic boundary conditions consist of flows or 
heads. Head refers to the elevation of the water surface 
above some datum. Generally, flow information is 
provided for tributary and point sources and water 
surface elevations provided for the open (ocean) 
boundaryoes). Salinity, and often temperature, condi- 
tions may be required at the boundaries in order to 
estimate density effects on circulation (baroclinic ef- 
fects). 

Water surface elevation information is often available 
for major estuaries from tide gauge records such as 
the Coast and Geodetic Survey Tide Tables published 
annually by NOAA. These records may be processed 
into tidal constituents. Records are often available for 
time periods of 15 minutes which is usually sufficient 
for model application. These tide tables do not include 
the day-today variations in sea level caused by chan- 
ges in winds or barometric conditions, nor do they 
account for unusual changes in freshwater conditions. 
AI1 of these conditions will cause the tide to be higher 
or lower than predicted in the tables. The data can 
however be used lo determine if the data collected in 
the sampling period is 'Typical (Brown and Ecker 
1978). Where possible, water surface elevation 
gauges should be placed at the model boundaries as 
part of the monitoring program. 

Meteorological data, including precipitation, wind 
speed and direction are required to compute surface 
shear, vertical mixing and pressure gradients. 
Meteorological data are often available for nearby N+ 
tional Weather Service stations from the National 
Climatic Center in Asheville, North Carolina. However, 
the class of the stations should be identified to deter- 
mine if all the required data are available. If the estuary 
is large or nearby stations are unavailable then either 
the use of several stations or field monitoring of 
meteorological conditions may be required. If 
temperature is to be simulated, as part of the 
hydrodynamic model evaluation or for water quality 
modeling purposes, then data on air temperature, 
cloud cover, humidity and precipitation must be avail- 
able. Evaporation data should also be evaluated. 
Solar radiation and the effects of coriolis forces can be 
computed from the location of the estuary and time of 
the year. 

conditions for subsequent simulations. Where inhi@- Boundary data are required for water qualb' Con- 
conditions are required, data wilt generally not bew& :- stituents used to calibrate and validate transport 
able for all model segments, due to the fine s predictions, such as salinity and temperature. The 
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frequency of data collection for tributaries and point 
sources was discussed previously (see section 4.3). 
The sampling stations for tributaries should generally 
be above the fall line, or region of tidal influence. The 
open, or ocean boundary, Is generally specified as 
either constant or time-varying conditions which are 
not impacted by interactions with the estuary. In some 
cases this may require that the model and Rs boundary 
be extended into the Ocean to a point where this 
assumption is valid or to where data are available. The 
station@) used- for open boundary should be deter- 
mined with careful consideration of the mdel applica- 
tion. 

C. Calibration and validation data 

Ca!fbration and validation of hydrodynamic predictions 
can consist of comparison of model predictions to 
measured velocities or water surface elevations. 
Measurements of water surface elevations and current 
velocities at critical sampling locations should be in- 
cluded as part of the monitoring effort. The placement 
of the current meters should be based, at least in part, 
by the model application. For example, a single con- 
tinuous monitor placed at the edge of a channel would 
provide little usable information for a laterally averaged 
model, where laterally averaged velocities at a given 
depth are required for comparison. 

As stated previously, the accurate predictions of wafer 
surface elevations and velocities are not sufficient for 
testing the application of a hydrodynamic model where 
those velocities will be used to determine constituent 
transport. Additional testing must be conducted to 
determine if the transport is reasonable and if known 
water quality gradients can be maintained. For ex- 
ample, the effects of an overestimation of vertical 
velocities, which are often too small to be accurately 
measured in the field, may only become apparent when 
the transport model is unable to maintain known verti- 
cal protiles. 

The calibration of the hydrodynamic model may re- 
quire an Reratbe effort in conjunction with the applica- 
tion of the water quality models for the constituents of 
interest (Le. dissolved oxygen). However, initial 
calibration is usually conducted against materials such 
as conservative tracers, salinity, or temperature. 
Safinity, temperature and suspended solids concentra- 
tions will impact denshy which will in turn affect com- 
puted ~ " 3 c h y  distributions. The transport of at least 
salinb ?d possibly temperature and suspended 
solid, Iiould generally be directly linked to 
hydro: amic predictions for estuaries 0.e. their ef- 
fects a:& considered in densfty terms). 

4.5.3. Water Quality 
The water quality data required, beyond that needed 
to quantify transport as described above, will vary 
depending on how the variables will be used and their 
anticipated impacts on the waste load allocation 
analysis. In addition, the water qualhy data required 
will vary depending on the anticipated response time 
of the system to changes in the value of the variable. 
For example, processes that vary over long time 
scales. in relation to the period of modeling, are often 
assumed to have a constant effect over the period of 
simulation (treated as zeroth order processes). Sedi- 
ment oxygen demand and sediment release rates are 
often treated in this way. 

Data requirements will vary if the waste load allocation 
is intended for dissolved oxygen, eutrophication or 
toxics. Variables critical for an analysis of toxicity, such 
as pH for ammonia and metals, may not be required if 
the parameter of interest is DO. If the waste load is not 
expected to impact particular variables, such as pH, 
then it may be sufficient to use available data to deter- 
mine their effects. -If however, data are not available for 
conditions of interest, or if the variable is expected to 
change, either directly or indirectly, in response to the 
loading, then modeling may be required as well as 
collection of additional supporting data. 

Table 4-2 provides an overview of some commonly 
measured water quality variables, their problem con- 
texts, and an indication of the processes they impact. 
Some variables, such as dissolved oxygen (DO) are 
suggested for all studies. DO can provide general 
information about the estuaries capacity to assimilate 
polluting materials and support aquatic life (Mac- 
Donald and Weisman 1977). The specific type of data 
for a particular application will vary depending on the 
factors listed in section 4.1. Concentrations for all 
pertinent water quality variables should be provided at 
the model boundaries, providing the driving forces for 
model predictions, as well as at stations within the 
model system to provide a basis for estimating model 
parameters and evaluating model predictions. 

Measurements of processes impacting water quality 
may be required in addition to concentration measure- 
ments. For example, strongly sorbed contaminants 
are strongly affected by sediment interactions. includ- 
ing resuspension, settling, and sedimentation. Some 
independent measurement of these processes may be 
required to reduce model uncertainty. Modeled 
processes for a variety of water quality constituents 
and the data requirements for those process descrip- 
tions are provided by Ambrose e! al. (1988a.b). 



4.6. Quality Assurance 
A rigorous. well documented, quality assurance (QA) 
plan should be an integral part of any waste load 
allocation program. The QA plan should Include 
descriptions of sampfing cdfection, preservation, han- 
dling, analysis, analytical detection limb, and data 
management. The implemented plan shoufd provide 
a wefl documented record of all stages of the project, 
extending from sampling and transferring custody of 
samples, lo modeling. The development of the plan 
should be completed prior to the inhiation of any 
monitoring acthities and a quality assurance coor- 
dinator assigned to implement and coordinate QA 
actbities. There are a variety of documents which 
describe procedures for quality assurance, and a com- 
pfete description of a quality assurance plan Is beyond 

fable 4-2 Wafer Oualfty Vnrlablu 

Suspended Solids 
'h Light 
Light Extinction 
Dissolved Oxygen 
BODS 
Long Term CBOD 
arbon Dioxido 
N B O D  
Bottom Demand 
TOW phosphorus 
Soluble reactive phosphorus 
Total kjeldahl nitrogen 
Ammonia-nitrogen 
Nitrate-nitrogcn 
Nitrite-nitrogen 
Dissolved available silica 
Chlorophyll-a and Phaoophgon 
PhfloplanMon (major groups) 
Alkalinity 
TOW inorganic carbon 
P H  
Contaminant (dissolved particulate, total) 
Dissolved organic carbon 
Total organic carbon 
Porosity 
Grain site 
Percent solids 
m 
Biomass 
hktcorologic Data 

Toxicity (csreodaphnir toxic units, etc.) 
wind, temperature, etc. 

the scope of this report. Additional information is 
provided in: 

e Guidefines and Specifications for Preparing 
Quality Assurance Project Plans. USEPA Office 
of Research and Development, Municipal En- 
vironmental Research Laboratory. 1980. 

0 Standard Methods for the Examination of Water 
and Wastewater, 15th Edition. American Public 
Health Associatlon. 1980. 

0 Methods for the Chemical Analysis of Water and 
Wastes. EPA-600/4-79-020. USEPA Environ- 
mental Support Laboratory. 1979. 

constnuent Problem Conted Effects 

All Transport, dissolved oxygen Win* or Conductivity 
Tmmperature All 

All 
Eutrophication, Toxics 
Eutrophication, Toxics 
All 
Do 
Do 
Toxics, Eutrophication 
Do 
Eutrophication 00 
Eutrophication DO 
Eutrophication DO 
Eutrophication DO 
Eutrophication DO, Toxicity 
Eutrophication DO 
Eutrophication DO 
Eutrophication DO 
Eutrophication DO 
Eutrophication DO 
loxia 
Toxics 
Toxics 
Toxics 
Toxics 
Toxics 
Sediments 
Sediments 
Scdimentt 
Toxics. Do 
loxics 
All 

Toxicity 

Transport, kinetics, dissolved oxygen, 
toxicity 
TranspoR, light extinction, sorption 
Heat. algal growth, photolysis 
&at, algal growth, phoiolysis 
Indicator, toxicity. sedimenl release 
Dissolved Oxygen 
Dlssolved Oxygen 

Dissolved Oxygen 
Dissolved Oxygen, nutrient release 
Algae 
Algae 
Dissolved oxygen, algae 
Dissolved oxygen, toxicity, algae 
Dissolved oxygen, algae 
Dissolved oxygen, algae 
Algae 
Algal indicator 
Dissolved oxygen, nutrient cycles, p H  
pH, carbonate species, metals 
pH, Carbonate species, metals 
Speciation, ionization, toxicity 
Allocation 
Sorption, activity 
Sorption, activity 
Pore water movement, toxicity 
Settling, sorplion, sediments 
Sorption. sediments 
Indicator. speciation 
Biouptake 
Gas transfer, reaction rater 

Toxicity 
I~ifonn Bacteria (~eca~. 1-1, Streptooocei) Human Health Human Heatth 
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Handbook for Analytical Qmllty Control In 
Water and Wastewater Laboratories. EPA- 
600/4-79019. USEPA Environmental Support 
Laboratory. 1979. 

Discussion is provided below of some suggested ele- 
ments of a QA plan. 

4.6.7. Dafa cOll&f'w, 
Alf stations for data collection should be well described 
and documented in order to insure that they are rees- 
tablished during subsequent sampling periods. Sta- 
tions can be established using an easily determined 
distance from some permanent structure or landmark. 
However, care should be exercised to insure that the 
stations are not located near some structure which 
would make them unrepresentative. For example, 
velocity measurements should not be made immedi- 
ately downstream of a bridge or piling no matter how 
convenient it may be. Stations can be relocated using 
electronic positioning equipment such as range instru- 
ments, radar or Loran if they are sufficiently accurate 
to allow relocation wlthin an acceptable distance. 
Methods should be established for maintaining posi- 
tions at stations during sampling. Records of arrival 
and departure times for each site as well as surface 
observations should be made during each sampling 
period. 

Instrumentsfor electronicin situ determination of water 
quality parameters should be calibrated at least before 
and after each sampling trip. For example, samples 
should be collected for salinity to verify field measure- 
ments and samples fixed in the field for dissolved 
oxygen to veri dissolved oxygen probes. 

AI1 field collection equipment should be listed and 
prepared before each sampling trip, insuring that all 
collecticr; sontainers are clean and proper log forms 
and labe". 2 equipment available. Different containers 
should t - e  available for metals, nutrients, organics, 
dissolve cxygen, etc. due to their cleaning and preser- 
vation requirements. The QA plan should contain a 
detalled description of technlques for samples requir- 
ing special handling, such as toxics and anaerobic 
samples. 

An established sequence of collection should be 
developed and maintained throughout the monhoring 
effort. insuring that new personnel are trained in the 
proper methods and sequence of data collection. All 
samples should be logged and sample log sheets 
should include station location, time, depth, results of 
in situ sampling, and container numbers for each type 
of sample. Datum should always be clearly specified 
(e.g. time of day standard, datum for water surface 
elevations). 

All samples should be preserved on board, where the 
preservation technique will vary with the type of 
analysis required, but may involve icing, acidification, 
organic extraction, etc. The preservation techniques 
should be documented prior to implementation of the 
monitoring study. For some samples that do not 
preserve well it m a y  be necessary to either conduct 
analyses on board or quickly transfer them to nearby 
on-shore facilities. 

Additional samples should be collected to determine 
sampling variability and individual samples may be split 
prior toanalysis to defermine analytical variability. The 
number of replicate samples should be established as 
part of the planning for the monitoring effort. Field 
samples may also be spiked with a known amount of 
a standard prior to analysis. The identity of the spiked, 
split and duplicate samples should be kept on separate 
logs and the analyst should not be aware of their 
identity. 

The samples should be transferred from the field to the 
laboratory In a timely manner. The field logs should be 
recorded and a laboratory log kept of the samples and 
their arrival. Custody sheets may be kept to further 
document the transferral of samples. 

4.6.2 Data Analysis and Release 
Samples should be transferred from the field to 
laboratory personnel, and the laboratory personnel 
should log samples into the laboratory. noting the time 
and date received, sample identities and other per- 
tinent information from the field logs. The samples 
should be checked for proper preservation and trans- 
ferred to proper storage facilities prior to analysis. The 
laboratory QA plan should include limelines indicating 
time limits for the analysis, descriptions of the analyti-, 
cal tests, sample preparation or extraction methods: 
detection limits, and methods for evaluating the quality 
of the analytical results. Methods should be included 
to describe handling of samples where their chemical 
matrix may cause analytical problems, such as toxicity 
for BOD samples, matrix problems for metals, or oils in 
organic analyses. Methods should be outlined describ- 
ing archiving techniques for samples and analytical 
data. 

An analytical log should be maintained for each type of 
analysis, providing information on the sample identity, 
analyst, date and time of analysis, and where ap- 
plicable, information on standard curves. blanks or 
baseline information, peak heights or meter readings, 
dilutions or concentrating methods, and computed 
concentrations. Observations should be included on 
any noted interferences or conditions which could 
effect the analysis. Strip chart or electronically 
produced information on the analysis should be 8r- 
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chhred. Generally, the results of each analysis should 
be recorded on prepared forms for each sample con- 
taining information on the results of all analysis per- 
formed. 

Afler completion of the analysis, the analytical results 
should be reviewed by the laboratory's quality as- 
surance team to determine if the analytical results are 
acceptable. Methods should be established prior to 
implementation of the monitoring plan to check and 
identify the quality of the analytical results, insure the 
correct transferal of information and describe follow up 
procedures and corrective actions. The results should 
include indications of the analytical variability, as indi- 
&ted by analysis of split samples; recovery of spikes, 
periodic laboratory audits and other methods. 
Wherever possible, questionable samples should be 
rerun. In some cases additional analysis may be in- 
cluded beyond the requirements of the modeling ac- 
tivities to insure the quality of the analytical results, 
such as to perform a dissolved solids or anion-cation 
balances where applicable. 

Analytical results have little utility in mass balance 
calculations if those results are below, or clustered 
near, analytical detection limbs. However, methods 
are available to estimate values where the statistical 
distribution of the samples are known or assumed. A 
method suggested by Thomann (R.V., pers. comm.) to 
analyze data including nondetects is to plot the data 
on log normal probability paper with a ranking of the 
data that includes those values below the detection 
limit (Figure 4-1). If the data are log normally dis- 
tributed, the median and log standard deviation can be 
estimated from the plots and can then be used to 
estimate the mean using standard statistical transfor- 
mations. This allows the estimation of statistics for 
data with values below the analytical detection limit. 
Where data are not sufficient to estimate statistics, 

- 

~ 
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based on assumptions regarding the statistical dis- 
tribution of samples, it may be necessary to explore 
alternative analytical methods. Where more than one 
technique is used for a particular analysis care should 
be exercised to insure each sample is identified as to 
the type of analysis performed and its associated 
analytical variability. 

The laboratory supervisors should maintain tracking 
records indicating the samples received, source, time 
of collection and their stage in the analytical process. 
This tracking record can be used to insure that samples 
are analyzed within preset time frames, aid in setting 
priorities, and inform data users of the status of the 
information they require. A common conflict occurs 
between laboratories wanting to prevent release of 
informatlon until all possible checks are completed for 
all samples collected and data users who want any data 
they can obtain as quickly as possible. If preliminary 
or partial results are released, they should be properly 
identified indicating their status and updated when new 
information becomes available. 

4.6.3. Data Management 
QA plans should also extend to data management, 
insuring that data storage and retrieval mechanisms 
are established and that information on the identity and 
quality of the analytical results is maintained for each 
record. Care should be exercised to insure that the 
identity of the sample is preserved. Data should include 
time and location of collection, value, units, variability 
and information on significant figures and rounding 
procedures, and status as perhaps indicated by 
analytical codes. Checks should be established to 
insure that all data are recorded and that accurate 
transfer of information occurs between different media 
(such as between laboratory forms and data bases), c 

Modeling activities should be performed in a stepwise 
manner with testing at all stages in the application to 
insure that predictions are accurate and reasonable. 
The degree of model testing will be determined to some 
degree by the model's complexity and its previous 
history of testing and applications. However, a healthy 
skepticism is often the best method of avoiding errors 
and improper applications. All assumptions should be 
clearly stated and supported for independent review. 

The QA for modeling activities should include, but not 
be limited to validation against independent data sets 
to insure that concentrations are accurately predicted. 
The QA activities should include calculations to insure 
that mass is property conserved, numerical stability is 
mainiained, and that model parameters are within 
reasonable ranges as reported in the literature. 
Analyses should be conducted of the confdence as- 
sociated with the predicted results. 
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Wherever available, model testing should not be limited 
to comparisons with concentrations but model com- 
ponents should be compared to available data to in- 
sure that they are reasonable. For example, 
productivtty data for a system could be computed for 
eutrophication models and compared to field data. A 
component, or mass balance, analysis will also provide 
information on the dominant factors affecting predic- 
tions (see Thomann and Meuller 1987). 

A model application should be most accurate in es- 
timating conditions that occur between those 
measured for calibration and Validation, analogous to 
interpolation. However, model applications often re- 
quire projection or extrapolation to conditions outside 
of the range of available data, such as to "pristine" 
conditions or to determine recovery times after a par- 
ticular source has been eliminated. The variability as- 
sociated with the projections can be determined to 
some degree by evaluation of the historical variability 
in forcing functions. However, testing of the model 
assumptions can often be determined only through 
comparisons with similar previous applications or with 
data collected after implementation of strategies based 
on those model projections. Wherever possible, such 
post-audit studies should be considered as part of the 
monitoring and modeling plans. The QA plan for 
modeling should also include methods to insure that, 
at a minimum, the input data used to drive the model 
in final calibration and validation simulations and 
copies of the computer codes and their users manuals 
useij for prediction and manipulation are archived for 
later use. The archived files should contain a descrip- 
tion of all of the files necessary to do the analysis and 
sufficient information to allow duplication of the 
reported results. 
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5.1. Introduction And Terminology 
This section describes procedures for selecting model 
parameters and coefficients that result in a calibrated 
model of the estuary of interest. Also described are 
procedures necessary to ensure that the calibrated 
model is validated for an appropriate range of condi- 
tions. Third, modei testing procedures needed to 
calibrate and validate models are reviewed and as- 
sessed. Finally, guidance on how the calibrated model 
can be utilized in a waste load allocation to describe 
existing conditions and project the effects of reducing 
or increasing loads into the estuary, Is provided. 

Section 5.2 reviews a general procedure for calibrating 
models of the dissolved oxygen balance. of the 
nutrients that cause eutrophication problems, and of 
toxic chemicals and sediment. A comprehensive list- 
ing in a series of Supplements assists in defining the 
set of potential model coefficients and parameters that 
may be required to calibrate a model for waste load 
allocation. The Supplements are provided for each of 
the important coefficients and give specific guidance 
on how these parameters can be selected. 

Section 5.3 briefly describes the validation procedure 
that is intended to estimate the uncertainty of the 
calibrated model and help establish that the model 
formulation chosen is at least useful Over the limited 
range of conditions defined by the calibration and 
validation data sets. Section 5.4 reviews important 
statistical methods for testing the calibrated model. 
These methods are useful to aid in the various calibra- 
tion phases and in thevalidation phase to measure how 
well model predictions and measurements of water 
quality agree. 

- 

Section 5.5 provides limited guidance on the utilbtion 
of a calibrated model for waste load allocation. 
Methods to determine causes of existing conditions 

and to project effects of changes in waste loads are 
discussed. Presently, methods to modify model coef- 
ficients such as sediment oxygen demand rates and 
deoxygenation rate coefficients are not well 
developed. 

Model calibration is necessary because of the semi- 
empirical nature of present day (1989) water quality 
models. Although the waste load allocation models 
used in estuary studies are formulated from the mass 
balance and, in many cases, from conservation of 
momentum principles. most of the kinetic descriptions 
in the models that describe the change in water quality 
are empirically derived. These empirical derivations 
contain a number of coefficients and parameters that 
are usually determined by calibration using data col- 
lected in the estuary of interest. Occasionally, all im- 
portant coefficients can be measured or estimated. In 
this case, the calibration procedure simplifies to a 
validation to confirm that the measurements of the 
inflows, the seaward conditions, and the conditions in 
the estuary are consistent according to the model 
formulation chosen to represent the water quality 
relationships. More often than not, it is not possible to 
directly measure all the necessary coefficients and 
parameters. 

In general, coefficients must be chosen by what is in 
essence a trial and error procedure to calibrate a 
model. There is guidance on the appropriate range for 
coefficients but because each estuary is unique, there 
Is always a chance that coefficients will be different 
from any other observed condition and fall outside the 
range. Because unique coefficlents outside the normal 
ranges can also result if Inappropriate model formula- 
tions are used, it becomes necessary to adopt, as 
much as possible, well accepted model formulations 
and to use standardired methods of testing the ade- 
quacy of calibratlon and validation. Also very Impor- 
tant Is the experience required to be able to determine 



when model formulations are not quite adequate. In 
this regard, it remains difficult to say how much ex- 
perience is enough but this should not prevent the 
inexperienced from attempting this type of analysis. 
Many studies are straightforward enough so that ex- 
tensive experience is not always mandatory. 

If one accepts that calibratlon Is baslcally a trial and 
error procedure, it can be quickly recognized that the 
methods Involved should be as efficient as possible. 
To achieve some efficiency, there are two similar pin- 
ciples that should be applied. These are: 

1. The universal caveat that the simplest model 
formulation should be used to sdve the problem at 
hand, and 

2. Principle of Parsimony. 

The first caveat probably originated soon after the wide 
spread use of water quality models began in the 1960s 
(Schnelle et al. 1975). The use of simpler models 
remains a useful goal, but it should not be pursued 
zealously. For example, it should be kept in mind that 
the complete solution of the modeling problem may 
invdve simulation and prediction of effects on con- 
stituents that are unimportant during the calibration 
phase. The benthic flux of nutrients may become more 
important when point sources are cleaned up and may 
need to be included In any long term projection. Also. 
modelers should use codes with which they have the 
most experience and confidence in, as long as this 
does not complicate the analysis or avoid including 
important elements of the water quality processes. 
Finally, NCASI (1982) demonstrates that for stream 
water quality modeling, that overly simplistic models 
can be calibrated (due to the flexibility built Into general 
purpose models) and unless rigorousvalidation proce- 
dures are followed, the errors Involved will not be 
obvious. Since some estuarine conditions are quite 
similar to riverine conditions, these conclusions are 
also valid for estuarine modellng. Therefore, 
reasonably simple models should be used, but the 
effects of the approximations Involved must be inves- 
tigated. 

The Principle of Parsimony (termlnology suggested by 
Robert V. Thomann In review) Is similar to the caveat 
that the simplest model should be employed but Is 
more comprehensive In concept. Also included is the 
idea that model coefficients and parameters should be 
spatially and temporally uniform unless there Is specific 
data or information demonstrating that the coefficients 
change. For example, It Is very poor practice to vary 
coefficientsfrom one model segment tothenext unless 
there are well defined changes In the physlcal, cheml- 
cal, or biological characteristics. When parameters are 

allowed to vary from one segment to the next to cause 
an exact match between predictions and measure- 
ments, the selected coefficients are contaminated with 
an accumulation of measurement errors from the field 
data and approxlmation error for the model formuia- 
tions chosen. This assumes that water quality model 
equations are exact descriptions of the physical, 
chemical, and biological processes. This is never true 
forthe currently available models (1 989). Typically, this 
contamination causes rapid variation of coefficients 
from segment to segment when few data are available 
and the data are error prone. Values occasionally fall 
outside normal or typical ranges. In essence, this poor 
practice avoids the necessary use of engineering or 
scientific judgement in evaluating the limitations of the 
model chosen and in evaluating uncertainty in field 
data. It reduces the procedure to a grossly empirical 
curve falng exercise. Since statistical curve fitting 
analysis has not been employed for the analysis of 
most water quality parameters of interest for several 
decades, this indicates that the model user is not 
sufficiently experienced in most cases to perform a 
waste load allocation. 

The calibration procedure also involves investigation 
of the measurements that define the boundary condi- 
tions. In many cases, it is never clear that all loads can 
be adequately measured until the model is calibrated. 
Strictly speaking, it Is not correct to use a calibration 
procedure to investigate measurements of loads and 
to define kinetic rates, parameters, and formulations. 
In general, this is a poor way to confirm that load 
measurements are adequate and when some loads are 
missed or over estimated, the optimum coefficients are 
error prone. When significant calibration errors occur, 
the calibrated model has very little predictive validity 
(Le., the predictionsare expected to be inaccurate) and 
the description of causes of water quality problems cari 
be misleading. 

In practice, hawker, there are no alternatives except 
to collect selected concentration data that can be used 
to Indicate if loads are adequately measured. Other 
measurements of water quality concentration can be 
oriented to providing optimum calibration data to aid 
In the selection of accurate parameters. This practice 
requires some artful selection of parameters to be 
measured and of measurement locations and frequen- 
cy. For example, dissolved solids and other consenra- 
tive constituents should be simulated, especially those 
natural tracers occurring In point and non-paint sour- 
ces. Where undocumented sources are suspected. 
curtains of stations or upstream and downstream sta- 
tions can be used to perform localized mass balances 
in portions of the estuary to indicate if any loads are not 
measured. (Here w e  use upstream and downstream 
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to imply a localized mass balance in the riverine sec- 
tions of the estuary.) 

Other types of concentration measurements can be 
performed to better calibrate water quality kinetics. 
These measurements should be focused in areas some 
distance from suspected loads but where large water 
quality gradients are suspected. This may involve 
measurements away from shorelines and areas with 
contaminated sediments. 

Unfortunately, these selective types of measurements 
can not be made in all cases and the calibration can be 
error prone. However, if proper validation procedures 
are followed, it should be possible to detect unreliable 
results in most cases. Nevertheless, a paucity of post- 
audit studies makes it' impossible to ensure that unreli- 
able or error prone results will be detected in all cases. 

In addition to the selective concentration measure- 
ments to aid calibration, there are calibration proce- 
dures designed to aid in investigating loading data and 
avoid calibration errors. These procedures generally 
follow a phased approach that is described in the 
section on calibration procedures. 

Finally, embarrassing errors can occur in the fonnula- 
tion of model data sets. To avoid these calibration 
errors, there are two methods that should be 
employed. First, conservation of mass should always 
be checked. This is done by simulating a conservative 
constituent such as dissolved solids or by using a 
hypothetical unit loading of 1,10, or 100 concentration 
units to be sure that dilution, transport, and mixing are 
properly quantified. Second, the calibration should be 
compared to any analytical or simpler solution avail- 
able. Section 6 provides some simple formulations 
that may be useful and Thomann and Mueller (1987) 
provide a wealth of additional information. When 
simple calculations are not possible, selective hand 
calculations using the more elaborate equations in 
critical areas are recommended to be sure that the 
modeler understands the data sets that have been 
formulated. A sensitivity analysis to indicate critical 
locations and important processes that should be 
checked, is suggested. 

Calibration alone Is not adequate to determine the 
predictive capability of a model for a particular estuary. 
To map out the range of conditions over which the 
model can be used to determine cause and effect 
relationships, one or more additional independent sets 
of data are required to determine whether the model is 
predictively valid. This testing exercise, which also is 
referred to as confirmation testing (Reckhow and 
Chapra 1983), defines the lirhits of usefulness of the 
calibrated model. Without validation testing, the 

calibrated model remains a description of the condi- 
tions defined by the calibration data set. The uncer- 
tainty of any projection or extrapolation of a calibrated 
model would be unknown unless this is estimated 
during the validation procedure. 

in addition, the final validation is limited to the range of 
conditions defined by the calibration and validation 
data sets. The uncertainly of any projection or ex- 
trapolation outside this range also remains unknown. 
The validation of a calibrated model, therefore, should 
not be taken to infer that the model is predictively valid 
over the full range of conditions that can occur in an 
estuary. For example, a model validated over the 
range of typical tides and low freshwater inflow may not 
describe conditions that occur when large inflows and 
atypical tides occur. This is especially true when 
processes such as sediment transport and benthic 
exchange occur during atypical events but not during 
the normal, river flow and tidal events typically used to 
calibrate and validate the model. 

To stress the limited nature of a calibrated model, 
validation testing is used here in place of the frequently 
used terminology "model verification." Strictly speak- 
ing, verification implies a comparison between model 
predictions and the true state of an estuary. Because 
the true state can only be measured and thus known 
only approximately, validation is a better description of 
what is actually done. Furthermore, many diverse 
modeling fields seem to refer to the procedure of 
initially testing a computer model on different computer 
systems using a benchmark set of Input data as 
verification. In this latter case, the term verification is 
more appropriate because model simulations on a 
different cdmputer are being compared with an exact 
benchmark condition defied by the developer on his 
original computer. For engineering purposes, these 
calculations are "precise enough" to serve as exact 
definitions. 

In the past, the adequacy of model calibration and 
validation generally has been evaluated by visually 
comparing model predictions and measured data. 
There are statistical criteria, as well, that should be used 
in testing the adequacy of a calibration or validation. 
These will be critically reviewed in the final pan of this 
section. 

Figures 5.1 and 5.2 describe, in general terms, the 
calibration and validation procedure. As noted in the 
introductory section of this manual, waste load alloca- 
tion modeling is an iterative process of collecting data, 
calibrating a model, collecting additional data, and 
attempting lo validate the model. In some critically 
important estuaries. such as Chesapeake Bay, the 
Delaware Estuary, New York Harbor, and San Francis- 
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co Bay, L is necessary to continually update assess- 
ments and waste load allocation studies. It is possible, 
however, to adequately validate a model and set 
reasonable waste loads in a short period of study (i.e., 

3 

6 to 12 months) for most smaller estuaries or for smaller 
sections of larger estuaries. 

52. Model Calibraijon 
As illustrated In Flgure 5.3, sets of data are collected to 
define the loads and flows entering and leaving an 
estuary and to characteriie the receiving water quality 
for comparison to conditions simulated by the waste 
load allocation model. The appropriate data collection 
procedures, which are equally important to developing 
a well calibrated model, are described in Section 4.0. 
The inflows, outflows, and loads entering and leaving 
the estuary are used to specify the model boundary 
conditions. These inputs to the model, along with 
specified model coefficients, control the simulation of 
receiving water quality. Calibration of the model invol- 
ves a comparison of the measured and simulated 
receiving water quality conditions. Model coefficients 
are modified by trial and error until the measurements 
and simulations agree reasonably well (e.g., see Mc- 
Cutcheon 1989, Thomann and Mueller 1987). Ideally, 
agreement should be evaluated in terms of 

Flguro S-2 Rolmtionshlp betwoon data collocilon, modo1 ccrllbr8tion, vdldotlon, and wosto lord alloutlon procedures. 
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Tablo 5.1. Culdanca Manuals ior tUtos, Constants, and 
KlnoUa Forrnulatlonr for Conventional and 
TOXIC Pollutants 

1. Bowie. G.L. Milis. W.B.. Porcella, D.B., Campbell, C.L. 
Pagenkopf, J.R. Rupp, G.L, Johnson, KM., Chan, P.W.H., 
and Ghsrini, SA, ble8, Constants, and Klnetlcs Formula- 
tlons In Surface Water Quality Modellng, 2nd ed., EPA 
600/3-05/040, US. Environmental Protection Agency. 
Athens, Georgia, 1985. 

Flguro 53. RelaUonshlp ktwoon data ut component., 
water quallty modoi, and sot of modo1 
~ m c l o n t s  for model calibration. 

prespecified criteria. Very little guidance is available, 
however, to make this fully feasible. 

Occasionally, the trial and error procedure reduces to 
one trial of a coefficient either estimated by empirical 
formulations or measured. Typically this occurs when 
model results are not sensitive to a particular coeffi- 
cient. 

A number of methods (e.g., least squares and maxi- 
mum likelihood) can and should be used to guide the 
subsequent trials of coefficients. Various statistical 
criteria such as least squares have been selected as 
the basis for schemes to select optimum sets of model 
-coefficients. Unfortunately, use of optimization 
schemes still require expert judgement to weigh the 
importance of subsets of data being used for calibra- 
tion and to establish ranges of coefficients from which 
to select from a given estuary. A critical limitation 
seems to involve a lack of knowledge about correla- 
tions between parameters that influence the selection 
of an optimum set. As a result, calibration by optimiza- 
tion is not frequently used unless extremely complex 
models are employed where significant time savings 
may be achieved. 

The most useful compilations of these model formula- 
tions and range of coefficients are published in the EPA 
guidance manuals for conventional and toxic pd- 
lutants given in Table 5.1. In addition, guidance is 
available from a number of reference books (e.g., 
Thomann and Mueller 1987, Krenkel and Novotny 
1980, McCutcheon 1989,1990, and Rich 1973). 

In general, models are calibrated in phases beginning 
with the sd-ection of the model parameters and coeffi- 
cients that are independent (or assumed to be inde- 
pendent in the formulation ad the model) as shown in 
Table 5.2 for conventional pollutants when barodinic 
circulation is not important. The final phases focus on 

2. SchnWf, J.L. Sato, C., McKechnie, D., and Sahoo, D., 
Procow, Ceefflclenlr, and Models for Simulating Toxic 
Organic8 and Heavy Metals In Surfaco Waters, EPA/600/3- 
87/015. U.S. Environmental Protection Agency, Athens, Geor- 
gia, 1987 

Tabk 5-2 Outline of a General Calibration Procedure for 
Water Ouality Models for Conventional 
Pollutants whon Earocllnlc Clrculallon Effects 
aro Unlmporunt (McCutchoon, (1 989) J 

;ie~ Procedure 
1 Calibrate hydraulics or hydrodynamics model by 

reproducing measurements of discharge, velocity. or 
stage (depth of flow) at selected sensitive locations. This 
involves modification of the Manning roughness coeffi- 
cient, eddy viscosity coefficients, or empirical flow ver- 
sus stage coefficients to predict the proper residence 
time through the reach of interest. Dye studies to deter- 
mine time of travel or average velocity may be used in 
place of hydraulic measurements for some simpler 
models. 
&Iect dispersion or mlxing coefficients (or eddy dif- 
fusivities) to reproduce any dispersive mixing that may 
bo important. Natural tracers or injected dye clouds may 
be monitored for this purpose. 
Calibrate any process models such as water tempera- 
ture that are not affected by any other water quality con- 
stituent. 
Calibrate any process model affected by the processes 
first calibrated. In oonventional models, this may in- 
clude biochemical oxygen demand (BOD), fecal 
coliform bacteria, and nitrification. 
Finally, calibrate all constituents or material cycles at: 
fected by any other process. In conventional models this 
usually means that the dissolved oxygen balance is 
calibrated last after biochemical oxygen demand, 
nitrification and photosynthesis sub-models are 
calibrated. 

2 
~ 

3 

4 

5 

the least independent parameters as illustrated in Fig- 
ure 5.4. Typically. as many as three distinct phases are 
invdved and each phase involves the selection of a 
number of critical parameters and coefficients as 
shown in Tables 5.3,5.4, and 5.5. 

5.27. Phase lof calibration 
Phase I concentrates on the calibration of the 
hydrodynamic and mass transport models. In general, 
there is a complex interaction between circulation and 
density differences caused by gradients of salinity and 
temperature that must be taken Into account in 
stratified estuaries. In vertically mixed estuaries, the 
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Table 53. Guidanu on ¶he Solodon of Model CosMcl 

Range 01 Values 
0.010 lo 0.120 

1122 lo 100 Em .-1 

Guldance Daeuments 8nd References 
Hydrodynamic model docomentation &e. 
Ambrose et al. (1988)], Chow (1959), Frecnh 
(1965), Barnes (1972) 
Hydrodynamic model documentation. Assumed 
to be the same order as the dispersion coeffi 

Surface drag Eosffcient I 
Harleman. in review. notes that these ranges me too large 
these types of moddr m d  shows the extreme variability ti 

Complex Model 
Bottom roughness coefficient 

Eddy vlsoosity: 
Vertid 
Later&' 
Horizontal 

vertical 
Laterat' 
Horizontal' 

Dispersion &off ident: 

Wind speed function 

interaction among salinity, temperature and clrculatlon 
is usually not significant. When vertical salinity 
gradients are not present, vertically mixed one-and 
twodimensional models are employed and these are 
relatively easy to calibrate. In these cases, circulation 
in the estuary is not as strongly controlled by changes 
In salinity and temperature. As a result, the 
hydrodynamic model can first be calibrated and then 
the salinity and temperature models calibrated after- 
wards. Model calibration for stratified estuaries invd- 
ves determining bottom and surface friction 
coefficients (see Supplements I and It) and vertical, 
lateral, and horizontal eddy viscosity coeff iclents for 
the hydrodynamic model (see Supplements 111 and Iv). 
The caiibration of the mass transport model is achieved 
by properly selecting the vertical, lateral, and horizontal 
mass transfer coefficients (see Supplement V). The 

SImple Model 

Dispersion Coefficient: 
Vertical 
hterat' 
Horizonial' 

- - -~ -- - 
: lo2 to " cm 

I@ to io* cm 1-l 
cient bwie et a, (I=), NAS (19~7), Otficsr 
(1979), and Dyer (1973) 

I (Bwi. et al. (1985). Fisher et al. (1979), Thomann 
10-2 to a-1 and Mueller (1987), NAS (1977). and Onicer 

102 to r'cm a" 
See Supplement v1 

I 
Bowie et al. (1985), 
Brutsaert (1982). and 
McCutcheon (1989) 

and Harleman (lgn), 

0.001 to o.ms Johnnor (1983) I 
to be fully useful. However, the data does reflect the approximate nature of 
be expected. 

calibration of the temperature model is accomplished 
by selection of the proper wind speed coefficients (see 
Supplement VI). See Table 5.3 for a listing of the 
coefficients that must be selected for the most general 
case. 

Under the simplest and best conditions, however, it is 
possible to calibrate the circulation model and mass 
transport model with tracer or salinity measurements 
and ignore any variation in temperature. Typically, this 
sort of Indirect calibration works well when the estuary 
can be simulated with a onedimensional model but it 
Is also the method most frequently attempted for all 
types of flows including complex stratified flows. 
Whether the indirect method is useful or not depends 
on the expertise of the model user and whether the 
waste load allocation is very sensitive to circulation I 

patterns in the estuary. At the very least, this method *' 

should be attempted and used in preliminary model 
setup when simulating the estuary with whatever his- 
toric data are available to assist in planning data col- 
lection studies. 

Generally, calibration procedures for hydrodynamic 
models are not well developed. In fact, it is not clear 
that the full resolution available from two- and three- 
dimenslonal models are fully useful to inexperienced 
modelers. As a result, precise calibrations are rarely 
attempted for routine waste load allocation studies. 
When ft Is necessary to precisely define complex cir- 
culation patterns due to the dynamic action of tides and 
wind, stratification, or Coriolis effects, the modeling is 
usually left to experts (e.g., HYDROQUAL 1987). In 
part, precise calibrations are not attempted because 
critical circulation conditions for estuaries analogous 
to the critical low flow case found in streams have not 
been defined. For example, it is rarely obvious what 



Table c4. Guidance on the SlecUon of Model CketnclentS and Parameters - Phase II 
Callbrrtlon Parameters for 

Complex Model Slrnpl. Model 
:BOD CBOD 
Deoxygenation rate Deoxygenation rate 
c o d  icient coefficient 
Decay rate coefficient 
Settling coefficient Settling coefficient 

Decay rate coefficieni 

NBOD decay rate 
coefficient 

Jitrogen transformations: 

Range of Values 

0.05 to 0.4 d (20°C) 

0.05 to 0.4 d-' (20%) 
' approximately 0.0 

0.1 to 0.5 d" (20OC) 

Culdance Documents and Reference! 
awie et al. (1985) 

Bowie et al. (1985), Thomann and 
Mueller (1 987) 
Bowie e! al. (1985) 

ON hydrolysis rate 
coefficient 
Ammonification rate 
coefficient 
Nitrification rate 
coefficient 

%osphorus transformations 
OP-PO, 

0.02 to 1.3 in d-' (20°C) 

0.1 to 20 in 6 1  (WC) 
I 

I 

3iomass coefficients: 
Ammonia preference factor 
N half sat. constant 
P half sat. constant 

I , Bowie et al. (1985) 
0.001 to 0.2 d" (20°C) 

I Bowie et at. (1985) 
om 1.0 

0.001 to 0.4 m g  C' 
O.ooo5 to 0.08 mQ C' 

O.IX 103t020.5x~0"~m-2 
2.3 to 6.9 in m-I 
0.2 to 5 d' (rn"C) 

0.05 to 0.15 d" (20°C) 
0.05 lo 0.6 m d' 

Thomann (1972) - Delaware 
Estuary 

Light half sat. constant 
Light ext. coefficient 
Max growth rate cwff. 
Respiration rate coeff. 
Settling rate 

0.35 to 0.0 d" 
(% dry weight biomass) 

lOlo70 
0.6to 16 
0.16 to 5 
201050 

Bowie et al. (1985) - see their table of 
values for various species. < 

kliform dieoff rate 
mefficient 
Wling velocity 
Lsuspsnsion velocity 
Jet settling velocity 

Non-predatory mortality rat4 I 0.003 to 0.17 d' I 

Net photsynthesis rate 
Net respiration rate 

Coliform dieoff rate 
caeff icient Mueller (1987) 

0.5 to 5 g & m" d' 
same order of magnitude as 

photosynthesis rate 
0 to 84 d-' 

I to ~ w m d "  
0.1 to 50 m yr" 
0.1 to 5~ c m  yr" 

Thomann (1972), Mills et al. (1985) 
Mills et al. (1985) 

Bowie et al. (1985). Thomann and 

Thornann in review 
Thomann in review 
Thomann in review 

Zodplanklon grazing rate 
'hyloplankton stochiometry: 

Carbon 
Nitrogen 
Phosphorus 
Silica 

ON = ~rgmicnitrogen 
ON hydrolysis = degradation of organic nitrogen to ammonia 
Ammonification = oxidation of ammonia to nitrate 
Nivificltion = oxidation of nitrite to nitrate 
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Volatiliiation rate coefficien' 
Biodegradation rate 
cwfficirnt 
Phoiolysit rate mfficient 
Hydrolysis rate coefficient 
Acid 
Neutral 
Base 

Partitioning coefficient 
Conservative heavy 
metals with sealing 

uletals Fate Processes: 
Solubility constants 
Chemical equilibrium 
Eonstants 

efinition: & = reaeration coefficient. 

Range of Vmlums 
0.0- 11 in g 02 m-z d" 

I 

order of 0.001 to 0.1 d" or 
k = (depth)"d", depth In m 

Not well definod 

Complex Model 
hedimant oxygen demand 
'ate 
buation rate amfficient 

roxicant Fate Processes: see range lor each individual 
chemical 

Simple Mcrdel 
Sediment oxygen 
demand rate 
Reaeration rate adfi- 
cient 
Toxics 1st order decay 
coefficient 

combination of freshwater inflow, wind conditions, tidal 
conditions, and storm effects represent a critical cir- 
culation condition on which the design of a sewage 
treatment plant should be based to provide adequate 
protection of water quality. Therefore, calibrations are 
usually based on uniformly constant roughness coef- 
ficientsand literature estimates of eddy viscosityvalues 
that only attempt to capture estimates of gross circula- 
tion patterns for selected conditions. The few readily 
available studies (many are published in "grey litera- 
ture" reports) that have explored circulation in detail, 
did not include sensitivity. Typically, this sort of indirect 
calibration works well when the estuary can be simu- 
lated with a onedimensional model, but it Is also the 
method most frequently attempted for all types of flow 
analyses to establish what combinations of conditions 
lead to a reasonable worst case design standard. 
Similarly, the sensitivity of water quality to 
hydrodynamic conditions has not been explored in any 
study that leading experts are aware of. (conclusion of 
the January 1988 Workshop 3: Hydrodynamic and 
Water Quality Model Interfacing and Workshop4: Long 
Term Modeling of Chesapeake Bay, Baltimore, 
Maryland, t 5. Army Corps of Engineers and US. 
Environmental Protection Agency). 

The best studies attempt to c6llect current velocity data 
for calibration but questions remain about the ap- 
propriate procedure for averaging data for comparison 

Guldance Doeumentr 8nd References 
Bowie et al. (1985), Krenkel and Novotny 

h i e  et al. (la), Kim and Holley (1988), 
rhomann and Mueller (1987) 

Schnoor e1 81. (1987). Mills et al. (1985) 

homann and Mueller (1987) 
rhomann in review 

he data bases in MINTEOA2 model [Brown 
md Allison (1987)] and other geochemical 
speciation models, and Stumm and Morgan 
:19Sl), Schnoor et al. (198fl 

with model results. As a result, opportunities remain for 
the development of innovative approaches to data 
collection and interpretation for comparison with 
model simulations. Generally, water elevations 
measured at a very few locations (one to three) are the 
only data readily available for direct calibration (e.g., 
Thatcher and Harleman 1981). Typically, circulation 
models are indirectly calibrated from salinity or conser- 
vative tracer measurements that also must be used to ~ 

calibrate the mass transport model as mentioned 
above. Indirect calibration can result in an imprecise 
calibration of both the circulation and mass transport 
algorithms but this is not a severe drawback unless the 
critical water quality components of the waste load 
allocation model are sensitive to small changes in 
circulation and mass transport. In addition, 
hydrodynamic models are more firmly based on first 
principles than other water quality model components. 
As a result, there is a greater possibility of making valid 
hydrodynamic predictions without extensive calibra- 
tion. 

In contrast with two- and three-dimensional models, a 
number of onedimensional hydrodynamic models 
have been determined to be generally useful (e.g., 
Ambrose et al. 1988, Ambrose and Roesch 1982, and 
Thatcher and Hahernan 1981). These onedimensional 
models are occasionally calibrated with current 
velocity and water surface elevation data but more 



often are calibrated by Indirect means. The d o r  nant 
calibration parameter for a onedimensional m m e l  is 
the roughness coefficient (the Manning n or Chezy C), 
which is relatively easy to select. Supplement I also 
reviews the selection procedure for the Manning r: that 
is used in simpler onedimensional models. 

52.2 Phase I/ of Calibtatim 
Phase II involves the selection of coliform die-off coef- 
ficients, settling and re-suspension velocities for 
suspended sediment, BOD coefficients, and the set of 
Coefficients describlng the nutrient cycles and 
photosynthesis. The selection of die-off coefficients is 
relatively straightforward compared with other phases 
of the calibration (see Supplement MI, and Thomann 
and Mueller 1987, and Bowie et at. 1985). Derivation 
of parameters describing sediment transport and BOD 
is somewhat more involved. The calibration of nutrlent 
and phytoplankton mdels requlres some skill and 
expertise because of the complexity of the potential 
interactions between a number of the components of 
the cycles involved. 

.,Suspended sediment and BOD models are somewhat 
more difficult to calibrate because the processes can 
not be fully defined by measurement techniques readily 
available for the collection of calibration data. 
Suspended sediment Is contlnually exchanged with 
bottom deposits and thls exchange can be relatively 
important in tracing the fate of nutrients and sorbed 
contaminants. Unfortunately, it Is only feasible at 
present to measure changes In suspended sediment 
at various locations overtime and to measure long term 
net deposition or erosion of sediments. The limited 
guidance available for calibrating simple sediment 
transport models is presented in Supplement VIII. 

The calibration of a model for BOD is complicated if 
settling and sorption to organic material is occurring 
along with biodegradation. If only water column SOD 
measurements are available, it Is difficult to determine 
the relative importance of deoxygenation, settling, and 
adsorption of dissolved BOD on the dissolved oxygen 
balance. Settling is usually not important, however, 
because of recent advances (since the late 1960s) in 
regulating organic solids in waste effluents. This is 
especially true away from a localized mixing zone at 
the point of discharge where some flocculation and 
settling may occur. In addition, the relatively large 
depths of estuaries preclude rapid adsorption of dis- 
solved BOD like that observed in streams because of 
the limited surface area available. Also, brackish 
waters tend to slow biotic reactions and growth which 
should slow the uptake of dissolved organic carbon. 
Therefore, calibration of Bob models frequently can 
be a simple matter of accounting for the decay of BOD 

measured in the water column. Recommendations for 
calibration of a BOD model are given in Supplement IX 

The effect of nitrification can be modeled in two ways. 
First, simple nitrogenous BOD (NBOD) models have 
been utilized. Second, and most useful, are nitrification 
models of organic nitrogen, ammonia, nitrite, and 
nitrate. N B O D  models are typically only useful when 
nitrification is relatively unimportant in the dissolved 
oxygen balance. Supplement X gives useful guidance 
for the implementation of an N B O D  model. Supple- 
ment XI gives guidance on the selection of nitrification 
rate constants and parameters. The nitrification model 
is more complex but this complexity is well justified by 
the existence of well defined measurement techniques 
and calibration procedures. Nutrient and 
phytoplankton models typically involve several 
separate major components and a number of minor 
components that are frequently Ignored or lumped In 
with the major components. The most difficult problem 
faced in the calibration process is that a unique set of 
coefficients is difficult to derive. The limited guidance 
available on the calibration of nitrogen and phosphorus 
models is given in Supplements XI and XII. 

Wlosinski (1984) illustrates this problem with a simple 
example involving an interactive four component 
model shown in Figure 5.5. This exampie is somewhat 
abstract but it shows that exactly the same values of 
the state variables can be computed in two cases with 
significantly different process rates controlling the 
magnitude of mass transfer between environmental 
components. In addition, Wlosinski shows that valida- 
tion testing also can fail to detect a problem unless the 
data set is significantly different from the calibration 
data. Therefore, he recommends, as we emphasize in 
this section, that models be carefully validated and 
suggests that as many process rate measurements be 
made as possible. These are measurements of gas 
transfer, benthic exchange, and degradation rates, to 
name a few of the most important. Clearly, it is not 
possible to uniquely describe an estuarine water 
quality system without at least one process rate meas- 
urement. 

523. Phase Ill of calbmtion 
The final phase of calibration can be either difficult or 
extremely easy depending on how well other com- 
ponents have been calibrated and whether process 
measurements such as the reaeration rate and sedi- 
ment oxygen demand rates have been measured as 
part of the calibration data collection study. Typically, 
this final phase highlights weaknesses in the prior 
calibration steps that must be addressed by repeating 
some steps to achieve a more consistent overall 
calibration. In fact, it Is more useful to attempt a quick 
step through the calibration procedure to obtain a 
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EXAMPLE OFTWO MODELS BEING WERATEDON 
SAME S W :  A) MODEL 1; (e) MOOR 2 

I 

Flguro 5.5. Examplo showlng that ullbratlon I8 no1 unlquo unlorr matorhl tranrformatlon rales aro tpcfied and that valldrtion 
8hoUld k podormod wlh 8Ignlfic~tly dmoront dala wt8 [Wlonslnskl (1 gas)]. 

preliminary Indication of which parameters and coeffi- 
cients may be the most important. This assessment 
can be based on a preliminary sensitivity analysis. 

At this stage in the calibration of a eutrophication and 
dissolved oxygen model, the available guidance is 
relatively straightforward. Supplements XIII, XIV and 
XV describe methods of estimating reaeration coeffi- 
cients and rates of sediment o.qgen demand. Once 
these values are initially selected, it becomes a matter 
of making different trials until model simulations and 
measurements are in reasonable agreement. 

Available guidance for calibration of toxic chemical 
models is not as clear. Generally, it is not always clear 
what types of models should be implemented and it Is 
difficult to ascertain beforehand what measurements 
may be required to form a comprehensive data set for 
calibration and validation. At this time, the best 
guidance is contained in Schnoor et al. (1987). 

Schnoor et al. (1987) review formulations of the fate 
processes for organic chemicals and heavy metals. 
They review the effects of biodegradation, hj 5rolysis, 

27.2 
21.4 

I 1 

I 1 
(c) 

MAMPLE OFTWO MODELS BONG VALIDATED ON 
SAME (c) MODEL 1: (D) MODEL 2 

oxidation, photolysis, volatilization, sorption, and 
bioconcentration for organic contaminants and com- 
pile rate constants for these processes that can be 
used in model calibration. 

Schnoor et al. (1987) also review the transformation 
and transport mechanisms affecting selected metals. 
These include cadium, arsenic, mercury, selenium, 
lead, barium, zlnc, and copper. In addition, screenlng 
level Information can be obtained from metals specia- 
tion models (Brown and Allison 1987). 

In review, Robert Thomann recommends treating 
heavy metals as conservative constituents except for 
partitioning with sediments when crude estimates of a 
distribution coefficient can be used to estimate dis- 
solved concentrations. Estimates of the distribution 
coefficient can be obtained from Schnoor et al. (1987) 
or Thomann and Mueller (1987). Geochemical specia- 
tion models such as MINTEQA2 (Brown and AlllsOn 
1987) can be used to estimate distribution coefficients 
(when dissolved solids are not very high - Le., ap- 
plicable for fresh or brackish waters but not sea waters) 
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in addition to being used to determine potential 
mobility as indicated above. 

5.3. Model Validation 
Validation testing is designed to confirm that the 
calibrated model Is useful at least over the limited range 
of conditions defined by the calibration and validation 
data sets. As Indicated earlier In this section, the pro- 
cedure is not designed to validate a model as being 
generally useful In every estuary or even validate the 
model as useful over an extensive range of conditions 
found in a single estuary. Validation, as employed 
here, is limited strictly to Indicating that the calibrated 
model is capable of producing predictivdy valid results 
over a limited range of conditions. Those conditions 
are defined by the sets of data used to calibrate and 
validate the model. As a result, it is Important that the 
calibration and validation data cover the range of con- 
ditions over which predictions are desired. 

Validation testing is performed with an independent 
data set collected during a second field study. The field 
study may occur before or after the collection of 
calibration data. For the best results, however, it is 
useful to collect the validation data after the model has 
been calibrated. This schedule of calibration and 
validation ensures that the calibration parameters are 
fully independent of the validation data. To extend the 
range of conaitions over which the calibrated model 
is valid, however, it m a y  be useful to save the initial 
study for validation testing if it Is expected that data 
collected at a later date will provide a less severe test 
of the calibrated model. 

At present, it is very difficult to assemble the necessary 
resources to conduct the desired number of surveys. 
Therefore, it is important that surveys be scheduled in 
an innovative manner and the choice of calibration and 
validation data sets remain flexible in order to make the 
test of the calibrated model as severe as possible. 

Many studies are faced with severely limited resources 
for sampling and laboratory analysis that preclude 
collection of more than one set of data. If this highly 
undesirable circumstance occurs, the historic data 
should be investlgated to determine whetherthe model 
can be calibrated a priori and validated with one set of 
data or vice versa. In any event, it is very important 
that both calibration and validation data be defined 
even if this involves splitting a single data set (a data 
set divided into two data sets by assigning every other 
daturn,or set of data in each time series, to separate 
data sets or by dividing time series data into sets 
covering different the periods as done by Ambrose 
and Roesch (1982) for callbmtion to selective condi- 
tions). 

If a split data set is used, however, it must be clearly 
noted that these types of limited studies are not fully 
useful. Wosinski (1985) shows that the likelihood of 
being unable to detect a poorly selected set of coeffi- 
cients Is quite low using split data sets. 

Too many times, limited studies only attempt calibra- 
tion. This, in effect, limits the study to describing the 
conditions during the calibration data collection period 
and Increases the uncertainty associated with the 
waste load allocation. In fact, uncertainty can not be 
reliably assessed. 

Once the validation tests are concluded, Reckhow and 
Chapra (1983) recommend that the model be 
recalibrated to obtain the overall optimum calibration. 
This should Improve the overall predictions but it 
should not be used as a shortcut to avoid rigorous 
validation testing. Overall optimum calibration can be 
achieved by minimizing the least squares error for all 
data available in multiple sets or by obtaining the best 
overall fit between predictions and measurements from 
visual inspection. 

5.4. Model Testing 
During and after the calibration and valldation of a 
model, at least twotypes oftesting are important. First, 
throughout the calibration procedure, a sensitivity test 
provides a method to determine which parameters and 
coefficients are the most Important. Second, there are 
a number of statistical tests that are useful for defining 
when adequate agreement has been obtained be- 
tween model simulations and measured conditions. 

The sensitivity analysis is simply an investigation of 
how much influence changes in model coefficients 
have on simulated results. Typically, important coeff i- 
cients, parameters, boundary conditions, and initial 
conditions are varied by a positive or negative constant 
percentage to see what effect the change has on 
critical predictions. Values of 21, 210, and 2.50 per- 
cent have been used frequently. The coefficients and 
parameters are changed one at a time and the effects 
are typically ranked to show which parameters have 
the most influence and which have the least influence. 

A sensitivity analysis also is useful when applied to a 
preliminary calibration of a model using historic or 
estimated conditions. In this case, the ranking can be 
used to determine which coefficients and parameters 
should be measured and which can be estimated. For 
ewmple, if a model is sensitive to SOD rates, these 
should be measured rather than estimated. If other 
parameters like the wind speed function have little 
influence, very little effort should be expended to es- 
timate its exact form. 
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The second type of testing involves assessment of the 
goodness of fa for model simulations compared with 
measurement of important water quality parameters. 
In addition to making a visual assessment, a number 
of statistical tests have proven useful (Ambrose and 
Roesch 1982, Thomann 1982, Beck 1987, Beck 1985, 
Southerland et al. 1984). These indude: 

1. Root mean square emr, 
2. Relative error, 
3. Regression analyds, 
4. Comparison of means, and 
5. Other techniques. 

Recent studies of heuristic methods (e.g., "rules of 
thumb") for the development of expert systems indi- 
cate that a visual fa of model predtctions to measured 
data can quite accurately be used to obtain accurate 
calibrations, especially if performed by experts. How- 
ever, a number of useful statistical criteria can be 
employed to obtain an optimum fa and these avoid any 
bias that may be Introduced by inexperienced 
modelers. 

5.4.7. Root Mean QW Errw 
The most widely used criterion to evaluate the agree- 
ment beween model predictions and measurements 
is perhaps the root mean square (rms) error or stand- 
ard error of the estimate (Ambrose and Roesh 1982) 
ddined as 

L J 
where 

G = simulated concentration or state variable 
Cm- measured concentration or state variable 
N = number of measurements 

The rms error can be used to compute simultaneous 
discrepancies at a number of points or it can be used 
to compute discrepancies between measurements 
and predictions at a single point over time ('fhomann 
1982). Ensemble or global rms errors can be com- 
puted for a series of measurements at multiple points 
over time as 

L 
where 

Ni = the total number of measurements at every 
site over all periods of time. 

Equation (5.2) Is frequently useful for obtaining the best 
overall fa between a model and a number of different 
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data sets where each measurement is considered to 
be equally valid. For example, this statistic would be 
useful for obtaining an overall calibration for two or 
more sets of data containing different numbers of 
measurements that are all equally accurate. Different 
weighting schemes could be applied if measurements 
were of differing accuracy (Le., when a less accurate 
dissolved oxygen meter is used In a different part of the 
estuary or during a different study). Beck (1987) dis- 
cusses these schemes and the elements of engineer- 
ing judgement involved. 

When the rms error is expressed as a ratio to a spatial 
or temporal mean, the resulting statistic, which is the 
coefficient of variation (Kennedy and Neville 1976). 
represents a second type of relative error that expres- 
ses relative discrepancy. This type of relative rms error 
can be useful for obtaining an ensemble statistic to 
obtain the best overall fit for composite sets of data 
where each individual measurement may not be com: 
parable between two or more separate sets of data. 
For example, one data set MY contain more measure- 
ments that document greater dynamic uncertainty that 
should not be overweighted. 

In general, the use of the rms emor assumes that all 
discrepancies are of the same order and this is usually 
true over a limited range of conditions. However, 
calibration over a more extensive range where dis- 
crepancies between model predictions and measure- 
ments may be proportional to the magnitude of the 
measurement, other statistics (e.g., relative error) will 
be more appropriate. Finally, the rms error has at least 
one disadvantage (Thomann 1982). It is not readily 
evident how a pooled statistic for all state variables can 
be computed to assess over all model credibility. 

5.42 RelathEnor 
When discrepancies between model simulations and 
measurements are not uniform over parts of the es- 



tuary or with time, the relative error may be a more 
appropriite statistic for testing calibration or validation. 
The relative error Is defined as (Thomann 1982) 

Manhasset Bay, NY 
WicomicoGtumy,MY 
SaVanMh Estuary, GA 
SM h q u i n  Deft., CA 
potom w u y ,  MY 
Delaware Estuw, PA 

IG-GI 
r;;; e =  

5% 
58% 
15% 
10% 

-3% to -1% 
1% 

(53) 

where the overbars denote the average measured or 
simulated valued. Averages are performed over multi- 
ple sites or over time and cumulative frequency of error 
can be computed flhomann 1982). The cumulative 
frequency (see for example Figure 5.6) can be used to 
estimate the median error and various percentiles such 
as the 10th and 90th exceedance frequencles. 
Southerland e! at. (1 984) notes that the 50th percentile 
of median error is usually reported in waste load alloca- 
tions since this is the most easily understood value. 
The relative error behaves poody for small values of 
measurements if discrepancies are not proportional to 
the magnitude of the measurement (Le., small values 
of Cm magnify discrepancies) and if Cm > G, (since the 
maximum relative error is usually taken to be 100 
percent). Therefore, the relative error Is best for com- 
puting composite statistics when discrepancies are not 
Gonstant as may occur when calibration over an exten- 
sive range Is attempted. 

Thomann (1982) and Ambrose and Roesch (1982) 
seem to offer the best available guidance on what 
relative errors may be appropriate to acnieve adequate 
estuarine dissolved oxygen model calibration. In 
general, median relative errors should be 15 percent or 
less. Values of the relative error obtained for a number 
of estuaries by Thomann (1982) and Ambrose and 
Roesch (1982) are given in Table 5.6. Note that 
Ambrose and Roesch define the relative error without 
the absolute brackets as 

I 
(5.4) 

Table 54. Relatlvo Error In a Number of Estuarine Modo1 
Callbratlonr lor Dlsrrrlved Oxygen. m o m a n n  
(1 982) mnd Ambrose and Roesch (1 SaZ)] 

I I Rdatlve Error I 

so that on average, values of this statistic are smaller 
than or equal to the values obtained from Equation 
(5.3). 

5.4.3. Regmion Analysis 
A regression analysis is very useful in identifying 
various types of bias in predictions of dynamic state 
variables. The regression equation is written as 

G = U + b G + E  (55) 
where 

a = intercept value 
b = slope of the regression line 
t = the error in measurement mean, G. 

The standard linear regression statistics computed 
from Equation (5.5) provide a number of insights into 
the goodness of fit for a calibration Fhomann 1982, 
Southerland et al. 1984). These include: 

1. The square of the correlation coefficient, P 
(measure of !he percent of the variance accounted 
for) between measured and predicted values, 

2. The standard error of estimate (Kennedy and 
Neville 1976), representing residual error between 
model and data, 

3. The slope estimate, b, and intercept, a, and 

10 

i? 
8: 
2 
0 

. - .- 

MEASURED 

r'- 0 
b r l  
.-0 

2 4 6 8 1 0  

2 4 6 8 1 0  - 
2 4  6 8 1 0  

MEASURED 

MUSURE0 
Figuro S7. Typ.r of blu and sy.iunaUe ortor determined 

by rogrrlon analysis [(O'Connor (1 979), 
lhomann (1 982), and NCASI (1982)]. 
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Table 54. Hydrodynamic M0d.l Errof Statidu for tha Potomac ttuay [Ambrou and R w h  (1982)] 

4. The test of significance for the slope and intercept 

Figure 5.7 from O h n n o r  (1979). Thomann (1982). 
and NCASi (1982) illustrates the insight available from 
a regression analysis. Figure 5.7(a) shows that an 
unbiased estimate can result even when a correlation 
between measured and predicted data does not exist. 
Figure 5.7(b), (c) and (d) show that a very good 
correlation can occur when a constant fractional bias 
(b * 1 or b < 1) and a constant bias (a > 0) occurs. 
The slope of the regression curve indicates how well 
trends can be projected with the calibrated model and 
the intercept of the regression indicates If any sys- 
tematic error is present in the calibrated model. The 
test of significance of the slope and intercept to detect 
the probable existence of any error In trend or sys- 
tematic errors should be based on the null hypothesis 
that b = 1 and a = 0. The test statistics (b -1/sb) and 
arSa are distributed as the student's t distribution with 
n-2 degrees of freedom. See standard texts such as 
Kennedy and Neville (1976) for formulas to compute 
the standard deviation of the dope and intercept, Sb 
and s.. Thomann recommends a "two-tailed" t test 
employing a 5 percent level of significance. This yields 
a critical t value of approximately 2 for the rejection of 
the null hypothesis. 

5.4.4. Ccmrran'son of Means 
A third crftefian for agreement between measured and 
predicted walues can be derived from a simple test of 
the dfierence between the computed and measured 
mean values (Thomann 1982). The most general test 
statistic for this purpose Is based on the Student's t 

probability density function (see Kennedy and Neville 
1976) 

C - G - d  
sd 

t =  

where 

d = true difference between model predictions and 
measurements (normally zero) 
sa - tbe standard deviation of the difference given 
by a pled variance of measured and predicted 
variabiity wbere if these variances art assumed 
equ4 

Sd = (2Sr )fi (5.Q. * 

where 

sx ' = standard error of csbate of the measured 
data given by the standard deviation, sxv divided by 
be number of measurements 

($1 #)2 = (sI)2/N (53) 
The use of a test like thls comparison of means requires 
that the computed statistic be compared with a statistic 
value based on a level of significance or probability. 
Typically, a 5 percent level Is used. At least one stream 
study (NCASI 1982) has required that at least 95 per- 
cent of the data fall within the 95 percent confidence 
interval (5 percent level of significance) to achieve 
calibration. Less stringent criteria were used to 
evaluate the validation of the model for the same 
stream. These criteria were that 60 percent of data had 
to fall within the 95 percent confdence interval. Where 
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Tablo 5-9. Transport Modd Error SlaUsUm for the Dslawarr Estuary [ h n b r m  and Roeoch (1982)] 

All d a w  

Calculated Error8 Regression Statlstltr 
nd.1 ReSponM Variables N E RE SE cv a b r 

Chloride concentration (mg/L) 37 -85. 4.02 200. 0.05 0.95 300. 1 .M) 

All data: 189 0.00 0.00 0.12 0.44 0.69 0.08 0.84 
Period 1: 50 0.1 1 0.27 0.10 0.44 0.68 0.05 0.01 
Period 2 139 4.03 0.14 0.08 0.37 0.85 0.m 0.05 

Peak dye concentration (ug/L) 14 4.01 4.01 0.15 0.22 0.96 0.02 0.91 
Movement of dye peak (km) 14 4.9 4.14 1.4 0.22 0.98 1 .o 0.97 
Width of 0.1 uglL dye Isocline (km) 10 1.9 0.10 1.3 0.07 0.66 4.5 0.96 

.Dye concentration (ugk) 

Table $10. TranspH Model Error Statirtlca for the Potornac Estuary (Ambrose and Roscch (1982)] 

a large number of data are available, a statistic based 
on the gaussian or normal distribution can be used in 
place of the Student’s t distribution. 

5.4.5. Other Techniqm 
Beck (1987) and Southerland et al. (1984) describe 
other techniques that can be used to aid In parameter 
estimation to calibrate models. Generally, these 
methods require some knowledge of the distribution of 
discrepancies between measurements and predic- 
tions or involve tests to determine the distribution. 
Methods requiring a priori knowledge of the distribu- 
tions include: 1) maximum likelihood estimator, and 2) 
Bayesian estimator. Southerland et al. (1 984) note that 
the Kdmogorov-Smirnov one sided test can be used 
to evaluate whether a significant difference exists be- 
tween an observed distribution and a normal distribu- 
tion. If the distribution is normal, the F-test (Kennedy 
and Nevlli 1976) of the variances of measurements 
and predictions is a measure of the goodness of fa In 
addition, the Kdmogorov-Smirnov two sided test can 
be used to evaluate goodness of fit 

5.4.6. Guidance on Statistical Criteria for 
Calibratim and Validation 
Few studies have included calculations of statistical 
criteria to guide model calibration and validation and 
what work that is available in engineering reports has 
not been adequately compiled. An exception of note 
are the studies of the Potomac and Delaware Estuaries 
by Ambrose and Roesch (1982). 

The work of Arnbrose and Roesch (1 982) Is important 
because it presents benchmarks to which other 
calibrations can be compared and evaluated. In this 
regard, these data are very similar to the compilation 
of error statistics compiled by Thomann (1982) to 
define how well a calibrated model should simulate 
dissolved oxygen. Thomann’s guidance only covers 
relative error statistics. Arnbrose and Roesch define 
average errors, relative errors, root mean square er- 
rors, coeff lcient of variation, regression intercept, 
regression slope, and correlation coefficients but only 
for two estuaries. Nevertheless, the Potomac and 
Delaware Estuaries are among the most important East 
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Median concentrations during curvoy at minimum or maximum location. 
River kilometers In which concentration exceeds or falls bolow indicated value. 

TsM,o 5 1  2. W.l.1 Quallty Model Error Slal1sllcs for the Polomac Estuary, 1965-1 975 [Amborow and R-ch (1 S82)] 

Calculaiod Errors 

River kilomelon in which concontration exceeds or falls below indicaiod value. 

Coast estuaries and seem to be quite representative of 
drowned river valley types. 

Ambrose and Roesch (1982) give average errors (E), 
relathre errors (RE) Inate that Equation (5.4) and not 
Equation (5.3) is used by Ambrose and Rmschl, root 
mean SqWre errom (SE), coefficient Of variation (cv), 

regression intercept (a), regression stope (b), and cor- 
relation coefficients (r) in Tables 5.7,5.8,5.9,5.10,5.11, 
5.12,5.13 and 5.14. Tables 5.7 and 5.8 present error 
statistics from the calibration of a hydrodynamics 
model for the Delaware and Potomac estuaries. Tables 
5.9 and 5.1 0 present error statistics from the calibration 
of a transport model for the Delaware and Potomac 
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Table 5.13. Chlorophyll4 Model Error St.UsUcs for the Potomac Estuary, 1977-78 [Ambrow and Roes& (1 Sa)] 

I Catcuisled Errors Regression Statistics 

Do 32 4.20 1 4).w 1.15 0.16 0.54 3.00 0.n 

N Y  29 4.11 4.45 0.26 1.07 0.38 0.W 0.59 
pCBOD 29 -1.W 4.31 1 .n 0.48 0.25 1.47 0.33 

, N Q  . 4 0  4.02 -0.03 0.15 0.24 0.m I 0.08 0.97 

should be- greater than 0.94 for hydrodynamic vari- 
ables. greater than 0.84 for transport variables, and 
generally greater than 0.60 for water quality variables. 
The gene& guidance is summarired in Tabfe 5.15. 

From this Work by Ambrose and RoesCh (1982) and 
Th~mann (1 982) R 1s possible to develop preliminary 
guidance on how well simulations should agree with 

DO Min 8 -0.03 4.01 I 0.86 0.25 1 0.70 0.99 0.62 
CBOD Max 8 -0.26 4.04 1.92 0.32 1.30 -2.09 0.66 

No3 Max 10 -0.08 4.05 0.18 0.11 0.90 0.10 I 0.85 
rJH3 Maw 10 0.04 0.04 0.14 0.13 0.89 0.15 0.95 
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Tablo $15. Prellrnlnay Guldanca on Error Stwtlstlc CrkOrh for CIllbnUng Esluarlm Wa1.r OudRy Modoh 

Error SL.tf.tit. Crllorl. for Model Varlabloa 
Hydrodynamic Transpotl Water Quality Do Chlotophyllr 

Relative Errof 15% 
-Relative GroP 230% ~ 2 5 %  245% +.3% 216% 
Cotficient of Variation 10% 45% 90% 17% 70% 
Correlation Coefficient 0.94 0.84 0.60 0.80 0.70 

Example 5.1. Calibration of Hydrodynamics, Mass Transport, and Toxic 
Chemical Model for the Delaware Estuary 

Ambrose (1987) calibrated a tidal transport and volatile 
chemical model of the Upper Delaware Estuary (see 
Figure 5.8) to determine if seven vdatile chemicals 
discharged by the Northeast Philadelphia Wastewater 
Pollution Control Plant (NEWPCP) migrate 6 miles (9.7 
km) upstream to the Baxter Drinking Water Plant in- 
take. Earlier versions of the WASP and DYNHYD 
models (Ambrose et al. 1988) were calibrated using 
data collected for conventional pollution studies from 
the summer of 1968 until July 1976, and from volatile 

1’ 

chemical data collected In October 1983. The seven 
chemicals were: 

1. Chloroform (CF); 
2.1,2dichloroethane (DCE); 
3.1,2- dichloropropane (DCP); 
4. Dimethoxy methane (DMM); 
5. Methylene chdoride (MC); 
6. Perchloroethylene (PCE), and 
7. Trichloroethylene (IZE). 

KEY 
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DYNHYD Is a onedimensional hydrodynamics model 
that is calibrated by selectlng appropriate Manning 
roughness coeff iclents and surface drag coeff iclents. 
In this case, calibration was based on annual average 
tidal heights where wind shear was unimportant, leav- 
ing only Manning n values to be selected. As noted 
later in Example 5.4, values of n ranged from 0.020 to 
0.045 in various areas of the estuary. Figure 5.9 il- 
lustrates the agreement obtained with the selected 
Manning n values by comparing measured and simu- 
lated average spring tide and mean tide (Ambrose 
1987). Also see Table 5.7 for a statistical charac- 
terization of how well the model was calibrated. 

Mass transport components of the model were 
calibrated using Rhodamine WT dye data collected in 
July 1974 from a four day steady release from 
NEWPCP and slack-water salinity measurements. The 
agreement between simulated and measured slack- 
water dye concentrations is shown in Figure 5.10. 
Calibration involved changing the longitudinal disper- 
sion coefficient until the best agreement was obtained. 
SeeTaMe 5.9 for the statistical evaluation of the agree- 
ment between measured and simulated charac- 
t erist ics. 

The seven problem chemicals were checked and it was 
found that more that 99% of the total chemical was 
dissolved in the water column. As a result, suspended 
sediment parameters were calibrated in an ap- 

Wllmlngton Phllodrlphla Tronfon 8 ,  I I I I I I I r 1 

c 
0 e c 
C - 
e a 

a 
C 
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0 
- 
E 

6 1 
5 1  I I 
50 60 70 e’0 sb 160 1:O 1iO If0 l!O 

bcatlon, in rlvor mllor obovo Ddowaro Bay 

flguro 5-0. 0bWrv.d and prdittod tidal ranges In the 
Ikkmro Estuary [Ambrow (1 087)J. 

proximate manner using average long term settling, 
scour and sedimentation data. 

Chemical rate constants were determined from the 
literature and by various predictive methods. 
Volatilization rate constants were determined from the 
Whitman two layer resistance model using relation- 
ships between oxygen, water vapor, and the chemicals 
of concern. Reaeration was predicted with the 0’- 
Connor-Dobbins (1 958) equation (see Supplement 
XIII). Evaporation was predicted with the regression 

Tablo 5-1 6. Envlronmenul Propenbs Affecting Interphase 
Trampon and Transformation Processes 
[Ambroco (1967)] 

’ Bonthos-water column exchange Photolysis 
Voktiliration 0 Bacterial degradation 
Hydrolysis 
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Henry's law constant (m3atm/mole) 231 x lo3 1.7 x lo4 9.4 x loJ 1.53 x lU2 9.1 x loJ 2.03 x lp 288 x loJ 

Volatilization ratio to oxygen 
3624 150.5 

0.51 0.55 0.65 0.50 

0 0 0 0.23 

0 0 0 0 

0 0 0 0 

100 500 100 100 

61 14 no Vapor pressure (torr) 2 329 

Aeidcatalysir rat0 constant 0 0.12 

0.53 - - 
Hydrolyrlr 

0 

0 0 0 
(per molar per hour) 
Basouiatysis rate constant 
@rr molar per hour) 
Neutral rate constant (per hour) o 1.15~10" 2.5x1r0 0 2.oXro4 0 7.2~10~ 

0 

1OO 

Photolysis near surface rate constant 0 - 
Oxidation constant (per molar per hour) 100 - (per day) 

- - Bacterial degradation second order 1.oX10' - 1.oX1O9 l.oXlO+ 1x10'0 irpte constant (ml per cell per hour) 

Dltfonco from NEWPCP, In miles 
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Tabk 5-18. Predlded Chemlul Lou Rate Constants In tho 
Delaware Rlver near Phlladelphla 
[Ambrose (1987)J 

Compound 
Slrnulatod 

Volatilization 
HydrOlyr(8 

- 
Kv. 
0.11 
0.10 
0.12 
0.1 1 
0.12 
0.14 
0.12 

m 

- 
C 

Iredleted Rale 

sodegradation 
hidation 

mstants (day-') 

0.12 
0.14 

104 ' 0.12 
Photolysis 

'Total 

equation of Uss (1973) which Ignores the vapor pres- 
sure deficit In the atmosphere 

E = 4.46 + 272.7 W (5.9) 
The Evaporation rate is in m day" and W is wind speed 
in m sec" at a 10 c m  (0.33 ft) height estimated from 2 
m (6.6 ft) measurements in the area and converted to 
the 10 cm (0.33 ft) height assuming that the logarithmic 
profile is valid and that the roughness height of the 
water surface is typically 1 mrn (0.0033 ft). 

Data defining the environmental properties and chemi- 
cal properties are reproduced in Tables 5.16 and 5.17. 
Table 5.18 gives the computed rate constants for 
volatilization, hydrolysis, biodegradation, oxidation, 
aqd photolysis plus the total loss rate constant. 

The calibration of the chemical kinetics model Is more 
of a one step validation process of confirming that the 
literature values are correctly applied for the model and 
physical conditions at the site. To check the validity of 
the model, the loads of chemicals and the uncertainty 
associated with the loads were specified as presented 
in Figure 5.1 1. Hydrodynamics and mass transport for 
the October 1983 period when the volatile chemical 
samples were collected, were assumed (there were no 
measurements available) to be governed by mean and 
spring tides (noted to occur during the study) and a 
steady freshwater inflow of 3010 ft3 sec-' (85.2 m3 
see"). The model was used to simulate 30 days with 
mean tide, steady freshwater flow, and constant loads 
of chemicals from NEWPCP so that a dynamic steady 
state (Le., tidal conditions simulated by the model 
closely matched the simulations of the preceding tidal - cycle) was achieved. The simulation was continued 
one more day to represent the spring tide observed 
when the volati6e chemical samples were collected. 
These simulations of width and depth average con- 
centrations were compared to the median and range 
of concentrations obtained from grab samples cd- 
lected at three locations upstream of the waste inflow. 
These results are given in Figures 5.12,5.13.5.14, and 

- 

Table 5-19. Observed and Predlcled High Slack 
Concentrallona at Baxler [Arnbrose (1 987) J 

Concentratlons (g/L) 
CornWund NEWPCP Baxter Error 
Simulated EfnUOnt -0bsewsd 1 Predicted Factor 

DCP I 

L A I  

detection limit 
0 

Rguro 5 1  1. Norlheasi Water Pollu(lon Control Plant Effluent 
Ccmontratlonr, Oaober 24,1983 
(Ambroro (1 987) 1. 

5.15 for DCP, DMM, DCE, and PCE. The monitoring 
stations, Tacony-Palmyra, Baxter (water intake), and 
Logan Point were located at 3.6, and 11 miles (4.8.9.7, 
and 17.7 km) upstream of the waste inflow, respective- 
ly. Predided and simulated concentrations of TCE, 
CF, and MC were below detection limits (1 pgL) at the 
water intake (see Table 5.19). 
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At this point, the model is sufficiently calibrated to 
establish a link between the high concentrations 
measured at the water intake and the waste load and 
establishes that any other loads are insignificant. Next 
the concentrations measured at, and predicted at and 
between monitoring locations can be compared to 
water quality standards (keeping in mind that this par- 
ticular model has a tendency to slightly underpredict 
because of the coefficients chosen from the literature 
and only predicts averaged values) to determine where 
water quality standards are violated. if standards do 
not exist or are not adequate, a human and ecological 
risk assessment can be performed. If it is determined 
that the loads should be reduced, the model can be 
used to make a preliminary estimate of the total load 
reduction required or after the calibration is refined 
somewhat to better predict concentrations at the water 
intake or other critical locations, the model can be used 
to set loads. To set the final loads, the calibrated model 
could be used to investigate the effect of extremely low 
flow and extremely high tides as well as typical condi- 
tions. 

Jet dilution models can be used to set the mixing zone 
linjts if any are permitted. See Doneker and Jirka 
(1988) for the recommended model. 

Dwkb* wnr uu 

Flgurc 5-1 6. Componenntr of the waste h d  allocation 
procedure. 

5.6 Application 01 The Calibrated Model In 
Waste Load AJlocaSons 
Once the model is calibrated and validated, it is then 
used to investigate causes of existing problems or to 
simulate future conditions to determine effects of chan- 
ges in waste loads as part of the waste load allocation 
procedure. To understand how the calibrated model 
is used, it Is first necessary to review the general waste 
load allocation procedure. 

5.6.7 Waste LuadAlrbcabbn Pmdure 
There are several components of the waste load alloca- 
tion procedure as illustrated in Figure 5.16. The 
calibration and use of models is only a part of the 
overall decision making process that also includes 
some analysis of economic and social issues. Many of 
the decisions based on economic and social issues 
have been already addressed in most estuaries and 
coastal waters but as a general practice, these issues 
involved in defining water quality standards should be 
revisited for each study. Also, in local areas of large 
water bodies some refinement of standards may be 
necessary, and this should be addressed as part of a 
general procedure. Typically, the regulatory agency 

Rguro 5-17. Generd waste lord allot.tlorr procedure. Note 
WQ = water quality, NPDES I Nalional 
Pollutlon Discharge Ellmlnlation System, and 
TMDL = 1-1 maximum dally load. 
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Table 5-20. Maln Sources of Crtterk lo Proloel bSlgMlOd 

EPA's 'Red Boolr' - US EPA, Quality Criteria for 
Watrr. Rep!. EPA WS6-001, Washington ' D.C. (ruprrsedod by EPASr *Wue BooP - En- 
vironmental Stud*$ Board, National Academy 
of Sciences and ktiond Academy of Engimr- 
ing, Washington, D.C., Rspt. EPAFt373433. 
1973). 

'rimuy 
kwments 

beeonduy 
kcuments 
iistorid 
kCUmants' 

~~ 

' EPA's 'Gold BOOV - US EPA, Oualii Criteria for 
'water 1986 (with updates), kpt. EPAUO/SS 
~ 001, Office of Water Regulations and Standards, 
Washington, D.C., U.S. Government Printing Of- 
fioe. No. 89sa2.000008. 

1 Any State criterh documonh for the water body ' of interest 
~ ~ n y  information available in the open literature. 

Useful for tracing the development of criteria and cilation of 
additional information 

should determine that the published standards are stili 
valid and useful. 

The general procedure for waste load allocation is 
shown in Figure 5.17 and has the following steps 
(Thomann and Mueller 1987, Krenkel and Novotny 
1980, Driscdl et al. 1983): 

1. Designate desirable water uses for the estuary, 
coastal area, or harbor of interest. Examples in- 
clude maintaining water quality to permtt com- 
mercial fin and shell fishing, maintain habitat 
diversity to protect the ecdogical health of the 
estuary, to allow use of the water in industrial 
applications such as process cooling, use of 
water for drinking in freshwater segments, recrea- 
tional boating and fishing, and use of the estuary 
for navigation. 

2. investigate criteria available to protect the desired 
water uses. See Table 5.20 for the maln criteria 
documents. 

3. Select numerical criteria to protect the designated 
uses (Le., 5 mgR dissolved oxygen to protect 
certain fish species). 

4. 

5. 

6. 

7. 

a. 

Define waste assimilative capacity. This Invokes 
the use of a water quality modd or simplified 
analysis todetermine the cause and effect relation- 
ship between existing and projected loads, and 
water quality response of the estuary. The model- 
ing alternative involves calibration and validation 
of the modd with site-specific data as described 
in this section. The simplified analysis (see Mills 
et al. 1985) fnvdves analysis of existing data and 
some engineering judgement (typically from ex- 
perts). The complexity of estuary problems 
usually overwhelmingly favors a modeling ap 
proach. 

Define existing loads. ThIs Is done as part of the 
calibration of any model used to determine the 
asslmilathre capacity but these load measure 
ments may not provide all the information re- 
qulred. In addition. the typical loads and 
maximum loads must be determined for any sen- 
sitivity analysis and projection of critical effects. 
When the analysis focuses on point sources (Le., 
when nonpoint sources are unimportant), the 
study is termed Wasre Load Allocation. When the 
analysis focuses on nonpoint sources, the study 
is termed a Load Allocatian. Total Maximum Dai/y 
Lwds are determined from both the Waste Load 
Allocation and Load Allocation. The definition of 
existing and projected loads are usually best done 
in cooperation with the discharger when strid 
quality assurance of the data is possible. 

Project future loads. This step defines future 
capacity required for continued economic growth 
in an area and Is done in consultation with the 
industries and municipalities involved. 

Determine a factor of safety or reserve capaclry- 
This is largely a policy matter invdving what de- 
gree of protection will be afforded. This should 
account for uncertainty in the calibrated model 
and projection of future loading. 

Determine Total Maximum Daily Loads and in- 
dividual dischargers waste load allocations (see 
EPA 19B5 for definttions). This indudes simulation 
with existing and projected loads, and incorpora- 
tion of reserve capacity to determine what load 
reductions or projected loads will allow the water 
quality to remain at or above the standards 
chosen. Decisions on how to allocate load reduc- 
tions to various dischargers depends on the 
weighting scheme chosen by each state agency 
and is typically based on state law and regulation. 
The decision should be influenced by economic 
and social factors that encompass dmerences In 
the ability of municipalities and industries to 
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9. 

and industries to achieve load reductions (i.e.. 
differences in economic efficiency). Equity should 
also be considered to account for past efforts to 
voluntarily reduce loads and to account for dif- 
ferences between the dischargers who have been 
located on the estuaryfor different lengths of time. 
A sensitivity analysis, first order error analysis. and 
Monte Carlo analysis is used to determine the 
uncertainty In the total maximum dally loads 
selected. See Brown and Barnwell (1987) for ex- 
amples of how uncertainty analysis is applied to 
streams. 

For the total maximum dally loads selected, 
evaluate the cost-benefi of the standards chosen. 
This step may be somewhat controversial and 
applied in different ways. In general, however, the 
analysis should consider: 

a. Individual costs to the dischargers 

b. Regional costs and the associated benefits of 
improved water quality. 

In practice it may difficult to separate steps 8 and 
9 of the procedure. 

10. If the economic analysis is favorable, the full ef- 
fects on present and future water quality are ex- 
amined. If appro3riate. standards may be 
upgraded if necessary to prevent degradatlon of 
existingwater quality (Krenkel and Novotny 1980). 
If meeting the standards represents a significant 
economic or social impact, adoption of different 
standards to forgo some water uses may be in 
order. 

11. If the standards and waste load allocations are 
adequate, the standards are promulgated and the 
NPDES (National Pollution Discharge Elimination 
System) permits are issued. 

5.6.2 Crib'cal Water Qual@ Cond~ons and 
Projecxrbns 
Once critical water quality conditions are defined for 
the estuary, harbor or coastal area of concern, deter- 
mining the waste assimilative capacity is relatively 
straightforward. Models are available to relate critical 
water quality responses to the loads for most 
problems. See Chapter 3 for guidance. 

However, the definition of critical conditions for es- 
tuaries is not Straightforward. For streams receiving 
organic loads, this is a straightforward matter of deter- 
mining the low Row and high temperature conditions. 
In estuaries, freshwater, tides, wind, complexsediment 
transport, and other factors can be important to deter- 

mining the critical conditions. As of yet, there are no 
clear methods to establish critical conditions, especial- 
ly in terms of the probability of occurrence. The analyst 
must use considerable judgement in understanding 
the exact effects of the processes described in Chapter 
2. 

Once loads are set or if critical conditions or future 
conditions are to be simulated, the calibrated model 
can be used to predict the response to the different 
conditions. The lnvestigatlon may Involve study of 
extreme hydrological, meteorological, or 
hydrographic events that affect mixing; waste loadings 
from point and non-point sources; and changes in 
benthlc demands. If the physical. chemical, and 
biologlcal characteristics of the estuary or wastes 
entering the estuatyare changed, then it may be neces- 
sary to modify model coefficients. However, these 
changes can not be reliably predicted. As a result, 
some sensitivity analysis Is necessaryto assist in selec- 
tion of the appropriate safety factor in the total maxi- 
mum daily load. 

Extreme circulation events can move sludge deposits 
out of the estuary or into the estuary. Point source 
reduction can cut off the organic deposits that cause 
SOD. Nevertheless, it Is not presently possible to make 
more that crude estimates of the reduced SOD. 
Greater degrees of waste treatment can also reduce 
deoxygenation coefficients but It Is not clear why this 
occurs and when it should be expected. As a result, 
estimates of the effects of changes in SOD, the 
deoxygenation coefficient, and other parameters are 
routinely made to see if a significant effect can occur, 
but final calculations may conservatively assume that 
the rates remain unchanged. 

Occasionally, estimates of the effects on SOD can b6 
made by experts suchas those with EPA Region IVwho 
have made extensive measurements In polluted and 
clean areas and who understand how to conservatively 
extrapolate to future conditlons. In addition, it Is pos- 
sible to consult the existing data and make reasonable 
estimates. See Supplement XV for guidance. Crude 
estimates of deoxygenation rate coefficients can also 
be made in a similar manner but with less certainty. 
Tabulations of deoxygenation coefficients for different 
types of conditions may be less certain because of the 
errors of calibration contained in the tabulated es- 
timates. Nevertheless, when some judgement is 
employed. the tabulations and guidance given in Sup- 
plement IX Is usually adequate. 

5.6.3 ccKnponentAw@is and Supposition 
Applications involving settfng total maximum daily 
loads and individual waste load allocations for dis- 
solved oxygen problems are conceptually simplified in 
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many cases by noting that a linear relationship usually 
exists between loads and deficits. Only when 
phytoplankton and second order toxic chemical 
modeling Is required, does a nonlinear relationship 
between deficits or chemical concentrations and load 
exist. It Is also possible to investigate which com- 
ponents of a waste load (unoxldked carbon or nitrogen 
versus nutrients that result In eutrophication), cause a 
dissolved oxygen deficit. The linear relationship be- 
tween waste load components and defictl or other 
chemical concentrations (e.g., BOD or ammonia) is 
also very useful to investigate the effect of multiple 
sources. A component analysis can be performed to 
determine the effect of each load. For additional infor- 
mation, see Thomann and Mueller (1 987), Krenkel and 
Novotny (1 980), and Mills et at. (1 985). 

Investigation of existing problems Is best pursued with 
a components analysis that indicates those processes 
and loads that contribute to the problems. For ex- 
ample, the cause of violations of a dissdved oxygen 
standard can be determined from the relative contribu- 
tion of various loads and the effect of sediment oxygen 
demand, BOD decay, nitrification, photosynthesis, and 
reaeration. This is illustrated in Example 5.2 from 

Robert Thomann in review. Components of the maxi- 
m u m  deficit are computed by keeping up with the 
deficit calculated in each time step for each process: 
reaeratlon, deoxygenation, nitrification, sediment 
oxygen demand, net photosynthesis, and by dilution 
with other loads and tributaries. 

Multiple sources that do not significantly Increase es- 
tuary flow are usually handled In an additive fashion 
according to the principle of superposition m o m a n n  
and Mueller 1987. Krenkel and Novotny 1980, and Mills 
et ai. 1985) as indicated above, since all water quality 
models are linear except for phytoplankton kinetics 
and when toxic chemical kinetics are not first order. 
Therefore, a component analysis like that in Example 
5.2 would be performed that would separate individual 
loads and the analysis would determine which loads 
cause the maximum deficit or any deficit below stand- 
ards. Where different point sources contribute to one 
problem, some arbArary allocation of more restrictive 
treatment requirements based on state policy will be 
necessary as discussed above. The superposition of 
multiple sources Is illustrated In Examples IV-3, IV-5, 
IV-6, and IV-8 from Mills et al. (1985). 

Example 5.2 Component Analysis of Dissolved Oxygen Balance in the 
Mcomico Estuary, Maryland 

The Wicomlco Estuary Is a small arm of Chesapeake 
Bay. Figure 5.18 shows the location of the Salisbury 
Sewage Treatment Plant outfall, other tributaries, and 
the model segmentation of the estuary. The problem 
is to determine the required additional treatment 
beyond secondary levels at the Salisbury, Maryland 
Sewage Treatment Plant (Robert Thomann, in review). 
To perform the analysis, a onedimensional model was 
calibrated for the estuary and a component analysis of 
the dissolved oxygen balance was performed along the 
axis of the estuary. The results are.given in Figure 5.1 9. 
The upper panel gives the dissolved oxygen deficit 
along the estuary where a maximum deficit of almost 
4 mg/L occurs near Mile 10 (km 16) down estuary of 

the outfall. Near the outfall, the estuary is super- 
saturated with oxygen. The component analysis in the 
lower three panels shows that the discharge of car- 
bonaceous and nitrogenous demands from the 
sewage treatment plant and the upstream deficit do not 
contribute to the maximum deficit. However, the dis- 
charge of excess nutrients was a problem. The growth 
of phytoplankton due to chlorophyll a levels of 300 ug/L 
was stimulated by nutrients in the waste discharge. 
The management decision for this waste load was then 
to contrd the level of nutrients rather than increase the 
level of carbon or nitrogen treatment (Robert Thornann 
in review). 
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SUPPLEMENT I: SELECTION OF MANNING n VALUES 

The effect of bottom friction on the flow In estuaries is 
represented in a variety of ways in flow or 
hydrodynamic models. The most common method 
used in the United States and In many other countries, 
employs the Manning roughness coefficlent to quantify 
friction and turbulent hydraulic losses In the flow. How- 
ever, a number of other friction coefficients are used in 
the models available. These are given in Table 5.21 
along with the relatlonship between coefficients. 

In models with vertical resolution (Le., having more 
than one layer), the Manning n is used to compute 
stress at the bottom boundary In a series of reiation- 
ships between n, the drag coefficient (Cd), and tur- 
bulent mixing. The quadratic stress formulation relates 
the eddy viscosity approximation of the vertical 
Reynolds stress to a drag coefficient and average 
velocities as follows 

where 

po = density of water, 

w a r ,  adaz = the vertical velocity gradient in the 
x and y directions, respectively, 
ub, 4 = horizontal velocities at a point above the 
bottom in the x and y directions. respectively, and 
EZ = vertical eddy viscosity. 

The drag coefficient is related to the Manning n as 
shown in Table 5.21 

Also any other friction factor or roughness coefficient 
can be used from Table 5.21. Equations (5.10 and 
5.1 1) represent terms in the conservation of momen- 
tum equations ghren in Table 2.1 of the second section 
in Part I of this guidance manual. The two- and three- 
dimensional models based on these formulas are 
calibrated by varying the Manning n until any measure- 
ments of average velocity and tidal amplitude at a 
number of sites ptus any observations of salin'v in- 
trusion are properly described by the model. When 
models discretization elements are reduced to smaller 
and smaller scales, the calibration values of the Man- 
ning n approach values only controlled by the scale of 
roughness on the bottom. in the limiting case where 
the bed is flat, the Manning n can be estimated for sand 

Tat& 5-21. ReIallonshlp betmen Varfous Friction Factors used lo Ouantify Frlcilon Loss In hlU8riOa 

I I Manning n Chew G m a g  Darcy- Fanning 
Coefficient Weisbach fr 

Weisbach f 

Fanning fr 2gn' I 
Notes: 

1) 

2) 
3) 

C1 - unit conversion factos; equal to 1.0 if the hydraulic radius R is expressed in units of meters and 1.49 if expressed in 
units of feet. 
The Fanning friction factor is typically used in mechanical engineering applications 
Repofls of valuer of the drag umffident should be aceompanicld by a definition of Cd. Ntemrtivrty, Cd has been defined 
[Chow (1959), Streeler and wjrlie (1975)J 8s TO = (1/2)p c d  U ' or G I: 2u. '/U when bod ahear velocity, T, divided by 
water density, p, is the shear vslocily, uo = (g RH S )"'. S is the energy grrdiont of the flow. U ir tho 8verage flow wlocity. 
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and gravel beds using an approximate form of Sticklers 
equation (Henderson 1966, Garde and Ranga Raju 
1 977) 

nb = 0.031 d Vk (5.13) 
where d Is the diameter in feet of bed sediments that 
are larger than 75 percent of the material present. If 
the diameter, d, Is expressed in meters 

n b  = 0.025d (5.14) 
These expressions for nb should be valid for many 
estuarine Rows where rough turbulent flow is expected 
to be the predominate flow regime. In general, how- 
ever, flow resistance ls a function of the Reynolds 
number of the flow 

(5.W 4uR Re=- V 
where U is the average flow velocity, R Is the hydraulic 
radius (cross sectional area divided by wetted 
perimeter), andv is the kinematic viscosity of estuarine 
waters. Figure 5.20, modified from a Moody diagram 
for flow resistance, gkes the general relationship be- 
tween the ratio of the Manning n to depth to the 
one-sixth power (hydraulic radius Is approximately 

0.025 

0.020 

0.0 18 

-\w D 
a 
\ r 

0.0 1 6 
0.0 14 

0.0 13 
0.0 12 

0.01 1 

0.0 10 

0.009 

0.008 

0.007 

0.006 

equal to depth In wide water bodies) and Reynolds 
number. The curves foc sandcoated surfaces should 
be used to estimate nb for estuaries when sandy bot- 
toms are observed. 

The smooth surface curve shown In Figure 5.20 may 
be approached when fluid mud Layers are observed on 
the bottom. Typically, RUM mud may occur near or just 
downestuary of the turbidity maximum where sig- 
nificant deposition is expected. For example, values of 
n were found to be approximately 0.01 8 to 0.020 near 
the turbidity maximum in the Delaware Estuary 
(Ambrose, personal communication, Ambrose 1987, 
Ambrose and Roesch 1982, Thatcher and Harleman 
1981). Occaslonally, unrealistically low values of n 
(Le., n = 0.015) normally associated with very smooth 
surfaces may be Indicated by calibration. These values 
may not be consistent with Figure 5.20. The reason is 
that stratification of the flow near the bed by fluid mud 
or suspended sediment significantly decreases the 
apparent roughness coefficient (McCutcheon 1979, 
1981, McDowell and O’Connor 3 977). Where this oc- 
curs, the calibrated hydrodynamics model can be ex- 
pected to have an extremely limited range of 
applicability since the fine scale effects of sediment 
stratification are not incorporated into vertically 
averaged models or models having gross repre- 

REYNOLDS NUMBER 
Figure 5-20. ModMed moody dlagram tektlng the Manning n to Reynolds number. k, Is u n d  grain helght and 

FIH 10 the hydraullc radius. 
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Table 5-22 Values of lhe M8nnlnq n for DtHermt Types of 
Vegeirllon In Welland Aroas 
[Chow (1 959) and Jarrat (1 9WI 

0.035 

0.035 

0.040 

0.045 

0.070 

0.110 
0.030 
0.050 

0.080 

0.100 

Type of Vcgctallon 
;lass: 

0.050 0.070 

0.050 0.060 

0.060 0.080 

0.070 0.110 

0.100 0.160 

0.150 0.200 
0.040 0.050 
0.060 0.m 

0.100 0.120 

0.120 0.160 

Short 
Tall 
Irush: 
Scattered with Dense 
Weeds 
Sparse Trees and Bush 
in Winter 
Sparse Trees and Brush 
In Summer 
Medium to Dense Brush 
in Winter 
Medium to Dense Brush 
in Summer 
rees: 
Dense, Straight Willows 
Stumps or Cyprus Knees 
Stumps with Dens8 
Sprouts, Grass and 
Weeds 
Dense Stand of Trees, 
Few Fallen Trees. and no 
Branches hanging in 
water 
Dense Stand of Trees, 
Some Fallen Trees, or 
Branches Hanging in 
Water 

Value of n 

0.030 0.035 0.050 

sentation of the vertical structure. When this occurs, it 
is important to conduct a sensitivity analysis to deter- 
mine if the overall calibrated model shows any sen- 
sitivity in the important decision variables (Le., 
dissolved oxygen, chlorophyll a or sedimentary con- 
taminant concentrations, etc.) to values of n. 

There are also effects of vegetation on flow in shallow 
parts of estuaries that may need to be taken into 
account, especially if the trend to employ natural or 
created wetlands to aid wastewater treatment con- 
tinues. First. sea grass and other vegetation Influence 
shallow open water flows. Second, emergent vegeta- 
tion such as cyprus trees, mangroves, bushes, and 
marsh grasses may control flow through wetland 
areas. At present, there do not seem to be many 
studies of the effect of sea grass on friction loss (per- 
sonal communication, Ronda Dept. of Environmental 
Regulation, 1989). There are, however, investigatlons 
of friction losses In grassed open channels that show 
that losses are a complex function of the Reynolds 
number. As flow increases, grasses are pushed flatter 
along the bottom and less area of grass is in direct 
contact with the flow. In effect, the relative roughness 
decreases as a function of Row velocity or Reynolds 

number. Perhaps the best study of this effect Is by 
Chen and the US Geological Survey. 

In the absence of solid guidance on this topic, it should 
be noted that Chow (1959), Jarrett (19851 and others 
ghte guidance on the effect of grass on channel and 
overbank flow. Values on the order of 0.025 to 0.050 
are reasonable. 

In wetlands and other areas of emergent vegetation, 
relative roughness Is less likely to vary and the Manning 
n is expected to be constant. The scale of the rough- 
ness is considered to be the trunk diameter that should 
not change significantly as depth increases. Values 
have not been well defined, but values of river Row over 
flood plains is very applicable when the density and 
trunk size of the vegetation are similar. Values as high 
as 0.20 have been observed, as noted in Table 5.22. 

In addition to the older information in Table 5.22. Arce- 
ment and Schneider (1984) report more recent infor- 
mation for more tranquil flows in floodplains. However, 
it is not expected that n can be precisely defined in any 
published study. flow in wetlands occurs in ill defined 
channels where the uncertainty In average velocity, 
area, depth, and slope make it very difficult to deter- 
mine n. 

As larger and larger model scales are employed, more 
and more large scale turbulent friction losses due to 
flow non-uniformity must be Included in estimates of 
the Manning n to adequately represent losses due to 
energy dissipation. Empirical relationships have not 
been derived for this purpose but similar corrections of 
this nature have been derived for river flows that can 
be used as guidance. Guidance for riverine reaches 
works well in the upper sections of estuaries where the 
transition from riverine conditions occur. The 
guidance is less useful downestuary where the scales 
of flow may increase by an order of magnitude in some 
cases. 

Conceptually, the riverine estimation procedure can be 
formulated as a process of modifying a base value of 
the Manning n such that 

(5.16) ncapasite = nb + nf 4- nl + n2 n3 

where typical values are on the order of 0.020. 

nb = Manning n associated with bottom roughness 
conditions, 
ny = conection related to form roughness or bed ir- 
regularity due to ripples and dunes, 
01 = correction related to the nonuniform depth of 
the flow, and 
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Bed Topogr8phy 
Smooth Bed 
Ripples 

Table S24. M8nning n Correcllons for lha Relatlvm Effect of 
Obsiructlonm 

Relative Effed of Obstructtons 
Negligible 
Minor 0.010 to 0.015 
Appreciable 0.020 to 0.030 

0.w to 0.060 

nl 
0.00 
0.005 

Table 5-25. M8nning n Corredlons for Changes in Channel 
Depth and WlcHh 

,Dunes 0.010 

Flange of na 

n2 = correction €or the nonuniform width of the 
flow. 
n3 = correction for effects of vegetation 

Altenlathrely, Chow (1959) notes that a multlpllcathre 
version of Equation (5.16) can be used as well. How- 
ever, that form ls better adopted to meandering chan- 
nels and is not very suitable for estimates in estuaries. 

Values of M are approximately 0.00 to 0.010 (Chow 
1959) as shown In Table 5.23. Values of nr and n2 can 
be estimated approximately from the effect of obstruc- 
tions and channel cross sectlon variations given by 
Chow (1959) In Tables 5.24 and 5.25. Table 5.26 gives 
corrections for the effect of vegetation. It should be 
noted however, that these constant corrections may 
not be adequate since the conectlon for seagrasses 
and kelp probably vary with flow velocity or Reynolds 
number. 

Descrlptlon of CondHlons 

In models that assume that the flow field can be verti- 
cally and laterally averaged, the one-dimensional 
equations of motion and continuity can be written as 
(Thatcher and Harleman 1981. Ambrose et al. 1988) 

0.025 to 0.050 

. 

0.Ox) to 0.100 

and 

Grass over the full depth of 
flow; 8 lo 10 par old trees with 
same brush and weeds; or 1 
year old trees with heavy 
weeds and foliage. 
Flow depth half the height of 
dense grass: bushy willow 
trees with dense weeds. grass 
and foliage; dense cattails; or 
trees with heavy undergrowth 
and full foliage. 

(5.17) 

Varlatlon of Channel Cross Section 
Gradual 
Alternating occasionally 

Tabla 5-28. Adjustments for the Manning n due lo Vegetation 
[J8n.l (1 9891- 

n2 
0.00 
0.m 

amount of 
hgelatlon 
Small 

Medlum 

Large 

Very Large 

,Alternating frequently 0.010 to 0.015 , 

0.002 to 0.01 

0.010 to 0.025 

Den- growths of grass or 
weeds. awrage depth at lead 
twice the height of grass, or 
supple seedlings where the 
'flow la at three times tha height 
' of the vegetation. ' Grass from 1/2 to 113 of the 
'depth; moderately dense large 
1 stem grass, weeds, or kea see- 
dlings 112 to 113 the depth of 
flow; or moderately dense 
bushy trees like 1 to 2 year old 

where 

(5.18) 

-- 'Q - l o a ~  inertia term, 
d = force due to advection or momentum 
at 

U 

change due to mass transport of.water, 
ah 

gA 
or gravitational body force, 

= force due to potcntial energy of the fluid ' 

gr "L = force due to bottom shear or fric- 
ACi'RH 
tional resistance (quadratic stress law), 
Adc ap g- = force due to longitudinal pressure dif- 
P h  

ferencc caused by density differences along the axis 
of the estuary, 

W 10 cos a = Force due to wind shear on 
RH P 

the water surface, 
Q = Discharge (Q = UA), 
U = Longitudinal velocity averaged over the cross 
sedion and averaged over time, 
t = time, 

5-32 



x = Longitudinal direction dong the axis of the 
=mary, 
g = Gravitationalconstant, 
A = Crosssedionalarea, 
ah - = Slope of the energy gradient or approximately ax 
the water surface slope, where h is the depth of 
flow to water surface from an arbitary datum, 
n = Manning roughness coefficient, 
Ci = Units conversion factor (1.0 when RH is ex- 
pressed in m and l.49 when RH is expressed in feet), 
RH = Hydraulic radius (cross-sectional area 
divided by wetted perimeter of tbe cross stdion 
that is approximately equal the depth in wide w- 

& = Distance from water surface to the centroid of 
the cross-section, 
Cda = Drag coefficient for air moving over water 
surface (typically assumed constant and having a 
value of 0.0025 or slightly less), 

,~ pa = The density of air, 
p = Density of water, 
a = Angle of wind direction from the axis of the 
csmary, 
WIO = W m d  speed measured at 10 above the water 
surface, 

q = Lateral innow per unit length. 

tuaries), 

- -  b = Total surface width, and 

Equations (5.17) and (5.18) are accurate approxima- 
tions when lateral and vertical differences are unlmpor- 
tant, which is the case In many estuaries. However, a 
more approximate equation has proven almost as 
widely applicable. The approximation is the link-node 
model that assumes that the onedimensional estuary 
can be divided into a series of uniform channels be- 
tween nodes. The cross section may vary from one 
channel to the next and any flows into the estuary are 
assumed to enter at the nodes. It Is also assumed that 
longitudinal pressure differences due to pressure 
gradients are small enough to neglect. The best ex- 
amples of link-node models are the EXPLORE I (Baca 
et al. 1973). DEM (Dynamlc Estuary Model) (Feigner 
and Harris 1970). and the derivatlons of these models 
such as the DYNHYD model used with the WASP 
modeling package (Ambrose et at. 1988). The a p  
proximate equations are written as 

and 

M - a Q  
at ax -= 

(5.19) 

Since Equations (5.19) and (5.20) have been used 
extenshrely, some care may be necessary to interpret 
results relating to selections of the Manning n. Any 
effects of neglectlng longitudinal, vertlcal, and lateral 
salinity gradients and accelerations due to nonuniform 
channels will be lumped into the value of the roughness 
coefficient used to calibrate the model. Normally, 
these effects are minor and relatively reliable guidance 
can be formulated. 

Guidance on the selection of Manning n values is as 
fdlows: 

1. 

2. 

Seled initial values based on bed malerial and 
correct for bed variations - Values should be 
uniform for areas where bottom topography, 
channel allgnment and sediment size distributions 
do not vary slgnificantly. Smaller values should be 
selected for bottoms covered with fluid mud or 
other finegain material. Typically a value of 0.02 
Is appropriate for reaches with fine grain sedi- 
ments and 0.025 to 0.030 is appropriate for 
reaches with sand bottoms. If necessary, a 
preclse lnitlal estimate can be made by computing 
the Reynolds number and the relative roughness 
(Le., 2Rlk8, where ks is the sand grain diameter or 
the height of the ripples and dunes) and consulting 
Figure 5.18. If the bed is covered with vegetation 
(Le., none of the sediments are In contact with the 
flow) then Table 5.22 should be used to select 
an n value and correct for variations in croh 
section, bottom topography, and obstructions. If 
the bed Is partially covered with Vegetation, the 
initial selection should be based on the bed 
materials present and corrections should be made 
for vegetation, and variations in cross section, 
bottom topography, and obstructions. Where it is 
not clear whether exposed bed materials are im- 
portant In causing friction losses, both procedures 
should be followed to see if any slgnificant dis- 
crepancles exist. 

Correct for bed roughness - Table 5.23 shows 
the corrections that should be added if bed ripples 
and dunes are present on the bed. A correction 
should not be made if Figure 5.20 Is used and the 
roughness helght Is assumed to be the height of 
ripples and dunes. 
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3. Correct fortopographic variability - Values may 
need to be increased in computational elements 
or reaches in which there is a significant change 
in bottom elevation or where channels narrow. 
Increased n values are required to compensate 
for friction loss due to non-uniform flow condi- 
tions. Tabulated values of the Manning n (Chow 
1959, French 1985, Henderson 1966, Barnes 
1967) do not reflect the Increased turbulence due 
to non-uniform flow. It should be noted that these 
corrections can only be approximated because 
friction losses In nonuniform flows are dependent 
on flow direction. Losses are significantly greater 
when the flow speeds up and contracts Into a 
shallower or narrower channel compared to ex- 
pansion Into a deeper channel accompanied by 
a decrease in flow velocity. Examples where 
tkse corrections should be considered include 
flows out of deeper navigation channels onto 
shallower tidal flats if excess turbulence is 
generated. Other examples include narrowing 
flows at the mouth of an estuary, at riier passes 
like those of the Misslssippi River, and in flows 
-‘constricted by a peninsula. Many times sub- 
merged sills that cause shallower flows at the 
entrance of a fjord are associated with points of 
land that extend into the estuary from both sides. 
These corrections are obtained from Table 5.25. 

4. 

5. 

Correct for obstructions - Table 5.24 is used for 
further correction when large obstructions are 
contained in the flow (generally expected to cover 
or occupy approximately one percent or more of 
the cross sectional area). These indude sub- 
merged rock outcrops, very large boulders, and 
small Islands (friction losses caused by gradual 
channel changes around large islands may be 
unimportant). Rack outcrops and small islands 
are clearly marked on navigation charts. A very 
good Indication of when corrections are needed is 
increased turbulence In the flow near the obstnrc- 
tlon. From the air, large turbulent eddies are 
usually very evident when the wind speed fs not 
large. 

Correct for vegetation - If the initial selection does 
not fuliytake the effects of vegetation into account, 
these corrections should be made using Table 
5.26. -Where vegetation is sparse or patchy, or 
only extends over part of the depth, it is best to 
select an initial n value reflective of the sediments 
in contact with the flow and correct for effects of 
vegetation using Table 5.26. If vegetation 
dominates roughness in wetlands and elsewhere, 
an initial selection from Table 5.22 is best. The 
Initial selection should be compared with correc- 
tions in Table 5.26 but should not be modified 
unless some large discrepancy is noted. 



EXAMPLE 5.3. fnitial Selectlon of the Manning n for a Hypothetical Estuary 

, 

Table 5.27 illustrates the Manning n selection proce- 
dure. SIX segments varying from wetland and marsh 
land, to shallow areas with sea grass, to deep channels 
with sand, fine graln sediments, and fluid muds were 
selected for illustration. For segment 1, the initial value 
was selected as 0.10 from Table 5.22 and corrections 
were not made for changes in the channel since flow 
around trees Is very irregular and braided and the value 
from Table 5.22 should account for thls. Obstructions 
(there were very few fallen trees) and vegetation were 
taken into account In the Initial selection. The selection 
for segment 2 was governed by the same procedure. 

L 
7 

Segment Bed Bed Channel Obstruc- Vag-- 
Number Description Malerhi Topo- Change tlom tion nc nl nz n3 n 

1 Wetlandwith dense Fine Irregular Msanderlng. ACw fal- See de. 0.01 0 0 0 0.01 

braided and In- 
distinct channel 
in areas 

2 Wetiandwithmarsh na na Meandering, None Seeds- 0.035 0 0 0 0.035 

braided and ln- 
distinct channel 
In areas 

graphy 

stand of straight trees. grain surtace Irregular. Ion trees scription 
few fallen trees, very Ilt- 
tle brush and no weeds 

grau irregular, scription 

3 Shallow area with sea Sandy Flat No signiflcant None h e  de- 0.025 0 0 0.01 0.055 
grass over 70% of the change scription 
bottom, extending ovdr 
about 50% of the depth 

net ing of channel merged 
4 Deep well defined chan- Sandy Dunes Some narrow- Sub- None 0.025 0.01 0 0 0.035 

and bends - 
5 Wide deep channel in Ens Ripples Straight None None 0.02 -005 0 0 9.025 

the vicinity of the tur- 
bldity maximum 

down estuary of the tur- grain layer over smJl vegeta- 
bidity maximum with much of islands tion on 
significant sediment the chan- the 
Vanspoil into the es- ne1 shores 
tuary 

graln 

6 W d e  deep channel Fine Fluid mud Straight A few Minor 0.015 0 0 0 0.015 

Segment 3 involved selection of a value representative 
of flat sandy bottoms and correctlng for the seagrass. 
The final value should be compared with Table 5.22 
where the value Is exactly the same as the value for 
flows over tall grass. Segments 4 and 5 lnvdve straight 
forward selections for sandy and fine gtaln materials 
and minor corrections for changes in cross section and 
obstructions. Segment 6 Involves selectton of a 
smaller value to reflect the influence of fluid mud. The 
few islands and vegetation on the shores of a wide 
channel is probably negligible. 

Table 5.27. Rem& Characferistln for a Hypothetical Estuary end C8iculation of the Manning n Vdum 
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EXAMPLE 5.4. Selection of the Manning n for the Delaware Estuary 
Figure 1 from Ambrose and Roesch (1982) and 
Ambrose (1987) shows five zones for the Upper 
Delaware Estuary. Ambrose and Roesch varied the 
Manning n in each zone to obtaln an optimum fit of 
predicted water surface elevation to that measured at 
selected points. The timing of high and low water 
throughout the estuary was also used to calibrate the 
model. These data were averaged over a year to filter 
out the important short-term effect of wind stress that 
was not included in their hydrodynamics model [Equa- 
tion (5.10) with the last term for wind stress assumed 
to be equal to zero on average]. Annual average tidal 
conditions and fresh inflows were employed. A few 
measurements of point maximum velocity during ebb 
and flood tide were compared to the predicted values 
after calibration but were not used to recalibrate. The 
result was that n varied from about 0.02 in zone 5 to 
0.045 in the riverine dominated zone 1. The value of 
0.02 is consistent with a fine grain or sand bed channel 
with very limited changes in cross section and 
meandering. The turbidity maximum occurs in this 
zone, A value of 0.045 in the river zone 1 indicates 
significant changes in the channel cross section are 
occurring. Figure 5.8 does not indicate significant 
meandering. Figure 5.9 shows that excellent agree- 
ment was obtained between measured and predicted 
tidal range for mean tide and average spring tide 
events. Table 5.7 indicates that discrepancies (as 
measured by the coefficient of variation) are less than 
10 percent throughout the estuary. Thatcher and Har- 
leman (1 981) also calibrated a similar model based on 
Equation (5.17) for the same segments of the Upper 
Delaware Estuary. They used the same long term 
average tidal elevation data from the National Ocean 
Survey (NOS) but also added data from the U.S. 
Geological Survey (USGS) not used by Ambrose and 
Roesch (1982) and gave greater emphasis to the USGS 

c 

h 
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D e n A H C E F X U W N M  

Figure CZ1. Longitudinal dirtrlbutlon of Mannlng n valuu In 
tho Lklawaro Estuary (1 mllo = 1.61 h) 
[Th.tchor and hrloman (1 981) 1. 
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DISTANQFRW CAPESNmES 

low walor plane8 for mean conditions (1 tl I 
0.035 m; 1 mllo 2: 1.61 km) in tho Dolaware 
Estuary Falcher and Harkman (198l)J. 

flguro 522 Hydraullc ulibration to tidal range and high and 

data. The n values selected were very similar with one 
exception in the upper part of the estuary nearTrenton 
where the maximurn values of n were selected to be 
0.032 versus 0.045 chosen by Ambrose and Roesch 
(1982). The results from Thatcher and Hademan 
(1981) are shown in Figure 5.21. The difference could 
be due to neglecting effects of the longitudinal salinity 
gradient and by assuming the channel is uniform over 
five segments. More likely, however, is the emphasis 
on agreement with two different data sets that are in 
some conflict. In Figure 5.22, the calibration results of 
Thatcherand Hademan (1981) fortidal range, and high 
water and low water planes are shown. The USGS data 
indicate a larger tidal amplitude in the area of the 
discrepancy and it is probable that a larger value of n 
would be necessary to reproduce the larger tidal range 
measured by the USGS. 
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SUPPLEMENT II: SELECTION OF SURFACE DRAG COEFFICIENTS 

The final Coefficient necessary to sdve Equation (5.1 7) 
(hydrodynamics or flow equation) is the water surface 
drag coefficient that quantifies the effect of wind shear 
on flow and mixing. As noted above, wind shear is not 
extremely important for matching predictlons with 
measurements of water surface elevation averaged 
over long periods of up to a year In deeper tidally 
controlled estuaries. Ambrose and Rciesch (1 982). 
however, note that over periods of hours or days, 
atmospheric storms can significantly effect water sur- 
face elevations on a temporary basis. Shallower es- 
tuaries with bamer islands, like the Pamlico-Alberman'e 
Sound, are controlled more by wind shear than tidal 
influence. As a result, effects of wind shear must be 
incorporated for shallow tidally damped estuaries 
when wind driven events cause critical water quality 

conditions, or when flows are significantly effected by 
wind during calibration data collection. 

For crude estimates, Cda is sometimes taken as a 
constant of about 0.0010 to 0.0025 (Amorocho and 
DeVries 1980). In general, however, &a is a function 
of surface roughness and Reynolds number. Cda 
could be determined from Figure 5.23 or a similar 
friction diagram because of the relationship between 
various friction factors shown in Table 5.12. But in 
practice boundary height and air viscosity do not vary 
significantly and the effect of wind shear on water 
surface roughness is understood well enough so that 
a relationship between Cda and wind speed can be 
derived (O'Connor 1983). This relationship is given in 
Figure 5.23. 
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Mixing coefficients required in a typical hydrodynamic 
model cannot be precisely estimated. Mixing is con- 
trolled by flow intensity and estuarine morphology as 
well as grid resolution and the degree of time averaging 
employed in the model chosen. These are effects that 
cannot be forecast sufficiently well to aid in the selec- 
tion of these parameters. However, lnithl estimates are 
needed to begin the calibration procedure. The best 
guidance available for making the necessary first es- 
timates is found In Bowle et al. (1985) and FIscher et 
al. (1979). McCutcheon (1983) reviews the commonly 
used methods of computing vertical mixing. 
The initial estimate generally tS only required to be 
close enough to allow the numerical scheme in the 
hydrodynamic model to converge to a stable sdution. 
Once these estimates are made, fine tuning to achieve 
precise, optimum estimates of eddy viscosity Is rarely 
necessary. At this time (1989), it is not clear that many 
simulations of water quality are sensitive to values of 
the eddy viscosity. 

Hydrodynamic models of the eddy viscosity type are 
limited to describing the effects of large scale turbulent 
mixing in boundary-layer-like conditions where the tur- 
bulence Is dissipated under the same conditions in 
which it was generated. In other words, the effect of 
localized turbulent mixing in the vicinity of outfalls and 
associated with diffusers can not be predicted too well 
in a far-field eddy viscosity model. These effects can 
be described in calibrating a model, but it Is difficult to 
forecast what eddy viscosity values will be required. At 
present, a consistent analysis framework that readily 
links the near-field dilution and mixing analysis (see 
Chapter 10 in Fischer et al. 1979 and Doneker and Jirka 
1988) and the far field eddy viscosity type 
hydrodynamics models, is not available. To fully un- 
derstand the basic limitations of the eddy viscosity 
model and to fully understand when difficulties in 
selecting calibration values will occur, one should refer 
to Radi (1980). 

When it seems that water quality simulations are not 
sensitive to hydrodynamic transport and mixing, the 
following guidance on the selection of eddy viscosity 
values should be useful. In some cases, it is expected 
that hydrodynamic simulations will be Important and 
less approximate methods will be required. In these 
special cases. higher-order turbulence modeling will 
be necessary. These special studies will, at present, 
require expert assistance. To aid in the selection of 
corred models and expertise, the next Supplement IV 
will brieff y review turbulence dosure. 

To select eddy viscosity values it should be recognized 
from inspection of Equations 5.10,5.11, and 5.12 that 
eddy viscosity is directly related to the Manning n for 
certain conditions. As a result, it is assumed that 
guidance for the selection of eddy viscosity values will 
be somewhat similar to that developed for the selection 
of roughness coefficients. 

First-order Approximation - As a first approximation, 
selection of a constant value has proven useful in some 
studies (see Rodi 1980 for a review). This involves 
assuming that vertical, lateral, and horizontal eddy 
viscosities are all equal. From experience with selec- 
tion of Mannings n in onedimensional estuaries, values 
can change significantly along the axis of the estuary. 
Therefore, this approach should be validated before 
the results are used in decision making. First, a sensi- 
tive analysis of the constant eddy viscosity value on 
water quality predictions should be performed. 
Second, validation of the hydrodynamic model should 
be accomplished by comparing simulations to water 
surface and velocity measurements. The degree of 
validation should be matched to the sensitiviiy of water 
quality simulations to eddy viscosity values. It should 
be noted that the model calibrated witha constant eddy 
viscosity may have only very limited predictive validity 
outside the range of calibration and validation data. 

Typically, a constant eddy viscosity value is only ap- 
plicable for onedimensional and twodimensional 
depth averaged models where jets and man-made 
structures do not interfer with the flow (ASCE Task 
Committee 1988). However, significant phase errors 
can occur in the prediction of tidal elevations when 
roughness changes and differences in friction losses ,.'' 
are averaged or ignored. Nevertheless, the ap- 
proximation would seem to be quite useful in wide 
bodies of water with only limited changes in depth and 
roughness. Both the lateral and horizontal eddy vis- 
cosity is related to a length scale that is approximately 
equal in many cases. 

Constant values have also been applied to models of 
stratified flows (laterally averaged two-dimensional 
models and three dimensional models). but these are 
quite inaccurate. As a matter of practice, constant 
eddy viscosity values should be avoided except for use 
in depth-averaged models and crude preliminary or 
screening level analyses using stratified flow models 
where the approximation error is well understood and 
taken into account. 

Second-order Approximation for One-dimensional 
and Depth-averaged Models - To better match tidal 
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elevation measurements, eddy viscosity should be 
changed in the lateral and horizontal directions to 
reflect changes In roughness (Le., bottom roughness 
element effects), differences in turbulent energy losses 
(due to "macro-roughness" caused by irregular 
shoreline bottom morphdogy), and different scales of 
the model elements. The Principle of Parsimony 
should be used, however, to limit changes to those that 
are absolutely necessary by virtue of well defined and 
documented changes in roughness, turbulence, and 
model scale. 

When turbulent characteristics of the unstratified es- 
tuary do not change extensively, a good depth- 
averaged model can be reasonably calibrated and 
expected to make predictively valid simulations over a 
wider range (compared to the first-order calibration). 
However, rigorous calibration and validation are nor- 
mally necessary, especially when water quality results 
are sensitiive to hydrodynamic variables. 

Uniform'values of the horizontal and lateral mixing 
coefficients are applied to elements of similar depth 
and roughness. Values should be Increased where 
turbulence of the flow increases. This includes in- 
creases for elements containing separation zones and 
wakes of flow around islands, headlands, and penin- 
sulas. 

Second-order Approximat1on for Stratified Flow 
Models - For laterally averaged two dimensional 
models and three-dimensional models, it Is usually 
possible to obtain a reasonable calibration with a con- 
stant lateral and vertical eddy viscosity and by relating 
the vertical eddy viscosity to a measure of stability such 
as the Richardson or Froude numbers so that eddy 
viscosity varies with depth and degree of stratification. 
Thls works well for cases where the estuary is relatively 
deep. Vertical mixing coefficients are typically two or 
more orders of magnitude smaller than lateral and 
horizontal coefficients and can be even smaller 
depending on the degree of vertical stratification (Mc- 
Dowel1 and O'Connor 1977). 

It Is especially important that the vertical eddy viscosity 
formulation be rigiously calibrated (ASCE Task Com- 
mittee 1988). Generally, stratified flow models using 
eddy viscosrty are not predictively valid outside the 
range of calibration and validation data Furthermore, 
the eddy viscos'Ry and the similar mixing length for- 
mulations are only approximately useful for estuarine 
flows when the flows are approximately boundary- 
layer like. Complex, unsteady, reversing flows can not 
be precisely simulated (see Rodi 1980 and ASCE Task 
Committee 1988). 

Thirdorder Approximation for Three Dimensions1 
Models - The best results for three-dimensional 
models are obtained when lateral and horizontal values 
are modified to account for roughness, excessive tur- 
bulence production, and model scale, while vertical 
changes in eddy viscosity are related to depth and 
stratification. Typically, lateral and hortizontal values 
are chosen to ensure that changes in tidal elevations 
are accurately represented and then the vertical eddy 
viscosity is calibrated to reproduce measurements of 
vertical velocity and salinity profiles, and longitudinal 
salinity profiles. 

The results should be carefully validated. The predic- 
tivevalidity is not expected to be very good outside the 
range of calibration and validation data. Generally, 
eddy viscosity formulations depend upon a critical 
assumption that turbulence is dissipated under the 
same circumstances under which it was produced. 
Thls Is consistently violated in the unsteady salt 
stratified flows of estuaries and in many cases, more 
elaborate methods that simulate the generation, 
transport, and dissipation (under different conditions) 
of turbulence are required. 

Fourth-order Approximation - In a significant number 
of cases, it Is expected that an eddy-viscosity based 
approach will not be adequate to make predictively 
valid simulations of critical hydrodynamic conditions 
nor can eddy viscosity approaches simulate some 
complex unsteady flows. This is especially true, in 
some of the larger and very important estuaries in the 
US. These indude Cheaspeake Bay and its larger 
tribuatary estuaries, Long Island Sound and New York 
Harbor areas, Boston Harbor, Tampa Bay, San Fran- 
cisco Bay, and Puget Sound to name several. In these 
cases and others, higher order turbulence closure 
methods and the necessary expertise are required. 
Supplement IV briefly reviews the general approach. 

Procedurally, the following steps seem to offer the best 
approach to the calibration of an eddy viscosity type 
hydrodynamic model (see model equations in Table 
2.1 of Part I of this manual - the values of EX, Ey, and 
EZ are to be determined). 

A Z)ne-Dlmensional M n M  : See selection of 
Manning's n, Supplement I 

B. -TwoDi-. 
. .  

1. 
W s i t v  coeffc I i t for all corn- ion elements 
(segments or nodes). At least two approaches 
have proven useful. 

5-39 



.. a. fn- 

EH = O.OO5L (5-w 
where EH is the horizontal eddy vlscosity (lateral, 
Ey. or longitudinal, Ex) for open waters away 
from shallow areas and shore and L Is the 
characteristic length scale In centimeters. L is 
typically taken as the grid size In the model or 
derived from the physlcal geometry. For dif- 
fusers, L Is taken as the diffuser length, which 
is typically on the order of 1 km. In open es- 
tuarine waters, L has been taken as the length 
of the tidal excursion. 

b. 1 b od& In 
this regard, the case studies by Officer (1976) 
provide a useful reference. 

2. Drrecthor izontal eddv viscos itv values for areu 
These typically occur in the 

lee of Islands and other shore line irregularities, 
near the mouth of the estuary, or where bottom 
rbughness changes drastlcally causing in- 
creased velocity gradients. 

3. ' When values from the 
literature are used, smaller values should be 
chosen for models with shorter times steps. EH 
should be chosen as a largervalue in models that 
average over a tidal period compared to models 
that average over a much shorter time step. 

C. && v e w v  visc Q&L Table 5.28 from 
McCutcheon (1983), McCutcheon and French 
(1985), and others list various formulas that are 
useful for estimating vertical momentum transfer. 
Typically a formula is selected and coefficients are 
modified until calibration is achieved. Predictions 
of the extent of salinity intrusion into estuaries the 
existance and location of a halocline and the 
residence time of pollutants can be quite sensitive 
to the form and exact magnitude of vertical mixing 
formulations yet little guidance is available on how 
these values can be rationally selected. In addi- 
tion, it is not yet clear what stability parameters 
(Le., Richardson number) best qwntrfy the effects 
of stratification. 

1. AsTable 5.28 indicates, a number of vertical eddy 
formulations can be chosen. At present only 
limited guidance is available to aid in thls choice. 
The formulations listed In Table 5.28 have been 
used In a number of modeling studies; some (eg., 
Munk-Anderson) have been used frequentlywhile 
others have only occasionally been applied. Un- 

fortunately, these model applications have only 
rarely reported on the usefulness of these for- 
mulations. As a result, only crude guidance is 
possible and that must be derived from a few 
studies that must also include the data from 
selected atmospheric boundary layer studies 
where the stratification effects on mixing are the 
same in most cases. 

2. From the best data available on the Great Ouse 
Estuary In the United Kingdom (Odd and Rodger 
1978), it is clear that the formulations of Holzman 
and Mamayev are not appropriate for the com- 
plete range of stratification encountered in es- 
tuaries. These equations are only valid for slight 
stratification. Knight et al. (198D) shows that the 
Holzman form is quite inaccurate, especially for 
large values of Ri (e.g., Ri > 3.4). Also Knight et 
al. (1980), Nelson (1972) and Delft (1974) tend to 
indicate that the Mamayev formula is inaccurate, 
the extreme amount of data scatter not withstand- 
ing, and that other forms are better able to be 
calibrated to represent the data. These con- 
clusions are most important when the RAND two- 
and threedimensional hydrodynamic model is 
being applied. The Mamajev formula was used 
primarily to provide quick simulated mixing when 
stratification becomes unstable. As a result, it is 
not expected that this model will reproduce the 
vertical structure in estuaries as well as could be 
expected. 

3. Ruling out the Holzman and Mamayev forms 
leaves the Munk and Anderson [(Rossby and 
Montgomery 1935) where n = 1 and (Kent and 
Pritchard 1959) where n = 2)] types of stability 
functions based on gradient Richardson number 
as the most adequate. These are most frequently '' 

used equations in modeling studies (Mc- 
Cutcheon 1983). However, even these formula- 
tions are quite limited and require calibration in all 
cases, In addition, there is some debate regard- 
ing whether other stability parameters are more 
adequate than the gradient Richardson number. 
In general, all formulations will not exactly 
reproduce vertical stratification. Odd and Rodger 
(1978) and others have found that the Munk and 
Anderson type formulas only reproduce the 
general trend of vertical eddy viscosity with chan- 
ges in stratification as measured by the gradient 
Richardson number. There are typically large dis- 
crepancies in values of B that best fa profiles of EZ 
measured at different times at a point In the es- 
tuary and Table 5.29 shows that there Is a sig- 
nificant variation in values determined for different 
estuaries and other stratified flows. In addition, 
Odd and Rodger (1978) show that highly stratified 
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Tablo 5.28. Vortlul Eddy M.cs.lty Formuktlonr for Now In EsNrk. 

lnvestlgalor 
Munk and 
rhdemn 
['W) 
Fbssby urd 
Montgomery 
(1 s3s) 

Fonnulatlon for Et com~nts 
Em n = 1 and p(n) = 10, based on oceanic thennodine Anderson measurements 

from Jacobson (1913) for Rander'r Fjord and Schultz's Grund mognized that 
a general empirical equation could be written. 
n = 1 and B(n) = 40, based on Heywood's wind profiles at bafald. D e k d  
from an anergy dissapation per unit volume corrospt and a flawod rrrumption 

(1 + B W  R11" '2 * 

Em 
[I +p(n) Ri]" 

: that stratified and unstratified velocity gradients u e  equivalent. 

Em 
E2 - (I +f?(n) Ri]" 
Ez = Ero +W) RII 

= 12, and for n = -1 and p(n) = -12 From wind profiles in 2- l!Z;G>E!r grw. 

n = 1 and B(n) = 10 to 13, bawd on wind profiles 0V.r Spiirgen mow 
field. 

Empirical quation propomd to explain evaporative flux in tho atmorpherr. In- 
correctly presuppoms that a critical Ri of lQ(n) exists which k quit. inconsir- 
tent with the observations of Jacobson 11913) and others. 

Em 
[ 1 +p(n) Ri]" Ez - For n = l.p(n) - 2.4; for n = 2,B(n) = 024; and for n = -1. p(n) = 0.06 

from tidally averaged data colIected in James River Estuaty. The semi- empiri- 
cel formulation for n = 2 was derived from an energy dissapation per unit 
length (vs. volume) basis with the flawed assumption that stratified and un- 
stratified vebcity gradients are equivalent. 

Yght ot ai. 
1-1 

)ritCh8fd 9Qw 
heugdenhil 

Jelson (1972) 

~ -~ 
Em 

[l+B(nn) Ril" data 

Em 
[l +B(n) Ri)" 

Em 
11 + B W  Ril" 

For n = 2, p(n) - 028, based on a resvaluation of tho James Rim Estuary 
For n - 1, B(n) - 30, data source unknown. 
For n = 1, B(n) = lo; for n = 2, p(n) = 25 or 5; urd for n = -1. p(n) = aa 
8ased on data compiled from atmospheric boundary Iaymr lnduding Rider 
(1954), and Deacon (1955). Also includes inappropriate data fmn Ellison and 

Err 

Ex 

EZ- 

I for Ri(zo) s 1 E, 
[ 1 +p(n) Ri(zo)]" 

c 

Em 
1 
I 
2) For Ri continually increasing to over 
75% of depth: 
Ez 

Ez 

+B@) Ril" 

for Ri s 1 

for Ri z 1 

Em 
[ 1 +B(n) Ri]" 

€20 

r1 +mI" 

Em Collected additional data in Great Ouse Estuary with kor rtrPtifiution and 
foundthatB(1) = 110 to 160and p(2) = 13to20condstsntwithOddand Ez - 
Rodger (1978). +B(n) Ril" 

Tumor (1950). 
Forn = l,@(n) - 14010 1808ndforn = 2.p(n) = lOto15;detenninedby 
minimization of relative error from an excellent data baso collected in the 
Great Ouse Estuary. Relative error puts more weight on fit to highly stratified 
data. Best fit obtained from n = 1 but still the average percentage error in 
Better fit to data obtained with a hybrid formula that mrnpanratss for the ef- 
fect of a strong thermocline that accentuates the error in misapplying the eddy 
viscosity model in estuaries where turbulence is dissipated under conditions 
different from the conditions generating the turbulence. Best fit isp(1) = 160 
or p(2) = 13. n = 1 remaining somewhat better than n = 2 Improves 
Reynold stress prediction to f 60 for 60% of the datk 

shear stress exceeded 10096 for 35% of the measuremenpl. 

bda ot II. 
1981) . 
rend m d  

1983) 

541 

Et .C Em e-7bRi 
€2 En, (1 +6(-1) Ri] 

Em Et 
[l+B(n) RI]" 
E, Forn=l,b(n) -30mdforn=Z@(n)= ~ O t r o m o n r t ~ M u u y  

r 1 +B(W MI". 

Formula In poor agreement with Great &so Estuary d.l 
Formula in poorest agreement with Great Ousa Esbruydata. 8(-1) -3.4. 
Forn = 2,p(n) = 25.inthbatmospherkbounduylay.r. 

€2- analyzed by Odd and Rsdgor (1We) but- rcutmun rqurnwmrwumW- 
mhed instsad of the mlatiw o m .  



Table $28. VerUcal Eddy VireoChy Formulations for Flow In Estuaries (continued) 

Investigator I Formulatlon for Ez 
French M d  
McCutdwon 
(I=-\ 

(continuod) 

Ez = Em (1 +ak2RO') 

Eto 

(1 +uk2Ro*) Ex 

W i e v  E ~ - E = O  -04Ri 

French (1979) r 
(19J8) 

Ex = y[*] 
Henderson- Elo 

*IbS = 1 +0.74 Ri 
McCotctwon EX0 
(1 983) - l+a(z/L) 
Notation: 

Comments 
Derived from MoninSbukhw stability function for atmospheric boundary 
layor. u$ u o  empirid ooeffidents determined from unstratihd flows (k - 
0.41) and from the atmospheric boundary hyer (0 = 5) such that no dibn- 
tion is requirafor mstuaries. Limited to smell rR (Lo., JLrO.OQ25); where o = 
momentum p W  = &(au/dz) whore c = ratio of momentum mixing bngth 
to mars mixing length and assumed constant for .mall I/t: and minimum ap 
is mall @.e.. less than 3 to 5%). This form is generally inaccurate like the 
Holzman (1943) eq. beuuss W s  (.3, exeept for ma11 va~wr of W. 000s 
not fit strongest stratification data from me Great Oufe Estuary at di. 
Derived from eq. lbwe by noting them eqs. are approximately equal as 
oh%' -. 0 and from agreement with data This equation tits the Great Ouw 
Estuary data as well as any similar form based on Ri with n = 1 or 2 but ak2 is 
known without data fining from unstratified flows (k = 0.4) and the atmor- 
Dheric boundarv laver la = 51 and Ro' is less error orone than Ri. 
&sed on data of Jaeobsen (1913) and reported by wthorto better fit than 
other forms. Knight ot d. (lSs0). Nelson (I=), and Dstlt (1974) show this is 
inaccurate. 
Derived lrom dimensional analysis and calibrated with Great Ouwr Estuary 
data, yl.0.062 and r= 0.379. This is a grossly empirical eq. that must be 
calibrated for each estuary of interest and it lacks some wnical resolution be- 
cause of the definition of Ra. 
Derived from Ueda et al. (1981) atmospheric boundary layer data. 

a = 5 to 7 (wider range reponed is 0.6 to 12 but under questionable ex- 
perimental conditions. 

conditions are difficult to' reproduce as others 
would expect (Munk and Anderson 1948, 
Henderson-Sellers 1982). 

Also, in comparing the results of Kent and Pritchard 
(1959) based on tidally averaged data, to other studies 
using profiles that have not been averaged or at least 
not averaged over periods of more than several 
minutes (Odd and Rodger 1978, French and Mc- 
Cutcheon 1983, Knight et a!. 1980). there seems to be 
an effect of tidally averaging. If differences between 
flow conditions in different estuaries are unimportant, 
the effect of tidal averaging on modeling vertical struc- 
ture may be up to an order of magnitude of difference 
in the value of /?. 

Of the two forms of the Munk-Anderson formula, the 
Rossby-Montgomery form seems superior to the Kent- 
Pritchard. This is dearly demonstrated from the 
studies by Odd and Rodger (1978) and from French 
and McCutcheon (1983). Perhaps tidally averaged 
data favors the Kent-Pritchard equation. In addition, 
French and McCutcheon demonstrate that the 
flossby-Montgomery form Is less emor prone. 

The poor predictions from an eddy viscosity formufa- 
tion are expected in highly stratified flows because the 
bask concept was developed foruniform flowswhere 
turbulence is dissipated -under -the condins .under 
which in was generated. When a strong halodine 
exists in the estuary there is an uncoupling between 
fiow conditions in the lower layers that generate tur- 
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Table 5-29. Observed Values of the ConStantS In Varlw f%ms d ths Munk-Anderson Stablllty Function 

B(1) 8(2) B(-1) Source 
Rossby and Montgomery 40 - - 
Sverdrup (1936) 10-13 - - 
Munk and Anderson (1948) 10 - - 
Pasquill (1949) 12 - 12 

11935) 

Flow condition 
Heywood's wind profiles at Laafield 

Wind profiles over Spitzbergen snow field. From Munk and 
Anderson (1948) 
Oosahic thermocline from Jacobson (1913) for Randers 
Fjord and SchulQ's Grund 
Wind profiles in 2 meter layer over grass. From Nelson . .  

Kent and Pritchard (199) 
Pritchard (1960) 
Pasquill (1962) 

VreuQdenhil(1966) 
Nelson (1972) 

2.4 0.24 0.06 - 0.28 - - 25 
6 

- - 30 
10 2.5.5.0 3.3 

(1972). 
James River Estuary 
James River Estuary 
Rider's (1954) wind profiles. 
Taylor's (1960) analysis of Rider's (1954) and eddy flux data 
of Swinbank (1955) 
Data source unknown. From Nelson (1972) 
Wind profiles Rider (1955) and questionable pipe flow data 
from Elision and Turner (1960). (1954) and Deacon 
Great Ouse Estuary. Fit by minimizinq the reletive error. 
Great Ouse Estuary. Visual fit. 
Atmospheric boundary layer. From Henderson-Sellers 

Odd and Rodger (1978) 
Knight et al. (1980) 
Ueda et d. (1981) 

1 6 0  13 - 
2.5 - - 110-160 I 1 3-20 3.4 

p 5 ,  I 1 I I square error. I 
Henderson-Sellers (1982) 
French and McCutcheon 

bulence and the upper layer conditions where some 
turbulence is dissipated. When the exact stratification 
structure must be known to determine a waste load 
allocation or a cause and effect, more elaborate tur- 
bulence closure schemes may be required (see Rodi 
-1980, Sheng (1983), and Blumberg 1977). If vertical 
structure is repeated during critical conditions, how- 
ever, it may be possible to calibrate an eddy viscosity 
model from measurements using the approach of Odd 
and Rodger (1978) or French (1979) and French and 
McCutcheon (1983). The choice is governed by 
whether prediction of highly stratified conditions is 
more feasible than calibrating an eddy viscosity model 
with extensive and difficult to collect data. 

If calibration Is chosen, a number of alternatives are 
available. First,. a site specific equation like that 
developed by Odd and Rodger (1978) can be 
developed. Odd and Rodger noted that the Munk- 
Anderson formula shoud be modified if Rirl and a 
significant peak in RI occurred in the lower 75 percent 
of the depth of flow. Second, French and McCutcheon 
(1983) show that less precise, more empirical ap- 
proaches may yield better results. French (1979) 
shows that a simpler stability function can be derived 
by dimensional analysis that uses a gross Richardson 
number based on shear velocity. French and Mc- 
Cutcheon (1 983) found that this simpler equation (see 
Table 5.28) predicted eddy Oiscosity better than the 
complex four equation hybrid model proposed by Odd 
and Rodgers (1978) that is also given in Table 5.28. 

(1982). 
0.74 - - Rederived from data of Ueda et al (1981) 
30 10 - Great Ouse Estuary. Fit by minimizing the root mean 

Unfortunately, the simplification by French must be 
calibrated for any use whereas the Odd and Rodger 
hybrid equation is a direct extension of the Munk- 
Anderson formulation that may be considered for use 
without calibration in screening calculations (or at least 
the Odd-Rodger formulation should be considered 
before the French equation when calibration is not 
possible). 

The final type of formulation is a class of equations 
adapted from work in the atmospheric boundary layer 
using different stability parameters. First, McCutcheon 
(1983) notes that the most direct application of the 
atmospheric boundary layer work involves the Monin- 
Obukhov stability parameter (see Table 5.28). How- 
ever, the stability parameter z/L where L is the 
Monin-Obukhov scaling length (Monin and Yaglorn 
1971). is very difficult to numerically compute even 
compared to the gradient Richardson number. In ad- 
dition, there are data (Nelson 1972, Delft 1974) to show 
that estuaries and coastal areas stratify to a greater 
degree than the atmospheric boundary layer and 
strong indications that the layer of constant stress may 
be less deep in water flows (see Henderson-Sellers 
1982). The result is that only limited direct application 
of the other data for stratified flows is fully feasible. Any 
application of this sort is limited to small values of Ri. 

Second, McCutcheon (French and McCutcheon 1983) 
shows that the Monin-Obukhov stability function can 
be converted to a Richardson number (based on shear 
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velocity) function for small ZL This conversion allows 
one to maintain the empirical constants determined 
from extensive measurements (Le. von Karman con- 
stant determined In unstatified flows as 0.4 and a deter- 
mined as 5 to ?). Unfortunately, the resulting form (see 
Tabfe 5.28) is of the Same inadequate form as the 
Holrman type equation and has only a limited range of 
applicability. However, comparison with the :Great 
Ouse data Indicates that the proper form should be 
similar to the Munk-Anderson form, shown as the third 
equation under French and McCutcheon (1983) in 
Table 5.28. Further, it can be observed that the con- 
stants should retain the same value determined from 
other conditions (i.e., k = 0.4 and a = 5). The second 
two equations under French and McCutcheon (1983) 
in Table 5.28 must be equivalent in the limit 
k 'a Ro ' + 0 according to the procedures generaUy 
used to Investigate stability functions (Monin and 
Yaglom 1971). The link between the Monin-Obukhav 
stability function and the functions derived by Mc- 

Cutcheon are theoretically tenuous but the formula- 
tions do as well as any others in describing the vertical 
mixing in the Great Ouse Estuary and this was ac- 
complished without the extensive calibration required 
for all other formulations (French and McCutcheon 
1983). It is also notable that the parameter Ro' is much 
less error prone than Ri (e.g., computations of U. are 
more precise than those for &/e. 
As a result, the best methods to represent G seem to 
be the third equation from French and McCutcheon in 
Table 5.28 or the Rossby-Montgomery equation if the 
estuary is not strongly stratified. The McCutcheon 
formulation can be used without calibration in some 
cases. The value of p(1) in the Rossby-Montgomery 
equation should be taken as about 10 to 30 (see Table 
5.29) if calibration is not possible but reduced values 
of about 2 or 3 may be more useful if tidal averaging is 
involved or 100 or more if prediction of sharp haloclines 
(Ri > 1) is to be attempted. Calibration to determine a 
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or for each Individual estuary Is presently required if 
the waste load is sensxive to vertid mbting. Where 
Ri > 1, hlgher order turbulence closure modeling Is 
necessary or extensive calibration of the eddy viscosity 
model is required if vertical mixing Is important 

Finally, these recommendations are specinc to the use 
of the stability parameters R1 and Ro'. A number of 

hydrodynamic models (McCutcheon 1983) use slightly 
different forms as given in Table 5.30a These stability 
functions should be converted to the required form or 
the constants corrected as necessary. Table 5.30a 
gives preliminary guidance on the relationships in- 
vdved but these have not been thoroughly checked 
and tested. 

SUPPLEMENT IV: BRIEF REVIEW OF TURBULENCE CLOSURE MODELS 

In recent years, 2 and 3 dimensional turbulence clcsure 
models have been employed In environmental 
problems (e.9.. HYDROQUAL 1987). ASCE Task 
Committee (1988) gives a good review and assess- 
ment of various types of turbulence closure models. 

The starting point of all turbulence closure models are 
Navier-Stokes equc?ons (see Hinze 1975, Rouse 1976, 
Monin and Yaglom 1971). These equations include all 
details of turbulence fluctuations, but can only be 
solved, at present, by Introducing time averaged mean 
quantities. Turbulent qwntitles are averaged over a 
time step that is large compared with the time scale of 
turbulent motion. The equations In Table 2.1 are the 
result. Averaging and relating the resulting turbulent 
fluxes to mean flow properties introduces eddy vis- 
cosity and eddy diffusivity parameters into the flow and 
mass transport equations. These coefficlents are not 
related to fluid properties, but are controlled by flow 
intensity and estuary morphology as well as grid 
resolution and other factors. The critical steps in tur- 
bulence modeling is to relate these turbulent coeffi- 
cients to average variables (Le., velocity, pressure, and 
concentration), empirical constants, and functions, so 
that this set of equations become a closed set having 
one more equation than unknown. Turbulence closure 
models are classified according to how the equations 
are closed. 

Prandtl (1925) suggests that eddy viscosity can be 
related to the local gradient of mean velocity and a so 
called mixing length. Thts theory has been applied and 
modified by many researchers (e.g., Munk-Anderson 
1948, P atanker and Spalding 1970) but mainly in two- 
dimensional thin-layer ffows with only one significant 
velocity gradient (Rod1 1980). Table 5.28 lists some 
empirical formulations developed for this !heory. As 
ASCE Task Cornmittee(l988) points out, the mbung 
length theory assumes that the transport and history of 
eddy effecfs can be neglected. It is therefore, not very 
suitable when these effects are important, as in many 
estuaries. ln some cases, .however, mixing length 
models give reasonably good results when applied to 
estuaries. 

To account for the transport and history of eddy aff ects. 
one-equation models have been developed whlch re- 
late eddy viscosity to turbulent kinetic energy and a 
length Scale (Kolmogorov 1942, Prandtl 1945). The 
kinetic energy equation (k-equation) was derived from 
the Navier-Stokes equations which describes eddy 
energy transport and history. So. theoretically, one- 
equation models are more suitable than mixing l e w  
models when applied in estuaries. But the length scale 
In this method is not convenient to determine, and can 
only be determined through empirical equations 
(Launder and Spalding 1972). Two-equation models 
have also been develolped and have become more 
popular based on their greater utility. 

Two-equation turbulence Closure models Introduce 
one more equation (€-equation) which is used to deter- 
mine the length scale. Together with the k-equation 
(Rodi, 1980), they can account for the transport of 
turbulent energy and also the length scale of the tur- 
bulent motion. They can be used In the situations 
where the length scale can not be prescribed by ern- 
pirical equations, and have been applied successfully 
in many situations where simpler models failed (Rcdl, 
1980,1984)- But, the length scale equation has been 
criticized as not universal enough (e.g., Melior and 
Yamada, 1982). Also, the k-equation assumes a direct 
relation between eddy viscosity and eddy diffusivity, 
and turbulent kinetic energy (which is a velocity scale). 
In some situations, eddy fluctuations, stress, and the 
scale used to describe them develop differently. 
Therefore, more complex stresdflux equation models 
have been developed which abandoned the k-equation 
used by the above two methods. These models are 
promising in the sense of universality, but are still in the 
stage of research and have not yet been tested enough 
(see Rodi 1980, Launder 1984, Mellor and Yarnada 
1982, Gibson and launder 1978). So far, turbulence 
closure models have been employed mainly in the 
research programs. Though there have been some 
notable environmental applications (e.g., HYDRO- 
QUAL 1987), it should be noted that turbulence models 
can be reasonably applied only when the model as- 
sumptions are not violated. and the extensive require- 
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rnents for expertise, data, and computation facilities 
are met. Presently, cost compared with the benefits 
might make It unfeasible to employ a turbulence 
closure model In a particular estuary waste load alloca- 
tion study. Hopefully, this will change the near future. 
For more detailed turbulence model descriptions, one 
can consult ASCE Task Committee (1988), and Rodi 
(1980). 

It is a good suggestion that one use onedimensional 
hydrodynamic models, which lump turbulence effects 
into a simple roughness coefficient discussed in Sup 
plement I and are throughly tested, much easier to 
implement and well documented, whenever possible. 
If it is decided that a turbulence model should be used, 
one should be fully aware of the expertise and cost 
required. 

SUPPLEMENT V. SELECTION OF DISPERSION COEFFICIENTS 

Dispersion coefficients are empirical analogs of the 
molecular diffusion coefficient defined In the advective 
diffusive equation: 

where C Is concentration of the constituent being 
modeled; U, V, and W are mean water velocities in the 
x, y, and t coordinate directions, respectively; and Dx, 
DY, and & are the longitudinal, lateral and vertical 
dispersion coefficients, respectively. XS is the sum of 
all sources and sinks of constituent C. Typical values 
of longitudinal, lateral, and vertical turbulent dispersion 
are much larger than values of thermal and molecular 
diffusion-as shown in Figure 5A4. 
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The dispersion coefficients can not be defined in terms 
of physical properties of the water. These represent 
coefficients of proportionality relating velocity 
gradients (Nlax, dV/ay, and dW/az) to correlations of 
turbulent fluctuations of concentratlon, c', anddelocity 
(ut, v', and 2') written as: u'c', v'c', and w'c' (Mc- 
Cutcheon 1989). As such, the coefficients of propor- 
tionality represent a method of simplifying the transport 
equation so that it may be reasonably solved. The 
dispersion&wffffen'ire therefore, functions of tur- 
bulence (u'c'. v'c', w'c'), which in turn are related to 
flow conditions in the estuary, and the method of 
averaging over time or space. Greater numerical dis- 
persion and thus lower actual specified dispersion 
results when the equations are solved over greater 
element distances or averaged over longer time 
periods. The coefficients can not be predicted but a 
number of empirical relationships have been observed 
that can be used to estimate initial values. In addition, 
there are a number of case studies that establish rep- 
resentative values. These initial values are then 
modified as necessary to calibrate the model. 

When estimating the dispersion coefficients, it should 
be ooted that these are empirical factors that are not 
only related to the turbulence in the flow but that these 
valuesare also influenced by the way in which Equation 
5.22 is solved. Therefore, at least minor differences are 
expected to be found if different numerical schemes, 
with differing degrees of numerical dispersion are 
employed, or if different length and time scales are 
used in solving the equations. As a result, any obser- 
vational experience obtained from similar estuaries or 
from predictive equations based on past experience, 
are useful as initial guidance but may not be adequately 
related to the conditions in the estuary being simulated 
with the form of Equation 5.22 in the model being used. 
This includes use of eddy viscosity values obtained 
from prior calibrations of different models in the estuary 
of interest where some difference may occur between 
the final calibrated values and the previous estimates. 
In addition, the use of case studiesfrom other estuaries 
must be carefully considered to be sure that the 
calibrated model was senskiwe to the dispersion coef- 
ficients. If the calibrated model was not sensitive tathe 
dispersion coefficients, the final values may not be 
estimated precisely. 

Generally, concentration distributions in estuaries and 
streams are not sensitive to dispersion coefficients 
(Benkel and Novotny 1980). Therefore, precise 
calibrationusually is not critical. 

The general guidance is somewhat slmilar to that used 
for the selection of eddy viscosfty values and is as 
fdlows: 

. .  . .  1. -elv estimate relative . .  bv varipUs mechanisms. These 
mechanisms include shear flows set up by tides 
and river flow, m'king by wind shear, and mixing 
by Internal density differences. The importance of 
these mechanisms indicates how best to select 
dispersion coefficients. Various methods include: 

a. m a t  ion of s hear flow di- Fischer 
et al. (1979) notes that dispersion can be 
reasonably estimated in estuaries that are 
long and narrow, or wide. Shear flow disper- 
sion, usually acting along the longitudinal axis 
of the estuary, is most important when mixing 
times across the estuary are approximately 
equivalent to times required to mix along the 
axis of the estuary (Fischer et al. 1979). Fis- 
cher et al. (1979) note that the maximum lon- 
gitudinal dispersion due to shear is 
approximately 

(5.233) Kx = O.l(O2 U*)T(O.S) 
Where Kx is expressed in m2 s.', (02U) is as- 
sumed to approximate the deviation of the 
velocity in a cross section from the cross sec- 
tional average, T is the tidal period in seconds, 
and the constant 0.8 is derived by Fischer et 
al. (1979, see their Figure 7.4). U is the mean 
tidal velocity. Fischer et al. (1979), illustrates 
this method of estimation. 

b . w o f w  Off icet (1 976) 
describes how freshwater and observed ion- 
gitudinal salinity gradients can be used to es- 
timate longitudinal dispersion. 

c. 413's k It has been widely observed that 
lateral dispersion can be estimated from the 
empirical formula: 

(5.241 Ky = constant (lenglh scale)* 
ure 5.25. 

See Bowie et al. (1985), Officer (1976), and Fig- 

2. ?Tables 
5.30b. 5.31. and 5.32 compile the readily available 
estimates of tidally averaged longitudinal coeffi- 
cients, longitudinal dispersion coefficients ob- 
served in two-dimensional estuaries and coastal 
waters, and lateral dispersion coefficients. These 
values should be used to confirm the reasonable- 
ness of estimates made with Equations 5.23 and 
5.24 or to provide preliminary estimates for the 
water body of Interest See Officer (1976). 
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Southem Arm 

Afii. Bay 

I 

- - - 670 7312 Derived by Higuchi (1967) from 
an obserued kngitudal salinity 
profile caused by freshwater in- 
flow of tho Chikugo Rivor. Dif- 
furion of dl dye patches were 

- - I -  - 

United - - N u r o w r o f M e ~ y  25.7 907.6 
3,637 - 103 

highflow - 
3.531 

200 7.063 
10,600 

wi=a 
4x1 to 1.500 4,840to lFrom O'Conner (1962). Found 

16,133 correlation between flow and Kx 
6toS 65 to 635 Estimated from the fraction fresh- 

water method and dye studies by 
HeUing and 0Y;onnell (1965, 
1966). A very consistent relation- 
ship between Kx and distance 
downstroam of Chain Bridge ob- 
served 

Soot0 1,400 
9 to 90 

60010 15,ooO Dotermined by8ail.y (1966) 
100 to I,= from dye studies of one to a fow 

days in duration. 

3oto1.m 32otol9,oO0 

1oto100 190to1,900 

Determined with the fraction of 
freshwater method by Glenne 
and Selleck (1969) from measure- 
ments over 3 stages of the tidal 
cyde at 2 or more depths. 
Glenne and Bailey also used 
silica as a consemative tracer and 
confirmed that values of KK were 
accurate. 

freshwater method. High flow Kx 
significantly higher than low fbw 

~- 
ladom 

161 1.733 lGtimates bawd on the fraction 1 I 3,864 freshwaler method measured at 
various locations along with I salinity concentrations averaged 359 

lover tidal cycles. 
581 to 1,873 IKx values recomputed by Bow- 54 to 174 

den (1953) from estimates of 
Stommel (1953). Bowden in- 
cluded the freshwater inflow from 
tributaries in the fraction of fresh- 
water method and derived sig:' 
nificantly larger values. The 
higher values are representative 
of a section with a tidal bore. 

158 1700 Kx cornpuled by fraction fresh- 
water method bv Dver (1973). 
At 16 Km (10 miles) and 40 Km 53 

84 904 (25 miles) downestuary of Lon- 
don Bridge. 

338 3,638 At 48 Km (30 miles) downestuary 
of London Bridae. 

50 IO 135 540 to 1.453 Estimates by the fraction fresh- 
70 to 210 750 to 2,260 water method. Estimated by the 
30 to 470 3~ to 5,- fraction freshwater method. Kr 
10 to 700 750 to 7,530 varies at oach location as a func- 

tion of freshwater discharge. 

510 

5-49 



Tablo 5-31. LongRudirul Dlsperslon Cootklentr Obwrvod In Sdoclod Two DImensloMl Estuarine and Coastal Water Studles 
[Hydrorclenco (1 971), OMcor (1 976) and Bowlo 01 al. (1 OSS)] 

0.0035 0.0115 

Longitudinal Dlsmrdon I 1 

radiental across a -&on between &ds 
End and Cape Clear and betwwn St. 
Davids Head and Carnsore Point using the 
simplified continuity relationships known 
as thudsen's relations. Large values at- 
tributable to large depths and extremely 
luge horizontal length rules. 
Estimated from dye spreading experiments 
with instantoous point injections tracked for 
up to 60 hr. Kn = ux/2t. 
Estimated from dye rproading experimmts 
with instantoous poinl injections tracked for 
up to 7 hr. K. - un/2t. 

13 to 27 14O-lo 291 Estimated from dye spreading experiments 
with instantoous point injections trackrd far 

21.7 to 9.6 234 to 103 

0.4 to 3.6 4.3 to 38.9 

- 
Jup to 12 hrs.K. = ux/2t.- 

Japan 
os 5.4 Determined by calibration of a heat Mimshinu Bay - - balance model for thermal plume injected - - Osaka Bay and 

9' into the bay from a power plant 
Determined by Higuchi (1961) from dif- 
fusion of small dye patches in the bay. The 
data follows the 4B's law. 

0.25 to 5 27 to 53.8 - - - - m e  Bay 

. 

Dlachargo, 1 d I tam'' 
10 

I I 
2 4 6 8 

7, I I 

8 %r 
41 
4 

uLEGFRluDuNBR#LE 

RgUrO 527. Rektlonshlp betwoen longltudinrri dlrporsion 
cootticlent In the Potomc Estuay and dlslanca 
d o m o s t m y  from tho Chain Brldgo In 
Wuhlngton, D.C. 
[Hotllng and O'Connoll(1 OSS)]. 
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Tablo 5-3Z Lalord Dlrperdon CooMclenta In btuarkm and Coastal Walerm [OMcar (1 976)] 

t.ler8t OIsperrlon Coefflclent 

Sdwrn Estuary 2 22 Estimated by de Turville and Jarman (1965) from the mixing of the thermal 
plume entering the estuary with the River Usk into the &isto1 Channel using ob- 
sewed temperature distributions, cooling water flow rates, river flow rates, and 
assumptions about the distribution of the sources at the outfall. Ky was related 
to the lateral dimensions of the river. 

Fd Estuary 1.5 16 Estimated from dye spreading perpendicular to the axis of longitudinal spread- 
ing of an instantsous point injection. Spreading occurred over periods of up to 

Blackwatrr Estuary 

North SI. @eween 
U.K urd Europe) 

Irish S.a @.twoon 
U.K .nd Irrlmd) 

I 7 hrs. Kv - w/a. 
1 Estimated from dye sprrading perpendicular to the axis of longitudinal spread- 
ing of an instantaneous point injection. Spreading occurred Over periods Of Up 

Gtimated from dye spreading perpendicular to the axis of longitudinal spread- 
1 ing of an instantsous point injection. Spreading occurred over periods of up to 
12 hrs. Ky .E oym. 

' Based on a simple heat balance by Bowden (1948). 
Based on a steady-siate salt balance and assumptions that the longitudinal 

' salinity gradient through the Sea is linear, the lateral gradient is parabolic, the 
vertical salt balance terms are negligible, lateral advection can be neglected. 
and the horizontal advective velocities are on the order of 0.005 m s-' 

' 10.016 ft s.'). 

!to 12 hrs. Ky = wl2t. 
310s 32to97 

1.4 to 6.0 15to65 

11Oto 1,480 1,184 to 15.93C 
25 270 

osak. b y  M d  0.5 5.4 Determined by calibration of a heat balance model for a thermal plums in- 

53 1 

3. Theseareas 
typically occur in the lee of islands and other shore 
line irregularities or where bottom roughness or 
topography changes drastically. 

fficient to freshwater d is- 4. Rd_ate d isnersion cne 
charae. If the waste load allocation covers more 
than a single freshwater discharge condition, lon- 
gitudinal dispersion coefficients are typically re- 
lated to changing freshwater discharge as 
illustrated in Figure 5.26. 

5. The lon- 
gitudinal dispersion coefficient tends to increase in 
the downestuary direction. See Figure 5.27 for an 
illustration of the expected behavior. 

M C- 
Cutcheon (1 983) lists various formulas that are 
useful. Typically a formula is selected and modified 
if necessary during calibration. See guidance on the 
selection of venical eddy viscosity. 

6.QIect v i  ert =I d isDers ion cneff iclentL 



T8blo 5.33. Evaporation Formula lor b k n  and Rbosrvolrs [Ryan 8nd Harrloman (1973)) 

Evapallon Rate Unb* for 
Invrrtlg8tor Expr..+lon E, U, 8nd 

In Orlglml Form E* 

Muclans E=6.25x104u&-er) cm(3 hrr' 
and Har- knots 
b.dc (1954) m b  

Kohlor E - O.#zx14~4(0&) In.(day)" 
milos(day~' 

in. Hg (1-1 

Zaykov E= [.15+.108~2](eoao) mm(day)" 
(1 949) mi', m b  

in. Hg 

Obsorva- Tim. 
tlon b v d s  %a10 Water Formula at R o b  

Intra- Body su L49v.1- 
msnts 

8muind 
8ms. 

4mulnd 

2mwind 
2m-e. 

25 tt -wind 
25 R-O. 

1.51 ttwind 
I inch+. 

ucumbena and Rus- 

For 0.th formula, the units are for evaporation rate, wind speed, and vapor pressure @.e., in Meyer's formula evaporation rate is in in- 
ches month .', wind speed is in miles per hour (mph) measured 25 feet above the water surface, and vapor pressure is in inches of 
mercury atso measured at 25 feet). 

** Measurement heights are specified as subscripts to wind speed, u, and vapor ressure, e. The units for evaporation rate, E wind 
speed; and vapor pressure or saturation vapor pressure (e. and e,) are BTU tt' B day-', miles hc', and mm Hg, respectively 

c 

SUPPLEMENT VI: SELECTION OF WIND SPEED FUNCTIONS: 

All mechanistic temperature models have at least one 
empirical function, known as the wind speed function, 
that must be specified during the calibration proce- 
dure. Even equilibrium temperature approximations 
have the wind speed function embedded in the first- 
order heat transfer coefficient (McCutcheon 1989). 
The wind speed function Is typically expressed in 
Stelling's form (Brutsaert 1982) as: 

E = (0 '+ buv) (eo - e.) (523 
where E Is the heat flux due to evaporation, (a + buw) 
is the wind speed function tobe specified as part of the 
calibration procedure, and eo - ea is the difference 
between the saturation vapor pressure of the atmos- 

phere at the ambient temperature (eo) and the 
measured vapor pressure (ea). 

Whether the waste load allocation is sensitive to the 
choice of wind speed coefficients or not determines 
how precise the calibration must be. Generally, the 
final results are not expected to be overly sensitive to 
temperature predictions. Temperature gradients are 
normally not as strong as salinity gradients and chan- 
ges in temperature over the estuary do not seem likely 
to cause large differences in biochemical reactions. 
The wind speed function, therefore, is expected to be 
most important when simulations extend over 
seasonal changes (Le., spring into summer) and when 
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the evaporative heat flux Is a significant part of the 
estuary heat balance. 

Typically, a wind speed function is selected from the 
compilations of available functions given in Tables 5.33 
and 5.34. The best choice from the compiled values is 
one that has been developed for a water body of similar 
size at approximately the same latitude. Shore line 
conditions that influence aerodynamic roughness and 
the atmospheric boundary layer over the estuary I 

I ~ l g a l o s  
Ponmm (1956) 

w (1342) 
Harbock et .1. 
(1 95s) 

Turner (1966) 

Fry 

Gsterbrook 
(1969) 

Jobson (1980) 

Faye et al. (1979) 

McCutcheon 
(19821 

Fulford and 
Strumm (1984) 

should be similar if possible. When the wind speed 
function is modified during calibration, it is usually best 
to change the function by a constant multiplier rather 
than arbitrarily changing the coefficients a and b (Mc- 
Cutcheon 1989) by disproportionate amounts unless 
the physical meaning of the two coefficients Is well 
understood (e.g., see Wunderiich 1972, Ryan and Har- 
leman 1973). 

Type of Wafer Body Evaporation Rate Exprcrslon UnHs lor E, u, Io Tlmo 
E=f(u. eo, e, etc.) Scale 

0.35@.5 + O.O1~2)(e&2) mm day-' - Lake, meteorological data collected on lani 

0.36(1 +O.lU~a)(8&t.e) in. month" Dally Small lakes, reservoirs, and pan wapora- 
m p h  @7.6m tion 

milday @ 2m 
mm Hg 

in. Hg 
0.078Us(C0-02) in. day" Daily Lake Mead, MI 

m P h  @ 2n-I 

mPh @ 2m 

in. Hg 
0.00030u2(eo42) tt. day" - LakeMichie,NC 

in.& 
O.DD0129lu2(eoaz) cm. day -' - -  I km. day" @, 2m 

m b  
a-2 u2(co-c2) g cm-2 s-' - Lake Hefner, rnid-lake 

ft. 5' 
0.00001)1942 u2(cw&) 

C is relative humidity, unitless 
(3.01 + 1.13l&)(9t~-82) mm day -' - San Diego Aqueduct, CA Energy balance 

Lake M n o r  mmbined data 

ms-' @2m 
kilopascals 

rns" @2m 
kilopaseals 
mm day -' 
rns" @2m 
kilopascals 

or m d  @2m Decatur, AL 

O.TO(3.01 + 1.13Up) (eoez) mm day -' - Chattahoochee River, GA 

0.45(3.01 + l.13u2)(eo.ez) 15 min West Fork Trinity River. Tx 

(0.032 + 0.008u2)(e0t12) c m  day *' 2 hrs Small Channel at ambient temperatures. 

(O.OIZ@~ + 0.013u2)(e~sz) kilopascals 
(0.024 + 0.006~2) (e062) 

(O.OIOM'" + O.OO~U~)(~,,+) 
At9 is the virtual temperature 
difference between air and 

the water surface. 

Small Channel at elevated temperatures. 
or Decatur, AL 

Tablo 5-34. Emporntion Formulas punderllch (1972) and McCulchbon (lOSO)] 
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SUPPLEMENT VII: SELECTION OF BACTERIA DIE-OFF COEFFICIENTS 

Traditionally, the bacteria die-off process is consldered 
as a simple first-order decay, such that 

dN -=-KBN 
lit 

where N = bacteria concentratlon (numA3} : 
Ke = die-off or decay rate {l/T) 

The resulting distribution downstream Is 

N = No 
where 

No = initial concentration of bacteria (num/L3) 
In some cases, bacteria resuspension from the bottom 
can be important, so, a resuspension term is added 

dN V" -=-&N+-iUSR~ a2 H 
where 

Vu = resuspension velocity {UT) 
H = water column depth (L} 
Mr = solids concentration in the sediment (MA3} 
RN = bacteria concentrations based on solids 
{ num/Mt} 

The solution of equation 5.21 Is 

For bacteria analysis and modeling, the order of mag- 
nitude is often considered precise enough, so, steady 
state modeling is often employed. O n  the other hand, 
the fate of bacteria in natural waters is assumed to be 
a first-order decay, therefore all modeling procedures 
for other contaminants with a first-order decay are 
applicable to bacteria. 

Table 5.35 and 5.36 compile the bacteria decay rates 
from studies involving salty and fresh waters, respec- 
tively. They can be used as a guidence to select initial 
rates for a particular study. Generally, the decay rates 
for coliforms are on the order of 1 per day, but can be 
as high as 48/dayfor marine outfalls. Virus decay rates 
are usually one order of magnitude lower than that of 
bacteria. 

In estuaries and other natural water bodies, the fate of 
bacteria is affected by many sitespecific factors, such 
as (Thomann and Mueller 1987. Bowie, et.al.. 1985) 
temperature, sunlight, salinity, settling, resuspension. 

aftergrowth, nutrient dficiencies. predation, and toxic 
substances. After selecting a initial value for the decay 
rate, adjustment should be made to fR tfie prediction 
results to actual measurement by trial and error. Often, 
the actual bacteria decay is not exactly first-order. 
Under these situations, the decaying process k divided 
into different stages. Each stage can be described 
reasonably well by firstarder decay and a different 
decay rate qhomann and Mueller 1987). 

An alternative way of selecting the initial bacteria decay 
rate is described in Thomann and Mueller (1987). They 
recommend an empirical equation which includes the 
effects of salinity, temperature, sunlight and settling of 
bacteria. 

KB = [0.8 + O.ooS(%euwafer)] l.07T-" 

where 

% sea water = percent of salinity compared to sea 
water 
1.07 = temperature correction coefjiuent 
T = temperature in "C 
a = constant coefficient in light correction function 
Io = surface solar radiation, caVm2hr 
Ke = vertical light extinction coefficient in water 
column, Urn 
VS = settling velocity of particulate bacteria in 
&day. Precisely, VS should not include resuspen- 
sion, which is already accounted for with a resuspen- 
sion term in Eq. 5-22. But, lumping resuspension 
into VS is also feasible; then Vs becomes net settling 
rate. 
H = water column depth, m. 

Following is a simple example to calculate bacteria 
transport. 

T = 25OC 
Q = 200 m3/sec 
u = 0.01 psec 
E = 50 m Jsec 
Discharge: 0.5 m3/sec, 4 x 1 O6 FC/1 OOml 
x = 5 km to bathing area 
so = 7PPT 

Where PPT = part per thousand and F C  is the number 
of fecal coliform bacteria. The problem is the water 
quality standard requires the fecal coliform bacteria 
concentrations in a bathing area to be less than 
200/100 ml. If an effective aftergrowth factor is as- 

5-54 



Table 5-35. Reported Deuy R8te CoeffiClentS for 6acIerla 8nd Vlmur In Soawater and Brmtklsh Walor 
m o m a n n  and Muellcr (1 987), Bowkt ol8l. (1 985), and Vok (1 OW)] 

I 

Mitchell and Cham- 
berlain (1978) 
Hydroscience 
(19TIb) 
Hydroscience 
(1 976b) 
Chon (1970) 

Dieoff Rate, 1 Temperature 

Collected from 14 m a n  outfallr, variable temp. 

New York Harbor Salinity: 2 to 18 o/oo. Sam* kept 
In darkness 
New York Harbor Salinity: 15 oloa. Sample kept in 
sunlight 
Derived from the calibration ol a model for !?m Fran- 

?C) I Reterenco I Commentr 1 

sliform 
2.5 to 6.1 

ColHorms: 
Total coliform I 1.4 I 20 Ihbncini (1978) I seawater 

- 

(0.7to 3.0) I 
48. I - 

Pcal coliform 
L coli 

I (8. to 84) I 
Total or f e d  0.0 to 2.4 

cis00 Bay 
0.48 to 8.00 20 Tetra Tech (1976) Derived from model calibration for LDng Island, New 

York Muarler 
1 .o Vek (1984) Obtbwbd in New York Harbor 

0.66 - Velz (1984) Moncaibo Strait, Venezul8; from observations by 
(summer) 

(summer) P u n  Pardi. 
37 to 110 
0.08 to 2.0 - Anderson et al. Sawater. 10 to 30 0100 

Fujioka et al. (1981) Seawater kept in sunlight 

kxsackie 

:cho 6 

'olio type I 

I 0.4 I 20 

0.12 25 Colwell and Hetrick Marine waters 

0.08 25 Colwell and Hetrick Marine waters 

0.16 25 Colwell and Hetrick Marine waters 

0.03 4 (!Qw 

0.03 4 (1975) 

Enteric (polio, 
Echo.and mx- 

0.05 4 (1975) 
1.1 to 2.3 24 Fujioka et al. (1980) Seawater collected off Hawaii 

I - 
l(1979) I 

streptococci 1 181055 IFujioka et al. (1981) ISeawater kept in sunlight 
- 

iackie) I I I I I 
'Range of values or time of year in parenthesis. 

sumed to be 2. what percent of fecal coliform bacteria 
in the downstream discharge should be cut off to meet 
the standard? 

Calculation of fecal coliform bacteria decay rate: 

a) the salinity of bathing area 

ux/E = 7c 0.01(-5000 1/50 = 2.6 p p ~  S =&e 

area 
b) the average salinity between the outlet and bathing 

S = (2.6 + 7.0 )/2 = 4.8 PPT 
c)Take 35 PPT as 100% sea water salinity, then 

%seawater = 4.8/35 = 14 96 
d) Decay rate estimation 

Kb ( P c )  = j0.8 + (0.006 - 14)] 1.4 = 1.24 day-' 
ThIs decay rate will be used without the calibration or 

e) Concentration and Bathing Area with no disinfec- 

adjustment that is needed in a real problem. 

tion: 

N = N,& 
U ' = 2E (l+\I1+4EKB/rr ') 

=- 0*01 (1+~1+4(50)1.24/0.01'j=6.4~ l/m 
Z50) 

~ 4r10 05 = 104/100mf 
No' m+05 
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Tabk s36. Rep0r1.d DK.y -0 Coo.tclekrr(r for Bodorla and Vlrurcn In Frwhwalor and Stotmumtar 
F o m a n n  and Muolkr (1 987), Bwrlo old. (1 gas), and Velz (1 984)] 

Dkotl Rat. 
Organlsm CobMtknt 

W1 base e) 
Temprdun Referonem Oommenls 

c) 

Total coliionn~ 0.8 
Total or foul 19 (summer) 
coliforms 1.1 (winter) 

2.0 (Jnlsept) 

1.84 (summer) - I 

20 Mancini (1978) Averase freshwater 
20 
5 (1 924) - 

Frost and Streetor 

Hosklns ot al. (1927) 

krom observed disappearance rates in the Ohio River. 

From observed disappearanw rates in the Upper lllinolr 

26.4 I 
0.5 10 

From observed disappearance rates In the &r @%is ~ "- 
From observed disappearance rates in a shallow tuurbulenl 
stream 
From obsewed disappearance rates In the Missouri Ever 
downstream of Kansas City. Missouri 
From observed disappearance rater In the Tennessoo 
River at Knoxville. 
From observed disamearanw rates In the Tennessee 

Horkins et d. (1927) 

0.12 (summer) 

1.73 (summer) 

5.5 (summer) 

2.2 (summer) 
1.1 (winter) 
1.84 (summer) 

Kittroll and Kachtitzky 
(1 94n 
Kittrell and Furfad 
JlsSn 
Kittmll and Furtad 
p631 
Kittreli and Furfari 
11963) 
Kittrell and Furfari 
JlSm) 
Kittrcll and Furlad 
11963, 
Veiz (1970) 

volr (1984) 

- 
- - 
- 
- 

Vel2 (1984) 

Wasser et al. (1934) 
Wuhrmann (1972) 

.. 
River at Chattanma. 
From obsemd disappearance rates in the Sacramento 
Mr downstream of Sacramento, California 
From observed disaDmaranco rates in the Cumbarland .. 
River In Tennessee. 
From observed disappearance rates in the SCOW Rvor. 
Ohio. Original data from Kchr et al. 
From observed disappeamnce rates in the Upper Miami 
River. Ohio. Orialnal data from Velz el 01. 
From observed disappearance rater In tho Hudm 
River.dbwnstream of Nbany, New Yo&. Original data 
from Hall et d. 
From observed disappearance rates in the Glatt River 
From observed disappearance rates in a aroundwater fed 

appearam rates in DoGray Reservoir, Arkansas. 
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Table 5-36. Reported Rata CosfflCkntB for Bmclerla 8nd Wruter In Freshw8ler and Stormwater 
Forrmnn and Mueller (1 987), Bowk st a1. (1 985), and Vek (1 984)] 

I 

1 Reference I 
,O.f to 0.4 4 
p to 0.8 20 
0.3 20 Geldrlch and Kenner Stormwater, observed from 0 to 3rd day 
0.1 20 (1969) Observed from 3rd to the 14th day. 
1 .0 to 3.0 

0.05 to 0.1 
1.5 20 Geldrich and Kenner Stommator 

Kenner (1978) Kanawha River 

18 Dutka and Kwan Hamilton Bay, Lake Ontario obrcmd from 0 to lOlh day. 

Observed from 10th to 28th day. 
(I=) 

Comments I 

I I I(1969) I 
Pathogens: 
Salmonella 1.1 20 Geldrich and Kenner Stormwater, observed from 0 to 3rd day. 

Salmonelk 0.5- 3 18 Dutka and Kwan Hamllton Bay, Lake Ontario observed from 0 to 10th days 
thompson 0.1 18 (1980) Obscnred from 10th to 28th day 
Viruses: 
-Coxsackie 0.77 21 to 23 lHerrmann et ai. (1974) b k e  Wmqra 
Polio type I 0.26 21 to 23 Herrmann et ai. (1974) Lake Winqra 
Enteric polio, 0.15 0 Dahling and Saffer- Tanana River, Alaska under ice cwer 
Echo, and COX- man I19791 

typhinurium (1Qw 
0.1 20 Obsewed from 3rd to 14th day 

I-Cl I I 
Fecal slreploeoctl: 
S.fadir (0.4 to 0.0 1 x) ]USEPA (1974) 1 Freshwater i S. bwis 

I sa&ie) I I I 1 1 - I  

Fecal Coliform Bacteria Reduction percent with a 
growth factor of 2 

If there is no background concentration of fecal 
coliform bacteria in the bathing area, reducing the 75% 
concentration in the fecal coliform bacteria load will 
result in 200/100 ml fecal coliform bacteria concentra- 
tion in the bathing area. 

5-57 



-- 

SUPPLEMENT Vlll: CALIBRATING SIMPLE SEDIMENT MODELS 

Sattllnp 
Veloeny 

Section 2.4 and Supplement I of Section 2 Introduced 
the important processes concerning sediment 
transport In estuaries. Settling Is always an important 
potential factor to water quality problems and a careful 
analysis and calibration of settling coefficients is al- 
ways necessary. Limited guidance in the calibratlon of 
simple sediment transport models includes: 

Rderenca 

1. Select initial settling values from Table 5.37 for 
inorganic partides and Table 5.38 for algae model- 
ing. 

2. Adjust settling velocity by trial and error for calibra- 
tion. 

It's important to note that the initial values selected at 
step 1 do not include the effects of resuspension which 
can be extremely important to understand the special 
characteristics of sediment movement In es- 
tuaries. During every tidal cycle. particle settling attains 
a maximum during the slack tides. Later, the sediments 
on the bottom can be resuspended and carried 
upktream with flood tide and settle to the bottom there. 
They can also be carried downstream with ebb flow. 
For most estuaries, sediments settled onto the bottom 
layer near the mouth are often carried back into the 
estuary rather than into the open sea. Usually, at the 
head of the saline intrusion wedge of a stratified es- 
tuary, this upstream transport is balanced by the 
downstream transport. This point is called the null 
zone. 

0.05 -0.2 

0.02 - 0.05 
0.4 

D.03 - 0.05 
0.05 

0.2 - 0.25 

In a steady state model a net settling velocity is usually 
adopted, which equals the gross settling velocity minus 
resuspension. This net settling can be arrived at by 
calibrating the model against the suspended solid 
balance. But, In some situations, this net settling 
velocity can not be used in describing the pollutant 
transport. For example, the concentrations of pol- 

Tech (19761, Chen (lgfo), Chen 
&wells (1975,1976) 
OConnor et a1.(1975.1981) 
Thomann et 81. 
(1974,1975.1979), Di TO~O & 
Matystik (lsaO), Di Toro &Con- 
nolly (1980). Thomann & 
Rtzpatrick (1982) 
Canale 04 al. (1976) 
Lornbardo (1972) 
*via (1980) 
Bierman et al. (IW) 
Youngberg (1977) 

Table 5-37. Settling Veloctlles In m/day m120 OC for Inorganle 
ParUcles [Ambrow et al. (1 S87) J 

0.1 - 0.2 
0.1 - 0.25 
1.03 - 0.05 
0.3 - 0.5 
2.5 

1.05 - 0.19 
0.05 - 0.4 
0.02 
0.8 

0.1 - 0.25 
0.3 

1.05 - 0.15 
0. 
0.2 
0.1 

D.08 - 0.2 
0.5 
0.05 

0.09 - 0.2 
8.0 
0.5 

Pattlcie hnrtty. a cm3 
1.8 I 2.0 I 2.5 I 2.7 

1 1 1 

(1Qw 
Thornann et al. (I=), Di Toro 
& Connolly (1980) 
Tetra Tech (1980), Porcella et 
al. (1983) 
Canale et al. (1976) 
Smayda & Boleyn (1965) 
Lehman et al. (1975) 
Jorgensen et al. (1978) 
Bierman (1976), Bierman et ai. 
(1 9ao) 
Canale et al. (1976) 
Lehman et al. (1975) 
Tetra Tech (lsso), Pomlla et 
al. (1983) 
DtPfnto et al. (1976) 
Bierman (1976), Bierman et al. 
(rseol 
Canale et al. (1976) 
Lehman et al. (1975) 
DcPintO et al. (1976) 
Tetra Tech (I-), Porcella et 
al. (1983) 
Lehman et a[. (1975) 
Bierman et al. (1980) 
Tetra Tech (lw), Pomlla et 
al. (1983) 
OConnor et al. (1981) 
Lehman et al. (1975) 

lutant adsorbed on solids might be appreciably dif- 
ferent between the solids settling from the water 
cdumn and the sdids resuspending into the same 
water due to the sediment movement In the estuary. 
Also, if a pollutant Is newty Introduced into an estuary 
which did not have it before, the gross settling velocity 
should probably be used to describe the pollutant 
transport Instead of the net settling velocity obtained 
from the sdids balance. 

Table L38. Sunling VelotHies for PhfloplanHon 

Algal Typa 

rota1 
'hytoplanbn 

~~ 

Xatorns 

ireen Algae 

Uuegreen AgaS 

Iagellates 

Xnoflagellates 
%mophvtes 
alithophores 

(mMav) I 
0.05 - 0.5 (Chon & M o b  (1975). Tetra 

0.04 - 0.6 IJorqensen (1976) 
0.05 - 0.4 (Bierman (1976). Bierman et at. 
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SUPPLEMENT IX: SELECTION OF CBOD COEFFICIENTS 

Carbonaceous biochemical oxygen demand (CBOD) 
is the utilization of oxygen by aquatic microorganisms 
to metabolize organic matter and the oxidation of any 
reduced minerals such as ferrous iron, methane, and 
hydrogen sulfde that may leach out or be transported 
from the anaerobic layers in bottom sediments. In 
addition, there are usually slgnMcant amounts of un- 
oxidized nitrogen in the form of ammonia and organic 
nitrogen that must be taken Into account. To improve 
the chances for describing the oxygen balance, haw- 
ever, nitrogenous BOD (NBOD) & generally simulated 
separately as will be discussed in Supplement VIII. The 
total effect of CBOD and’NBOD has been modeled on 
occasion as total BOD (= CBOD + NBOD) but this Is 

I not recommended for waste load allocations because 1 of the difficulty in forecasting total BOD. Occasionally, 
total B O D  is used in screening-level models where 
adequate data are not available, but these types of 
studies should not be confused with a more precise 
waste load allocation model study. Figure 5.28 shows 
the major sources and sinks of C B O D  In surface waters 
including estuaries. Point sources are usually the most 
Important source of C B O D  and because these are the 
most controllable sources, they are typically the focus 
of the waste load allocation. However, nonpoint sour- 
ces, autochthonous sources due to the recycling of 
organic carbon in dead organisms and excreted 
materials, the benthic release of reduced minerals and 

ngun 5-28. Sources and *Ink. of urborucooua BOD In tho mquatk omlronmont (Bowk ol af. (1985)]. 
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scour and leaching of organic carbon, can be quite 
important as well. In fact, many point sources already 
have been contrdled to the point that any further 
improvements In water quality may require waste load 
allocation of the diffuse and less readily contrdied 
nonpoint sources. For example, the continued anoxia 
in Chesapeake Bay seems to indicate as much. In any 
event, it Is important that background sources of CBOD 
be adequately quantified to determine the relative lm- 
portance compared to point sources. If other sources 
are relatively Important, they too must be included In 
the C B O D  mass balance or the calibrated model will 
be Inadequate for aiding waste load allocation. 

CBOD is removed from the water column by three 
processes. First, carbonaceous material is oxidized by 
microbes causing a reductlon In CBOD. Typically, this 
is the dominant process that must be taken Into ac- 
count. Second, CBOD can settle out of the water 
column. This occurs in two ways. Particulates imme- 
diately begin to settle unless sufficient turbulence is 
present to maintain the suspension. This Is aided by 
the tendency of saline water to stabilize freshwater 
particulates and assist in flocculation and increased 
settling. In addition, dlssolved CBOD can be adsorbed 
and .assimilated by bacteria cell synthesis without im- 
mediate oxidation. These bacteria also can settle. 
especially as part of any floc generated as a result of 
the stabilization of freshwater particles. Third, dis- 
solved CBOD can be adsorbed by benthic biota, espe- 
cially by filamentous growth on surfaces, and benthlc 
plants can filter particulate material. However, there is 
usually limited contact between benthlc bacteria and 
plants, and the water column with the result that only 
oxidation and, occasionally, settling are the important 
processes to describe in calibrating a model. Excep 
tions to the general expectations occur when sig- 
nificant interactions occur with tidal flats and adjoining 
wetlands. Also in brackish and saline waters, metabo- 
lism is slower (Krenkel and Novotny 1980) compared 
to freshwater so there is also less of a tendency for 
organic carbon to be assimilated for cell synthesis. As 
a result, the CBOD mass balance is usually quite simple 
except near the outfall and at the Interface or mixing 
zone between saline and freshwater where settling Is 
more likely. In general, the CBOD mass balance is 
expressed as: 

(53) 
dL 
dt - -Kr L + La 

where L is ultimate CBOD in m g  C', t is time, Kr is the 
first om?- rate constant describing the reduction in 
CBOD, ~ ' ~ 3  La is the zero order C B O D  resuspension or 
reentra:-Tent rate in m g  L" 6'. ~d IS actually a 
Combination of the coefficient for oxidation, settling 
and adsorption: 

. ~ Kr = Kd + & + Ku (531) 
where K,j Is the water column deoxygenation rate 
coefficient (i.e., oxidation rate) in d-', t& Is the settling 
rate coefficient in &', and Ku is the sorption rate 
coefficient In d'. Unexplainable discrepancies oc- 
casionally are observed (see Krenkel and Novotny 
1980), but In general, Kd can be estimated from the 
bottle deoxygenation rate coefficient, K1, determined 
from long term CBOD tests (see Whlttemore et at. 1989, 
Stamer et ai. 1979, or McCutcheon et al. 1985 for a 
descrlptlon of the test and data analysis procedures). 
This seems to be especially true for samples collected 
from larger bodies of water like large rivers (Mackenzie 
et al. 1979), lakes, and estuaries where suspended 
bacteria are more important than attached bacteria in 
oxidking organic matter and the samples are not 
diluted. IG can be estimated from settling veloclty tests 
like those Involving the lmhoff cone (Standard Methods 
1985), where 

(532) 

VS Is the settling velocity measured in m d 1  and D is 
depth of flow in m. Unfortunately, Equation (5.32) is 
only useful in describing the settling of discrete par- 
ticles. When flocculation or disaggregation occurs, VS 
typlcally changes by orders of magnitude at times. At 
present, the effect of floccutation and disaggregation 
can not be described. As a result, t& can not be readily 
estimated. In addition, Ku can not be readily estimated 
for typical field studies. Therefore, a calibration 
parameter, I6 = Ks + Ku, Is defined and selected by 
trial and emr. Generally, it Is possible to locate large 
areas where I6 = 0 so that Kd can be selected. If Kd 
is not approximately equal to the bottle coefficient, K1, 
additional investigation is required to re-evaluate K d  
and determine whether the initial calibration value may 
actually be Kd + KS + K,,. Once Kd is properly 
selected, I6 can be determined in other parts of the 
estuary where settling and sorption are occurring by 
selecting Kd + K3 so that model predictions agree with 
measurements. Likewise, La can be determined in 
other areas where re-entrainment of organic materials 
or leaching of reduced materials occur. Typically, 
scour of organic particles Is expected when velocities 
near the bed exceed 0.2 to 0.3 m s-' (0.6 to 1 ft s-'). 
Any zones with high near bed velocities approaching 
these velocities should be Investigated. Because es- 
tuaries are normally a net depositional regime, how- 
ever, La can probably be ignored as a first 
approximation unless extensive organic deposits are 
evident (e.g., like the tidally affected reaches of the 
Willamette River where recent uncontrolled point 
source discharges of wood fibers caused long-lasting 
organic deposits). Therefore, sludge and organic 
deposits should be mapped if possible to show where 
b m a y  exceed zero. 
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SUPPLEMENT X: SELECTION OF NBOD COEFICIENTS 

Estuay 
Polomac 

Potomac 
Delaware 
New York 
Bight 

There are two usual approaches to describe the trans- 
formation of oxidizable nitrogen. One Is to consider 
the actual process of transformation: from organic 
nitrogen, through nitrite to nitrate, where oxygen con- 
sumption Is Involved in the process. This will be dis- 
cussed In Supplement XI. The other approach that will 
be discussed here simply lumps the organic and am- 
monia nitrogen together (called total kjeldahl nitrogen, 
TKN). This tatat kjeldahl nitrogen will be oxidized 
through a first-order decay. The oxMation of TKN Is 
NBOD. 

Maxlmum Average Minlmum Reference Comment 
0.14 - 0.10 Slayton and Trovato (1978,1979) Measured by BOD bottle tests: data fit 

with Thomas Graphical Method - 0.09 to 0.13 - Thomann and Fitzpatrick (1982) Derived from model calibration 

- 0.09 - OConnor et al. (1Bl) 
0.54 0.3 0.09 Bansal(1976) ------ 

Decay of NBOD Is written as 

dlV &=- 
-KN N (533) 

Where 

N = NBOD concentrations, mg/L. 
NBOD = 457(No + Ni) + 1.14N2 can be used as the 
upper limit of NBOD (see Bowk et al. 1985) 

'' NO = organic dtrogcn concentrations, mgL 
Ni = ammonia nitrogen concentration, mgL 
N2 = nitrite-uitrogcn concentration, mg/L 
KN = overall NBOD reaction rate, Vday 

According to Thomann and Mueller (1983, the range 
of KN values Is dose to the deoxygenation rate of 
CBOD, and for large water bodies, the typlcal range is 
0.1-0.5lday at 2Ooc; but for small streams, it can often 
be expected to be greater than l/day. Table 5.39 
compiles the available first-order NBOD decay rates In 
estuaries that can be helpful In selecting Initial NBOD 
decay rates. The effects of temperature on KN can be 
estimated by 

(KN )T = (KN )a 1.08T-20 (5-34) I 
for lO<T<3@C 
Where 1.08 = avcrage temperature correction 
coefident (see Bowk et al. 1985) 

When temperature goes higher than 3OoC, the nitrifica- 
tion rate Is lnhiblted by the high temperature and the 
relationship Is no longer valid. When temperature is 
below 10°C, the nitrifying bacteria do not multiply very 
well and the above equation will give a KN that Is too 
high. So, when temperature is below 5-10°C. KN is 
usually set to zero (Thomann and Mueller 1987). 

pH is also an Important factor to the nitrification rate 
(Bowie et at. 1985). The optimal pH for nitrification is 
about 8.5. When pH Is outside the range of 7.0 to 9.8, 
the nitrificatlon rate can be reduced significantly. If pH 
Is lower than 6.0, no nitribtion Is expected. 

Table $39. FIrst-Order NHrMutlon W e  Constant8 Ob~~rved In Estuaries (conmtanls aro in a') [Bowlo el al. (198S)] 

5-61 



Table 5.40. Rale Coetncle- for NHrogsn Transformdons [Bowlo el d. (19€S)] 
(K = 1st order r8to coe~clenl In 6' 8nd 8 = iemperalurr eorrectlon hc(or) 

NI - no iniormation 
PON - Particulate Organic Nitrogen 
DON - Dissolved Organic Nitrogen 
SEDN - Sediment Organic Nitrogen 

Linear refers to linear temperature correction. 
Logistic refers to logistic theory of growth parameters. 
Unavailable nitrogen decaying to algalavnilablr nitrogen. 
DToro 6 Connolly (1980) 6 Di Tor0 6 Matystik (19eO) multiply the PON-NH3 rate by a chlorophyll limitation factor, Chl a/Kl+ Chl a, 
where K1 is a half-saturation constant = 5.0 m g  Chl .h 
hioro 6 Connoly (1986) and Thomann & Fibpatrick (1982) multiply the NI+-NO-J rate by an o w e n  limitation factor, =+a, where 
& is a half-satur8tion constant = 2.0 mg ChJL 
OConnor et 81. (1981) multiply the N*N& rate by an oxygen limitation fador, 
0.5 m g  DJL 
wolm (1978) used 8 sediment release constant which is multiplied by the totd rediment8tion rate of algae and detritut. 
Ueraturc value. 

where k& is a half-saturation constant = 



SUPPLEMENT XI: CALIBRATING NITROGEN CYCLE MODELS 

Nitrate -. Nitrogen Gas 
K e 
0.1s 1.045 
0.1 -* 1.045 
0.09. 1.045 
O.l* 1.045 
0.002 No information 

0.02-0.03 No information 
0.01.0*** 1.02-1.09*** 

The nitrogen cycle plays an lmportant role In water 
quality problems through its biochemical effects and 
oxygen consumption. Table 5.40 compiles the avail- 
able values of rate coefficients for some important 
nitrogen transformations, including ammonification 
and nitrification. The coefficients for ammonification, 
which means the release of ammonia due to the decay 
of organic nitrogen in the water column and sediments, 
are very site dependent and not as well documented 
as the coefficients of nitrification, which means the 
oxidationof ammoniathrough nitrite to nitrate consum- 
ing dissolved oxygen at the same time. 

Table 5.41 lists the coefficlents for the denitrification 
process which reduce the nitrate of Nz under anaerobic 
conditions. 

References 
Di Tor0 and Connolly (1980) 
Di Tor0 and Connolly (1980) 
Thomann and Filzpatrick (1982) 
O’Connor et PI. (1981) 
Jorgensen (1976) 
Jorgensen et at. (1978) 
Baca and Arnctt (1976) 

Values in the above two tables can be used as a 
guidance for selecting initial values of these coeffi- 
cients. Models should be calibrated for the specific 
problem later on. 

Table 541. Rate Cocffbclentr for DenHrlfication 
[Bowle el al. (1 985)] 

Another Important phenomenon that needs to be men- 
tioned is the toxity of un-ionized ammonia to aquatic 
life. The ionization equibrum is 

NH3-nH20 NH4 ++OH -+(n-l)-H20 (535) 
Equibrum Is reached rapidly, and Is largely controlled 
by pH and temperature. Figure 5.29 gives the percent- 
age of un-ionized ammonia under different p H  and 
temperature conditions. Usually, water quality models 
predict ammonium concentration, which can be re- 
lated to the total concentration in Fig. 5.29. Additional 
guidance on processes affecting ammonia toxiclty 
may be found in U.S. EPA (1985b and 1989). 

1 pH 9 . H  

/ / 

I/ 

I /  

-4/ PH 6.0/ 

0 5 ’ 1 0 1 5 2 0 2 5 3 0  
TEMPERATURE (c) 

Figure 5-29. Effecl of pH and temperature on un-ionized 
ammonia [Willingham (1 976)]. 



SUPPLEMENT XII: PHOSPHORUS CYCLE COEFFICIENTS 

References 

Abbreviations are defined as follows: 
POP - Particulate Organic Phosphorus 
DOP - Dissolved Organic Phosphorus 
SEDP - Sediment Organic Phosphorus 
PO4 - Phosphate 
SA - Settled Algas 
Linear - linear temperature correction 8ssumed. 

DiToro & Connolly (1seO). DiToro & Matystik(1980) and Salsibury et 81. (1960) multiply this rete by e chlorophyll limitation factor, 
a1 a/Kl + Chl a, where K1 is a half-saturation constant = 5.0 m g  Chl dL Thomann & Fitzpatrick 41982) multiply this rate by an algal 
carbon limitation factor, Algal-m+Algal-C, where 
release constant which is multiplied by the total sedimentation of algae and detrirus. 
Model documentation values. 

is a half-saturation constant = 1.0 m g  CR. Nyholm (1978) uses a sediment 



SUPPLEMENT X111: SELECTION OF REAERATION COEf FlClENTS 
Three methods are used to select reaeration CM- 
cients: 

1. Reaeration coefficients are computed by various 
empirical and seml-emplrical equations that relate 
K2 to water velocity, depth, wind speed and other 
characteristics of the estuary. 

2. Reaeration occasionally Is determined by calibra- 
tion of the model involved. 

3. Reaeratlon Is measured using tracer techniques on 
rare occaslons. 

In most cases, K2 Is computed by a formula that Is 
induded In the model being applied. Only a very few 
models (see Bowie et at. 1985 for example) force the 
user to specify values of KP. the reaeration rate coeffi- 
cient, or k, the surface mass transfer coefficlent. Also 
infrequently applied, but expected to be of Increasing 
importance, is the measurement of gas transfer. 

wether a study should concentrate on estimation of 
Gor KLdepends on the nature of the Row. Whenwater 
surface turbulence Is caused by bottom shear and the 
ff ow is vertically unstratified, formulationsfor &, similar 

r! 

E w 
0 

* .i P d A.5.6 .El 2 3 4 8 6  

vuocm, #a# 

to those used In streams are the most useful. When 
the flow Isvertlcally stratified and wind sheardomlnates 
water turbulence at the surface, &'is typically 
specified. The values of K2 and KL are related accord- 
ing to: 

KL 

where H Is the average depth with the unlts of meters 
when k is expressed In units of m d-'. In effect, K2 is 
the depth-averaged value of KL when the depth Is equal 
to the volume of the water body or segment divided by 
the area of the water surface. 
When reaeration is dominated by the shear of flow on 
the bottom boundary, the O'Connor-Dobbins equatlon 
(see O'Connor and Dobblns 1958. Table 5.43) has 
been used almost exclusively to estimate K2. The 
reason for thls is that the equation is derived from the 
film penetration theory, which seems to be applicable 
for most of the conditlons found in estuaries except 
those related to wind-generated turbulence 0.e. flows 
are deep to moderately deep and rarely very shallow, 
and velocities range from zero to moderately fast but 
never extremely fast). Covar (1976) defines, in more 
precise terms, what are thought to be the limitations of 
the OConnor-Dobbins equation. Generally, flows 
should be deeper than approximately 0.6 m (2 ft) and 
velocities should not exceed 0.5 m s" q.5 ft s-:) at 
depths of 0.6 m (2 ft) or exceed 1.5 m s' (5 ft s- ) at 
depths of 15 m (50 ft) as illustrated in Figure 5.30. 
Estimation errors are expected to be small, however, if 
velocities only occasionally exceed 0.5 m 5.' to 1.5 m 
s-' (1.5 ft s-' to 5 ft sS1) as noted in Figure 5.30. 

If alternative formulations seem necessary, it may be 
useful to examine those in Table 5.43. Following the 
OConnor-Dobbins equation, the Hirsh equation (Mc- 
Cutcheon and Jennings 1981), the Dobbins equation, 
and the Churchill et al. equations may be most useful. 
The Hirsh equation is derived from the Velz iterative 
method using the surface renewal theory that has been 
used extenshrely In estuaries and deeper streams. Ex- 
perience lndlcates that thls equation may be most 
appropriate for deeper, stagnant bodies of water that 
are more sheltered. This equation seems to provide a 
minimum estimate of K2 not related to velocity. Alter- 
nathrely, expert practitioners (personal communfca- 
tion, Thomas Barnwell, Jr., U.S. EPA Center for 
Exposure Assessment Modellng) use a minimum es- 
timate on the order of 0.6m where depth Is In meters. 
The equatlons by Churchill et al. (1962) are Included 
because of the applicability at higher velocities in 
deeper Rows. The complex equation by Dobbins is 

< 
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Table 5-43. F O ~ ~ U I B S  to EstImmte Reaermtion Codticlent8 tot bwr, Botlom Boundary Genermtd Shear Flom 
[-We el al. (1 985), Ralhbun (lorn, Gromk .I al. (1 983): and McCulcbon (1 SW)] 

I I unns Appllcabiltty citation I K2 (base e, 20%. dsv-'1 
Dsrlvod from Concephld Models 

O'Connor and 12&1/2 u: #a Conceptual model based on the film penetra- 
Dobbins (1958) - kft tion theory for moderately deep to deep rhrers;l 

D'" ftsDs30ft (03msDsQ.l m),0.5ItlssUsl.6 
Umh 
km 

Itla (0.15 mhsUsO.49 m/s), O.O05/dsKzs 
1 W d .  O'Connor and Dobbins developed a 
second formula but OConnor (1960) noted that 
the dflerence bowmen the two formulas was In- 
rlunificant and recommended the use of this 
form. 
Based on film penetration model eombined with 
data from natural streams and the flume data of 

for C1= 117 Dobbins (1-1 CI[l+F (U 
@s+F )'% s ) ~ ~ 4 . l q u s , D . ' = ]  (OS+F)- u:ft D n  h 

Kmnkel and Orlob (1963) 
sm 

for Cl-624 
Umh 
D m  
Sm/m 

coth I ] Is the hyperbolic contangent 

S6rnl-Empirlcal Models 
Krenkel and & (us C2'W Energy dissipation model celibratcd by multiple 
Orlob (1962, 
1963) 

UtVI 

D:R 
G- 174 
Dm 
Sm/m 

cornlation analysis using 1-tt (0.3-m) wide 
D 0- sm flume data: 0.08 ttsDs0.2 ft (0.02 msDsO.06 

m). Based on correlation with longitudinal and 
vertical disperson and calibration with data from 

water. Other similar forms were also reported. 
The flume 0, was less than that typically en- 
#runtored In streams. 

.' U:mh 1 4  (0.3-m) wide flume with deoxygenated 

or 

6.4(Dr)'9' &*/S 
D= Dtt 

or 

0.0024(Dx )la' &:mZ/min 
Dm 

D W  

2.6(Dy )Ia7 &:mz/s 
D 2087 D:m 

Thackston and Ca(l+F 112p %=24.9 Calibrated with measurements of deoxygenated 
Krenkel(1969) u.:n/s 

D:tt 

& = 24.9 
u*:mh 
Dm 

water in a 2-tt (0.61-m) wide flume; 0.05 flsDs 
0.23 R (0.015 msDsO.D91 m). D 

or 

A.0 where k and B - constants b h d  from the original equation given above. 
Tivoglou and (47W )US or O.CW(Ah/At ) at 25% UWS Energy dissipation model calibrated from 
Wallace (1972) sm radloactive trac8r measurements in fnrs rivers. 

Ah* 
At:d 

u:m/s 
S:mlm 
M:m 
Atd 

(15300)US or O.l8(Ah/At )at 2!% 



Table 543. Formulas lo Estlmate Reaeratlon ChWlclentr for Deeper, Bonom Boundary Generated S h e w  flows 
[Bowie et at. (1985), Rathbun (197, Gromlec et al. (1983), and McCulchbon (1989)J (concluded) 

McCutcheon 
and Jennings 
(I9821 

Dft 
T:OC 

Originally derived by Hirsch (1972) to replam 
the Velz (1984) interatbe method. Expressions 
for the mix intenrat, I are derived from the exten- 
sive experience In applying the interatbe 
method. The underlying concept Is simiku to 
the turfaco-renmal theory. 

-In -2 [nF.z12! "'1 : 

Dm = 1.42(1.1)T'P 
[I = 0.W16+0.0005 D 1 D s 226 ft 

Churchill et al. 
Jl = 0.0097 In(D ) - 0.0052] D >2.26 fl 
0.mu - 
0-S- 

Churchill et al. 
(1962) 

U.WS 
D:ft 

Based on dimensional analysis. Derhredfrom 
data collected In rivers below Tennessee Valley 
Avvlority (U.S.) dams. 

3arleman et at. 
WTI) 

6.92U 
D 1.75 

U o"DW 10.86 - 
D '"A 

data sat at the Water Pollution Research 
- 

U:m/s Laboratory. 
D:m 
U:Ws 
Dft 

Equation of unknown original developed for the 
MlT Transient Water Quality Model. w n  

0.746U - 
D 3.0ssS 0- 

Ernplrlcal 
1 1.6U o-s8a 
0 1.675 

M u r k  

5.01 U 6.91 U 
D 1.873 Or? 

21.7u 
D la5 

kn2 < 

u 415 Umls Equation developed exclusively for estuaries. 
4.- D:m See Bowie et sl. (1985) 

5.01 U 6.91 U 
D 1.873 Or? 

21.7u 
D la5 

5.32u O.07 
n 1.85 U 

23.3u o-73 
D 1.75 

Umh 
O m  
Formula8 

good and is recommended by Churchill et at. 2 
lt(0.61 m)sDsll ft (3.3!5m) and 1.8WssUss 
Ws (0.55 m/ssUsl.S mls) 

U:m/s 

U:Ws 
Dft 

U:mh 
D:m 
UWS 
Dft 

~ 

Developed from oxygen recovery data collected 
on six English streams following deoxygenation 
with sodium sulfide by Gameson et st. (1955) 
and Owcns et al. (1964) and collected below 
N A  dams by Churchhill et ai. (1962); 0.1 WsrU 
s5Ws (0.03 m/srUsld m/s). 
This second formula was developed for 0.1 WS 
sUsl.8Ws (0.03m/ssUsO.SS mh); 0.4fts 
Ds1.5 tt (0.12 mrDs0.46 ml from a restricted 

Notation: 
U = averaged velocity or tidal velocity [Harleman (ign)] 
D = average depth of now. 
F = U/(gD)lR = Froude number. 

I: gravitational constant. ! = stope of water surfam. 
C?. = longitudinal dispersion coefficient. 

2 (gDSfg = shearvelocity. 
Q = streamdischarge. 
h 
t 
Dm = molecular diifusion coefficient for oxygen in water. 
T = waterternperaturn 
I = mixinteml. 
W - top width of estuary. 
A = aosrdonalarea. 

avera d vertical eddy diffusivity. 

change in water surface elevation In a reach (between two points). 
time of travel In the reach over which change in elevation is measured. 

= = 
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Tabk 544. Constant Valuea of Surface Maw Tr8nder CoeMclentr Applled In the Modellng of Estuarks, Coa.1.l Waters, and 
Lakes [Bowl. at a!. (1 085)J 

KL Loutlonortypeof 
(m d-1) M W b a d y  Reference Corn- 

~ - 
1 NewYorkBught OConnor et al. (1981) 

2 takeErie ti Tom and Connolly (1 980) 
0.6 E~tuad- OConnor (personal communication) 

0.1 Confined disposal In I8k.S Martin ot al. (1989) 
0.4 bkes wellor (1915) Sao Bowio ot el. (1985) 

CNde estimate for diked facilities in the Great laker 

Table 5-45. Emplrlul Wind Sped Rel8tlonshlp. for Mas8 Transfer and Roaeration M c l e n t s  [ W o  et .I. (198!5)) 

Thomann urd 
Fepatrick (1962) 

3.261 Applied in the Potomac Estuary. Combines 
OConnor-Dobbins and wind speed formula- 
tions. 

K2 LI 1- + D (0-72w" - o.371u + 0 . ~ a 2 ) ~  In d- 
1. D in fl, U In fl s-1, u In m b l  

D'= 

- DmInm2s-1,uinms-1 
w-#ru--)xlu -e I 

I IKL = 0.0mu2 tor u > 5.5 m a -1 I 
Notation: 

I 
& = reaeration WHicient (I-']. 
tk - surface mau transfer coetficient (L T 
U - depth avenged velocity (L T'), 
D = DePthUL), 
u = windspeed (Lr'), 
D,,, - 
a = empiritalcoetticient,md 
b - ompiricalcoetndent 

m o h u h r  diffusion coeficient for oxygen in water g2 PI, 

Included because its rational derivation indicates that 
it may be occasionally useful. The Krenkel and Orlob 
(1962) and Thackston and Krenkel(l969) energy dis- 
sipation equations are included for similar reasons, 
although these equations are more applicable to shal- 
lower depths than the Dobbins equation. The equation 
by Oaurk (1 979) Is included for completeness but little 
is known about the limitations of applicability and use- 
fulness. Finally, the Tshroglou and Wallace (1972) 
energy dissipation equation is included because it is 
now widely thought to be the best method for predict- 
ing K2 in shallow turbulent flows in place of the Owens 
et at. (1964) equation given in Figure 5.30 from Covar 
(1 976). When estimated K2 values are tog'small, max- 
imum velocities observed during the tidal cycle or the 
average of the absolute velocity are used In place of 
tidal or average velocities in the O'Connor-Dobbins 
(1958) and othervelocitytype equations [Le. Harleman 
et at. (1977)J. 

If the estuary Is dominated by bottom-shear-generated 
turbulence. selection of K2 values seems to best be 
guided as follows: 

1) Compute K2 from the O'Connor-Dobbins equation 
(see Table 5.43 for the equation). 

2) Check to be sure that K2 exceeds or equals a 
minimum value of approximately O.G/depth. 

3) If K2 seems to be over-predicted, investigate use of 
the Hirsh equation (seeTable 5.43 for the equation). 

4) If K2 seems to be under-predicted, investigate the,. 
use of the maximum tidal velocity or the tidally 
averaged absolute velocity or determine if wind 
shear may be important. 

5) To Investigate the Importance of wind shear, com- 
pute KL from the screening level equations of Kim 
and Holley (1988), divide bythedepthand compare 
with values computed by the O'Connor-Dobbins 
equation. If wind shear does seem important, com- 
pute KL values from the O'Connor (1983) formula- 
tions. 

When estuarine reaeration is dominated by wind- 
generated water turbulence, or the flow is deep and 
stratified, two approaches have been found to be use- 
ful. First, many studies in open coastal waters and 
lakes specify a constant value of KL. Table 5.44 lists 
some of the known examples. Second, there are a 
number of semiempirical and empirical formula relat- 
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ing or KL to wind speed measurements. These are 
listed in Table 5.45. 

The selection of KL values seem to be best made 
according to the following procedure: 

1) Select a constant KL, especially if surface dissolved 
oxygen is near saturation (Bowie et at. 1985, OiToro 
and Conndly 1980) and test to see if this adequately 
closes the dissolved oxygen balance in the model 
employed. 

Intermediate 
-0 d o  

2) If the dissolved oxygen balance is not adequately 
closed, compute KL according to the method of 
OConnor (1 983). 

3) If KL values stili do not seem to be correct, deter- 
mine whether any of the other wind speed reiation- 
ships in Table 5.33 are useful. The crude screening 
approach of Kim and Holley (1988) may be the next 
most useful approach 

3 10 6.5 11 0.25 

2 9 2.5 6.2 0.15 
3 10 5 11 035 

SUPPLEMENT XIV: PROGRAM OF O'CONNOR'S METHOD TO COMPUTE IN WIND 
DOMINATED ESTUARIES 

D.J. OConnor, (1983) developed a relation between 
the transfer coefficient of slightly soluble gases (Le. 
reaeration coefficient, KLfor oxygen) and wind velocity. 
This method assumes that reaeration is a wind 
dominated process. The functions relating the viscous 
sublayer and roughness height with the wind shear 
provide the basis for the development of equations 
.which define the transfer coefficient. 

For hydrodynamically smooth flow, viscous conditions 
prevail in the liquid sublayer which controls transfer 
and the transfer is effected solely by molecular dif- 
fusion. In fully established rough flow, turbulence ex- 
tends to the surface and turbulent transfer processes 
.dominant. In the transition region between smooth 
and rough flow where both transfer mechanisms con- 
tribute, O'Connor emkions the exchange as a transfer 
in series and the overall coefficient (l/KL) described by 

(537) 
1 1 1  -=-+- 
KL Kr Kr 

where Kr is the transfer coefficient through the dif- 
fusional subfayer and KZ Is the surface renewal transfer 
at the boundary of the diffusional sublayer. 

Based on the physical behavior in the smooth and 
rough layers KL Is then developed by O'Connor as 

(538) 
where 

D = molecular diffusivity 
v8 = kinematic viscosity of air 
K = the Von Karmcn constant 

= kinematic viscosity of water 

pa = densityofair 
pw = density of water 
U- = shearvelocity 
tou- = is given as 

and 

= critical shearstress 
u-t = transition shear stress 
L10 = (CD)" UJ 
where 

CD = dragcoefficient 
UJ =windsped < 

The drag coefficient is a non-linear function of wind 
speed derived from formulation described in O'Connor 
(1 983) 

(539) 
The quantities11, u.t, To, uOC1 and te are dependent on 
the size of the water body and values for these 
parameters are given in Table 5.46 from OConnor, 

Table 546. Transfer-Wind Corrdallonr [O'Connor (1 983)) 
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1983); small scale values are for laboratory studies, 
intermediate scale values are for small scale field sites 
and large scales are for large lake or ocean scales. 

A Fortran implementation which calculates drag coef- 
ficients and reaeration coefficients using O'Connor's 
method Is available for the U.S. EPA Center for Ex- 
posure Assessment Modeling in Athens. This program 

SOD 
(9 d/m2 day) 

0.10=0.03 (12OC) 
0.20%0.05 (20%) 
0.2220.09 (28OC) 

requires as input; the size scale of the water body, wind 
speed at 10 m, (mhec), air temperature eC), and water 
temperature eC). Values for the drag coefficient and 
reaeration coefficient are calculated by the program. 
The program Is available through the CEAM bulletin 
board. A more detailed description of the equation 
development may be found in O'Connor (1 983). 

Environment Experimental Condltlons References 
45 day incubation of 0.6 liters sedi- 
ment in 3.85 liters BOD dilution water. 
light 

A North Carolina estuary NCASl (1981) 

SUPPLEMENT XV: SELECTION OF SOB RATES 

0.37~0.15 iwcj 
2.3220.16 

1.88=0.018 
0.14-0.68 (5°C) 
0.204.76 (10°C) 
0.30-1.52 (15%) 

0.050.10 

Buzzards Bay near raw sewage outfall 

Buzzards Bay control 
Puget Sound sediment cores 

San Diego Trough 

In situ dark respirometers stirred, 1-3 
days; temperature unknown 

Smith et al. (1973) 

t 

0.02-0.49 I Eastern tropical Pacific 

Laboratory incubations 

In rliu respirometryfor 5-13 hours, 
4OC, light 
Dark laboratory incubators, stirred, 

Shipboard incubations, 1SoC, stirred, 
20°C 

- I I 

Pamatmat et SI. (1973) 

Smith (1974) 

Martin & Belle (1971) 

Pamatmat (1971) 

. 1.25-3.9 
(deep marine sediments) 
Yaquina River Estuary, Oregon 

0.9-3.0 
0.4-0.71 

& 10.7 
0.3.3.0 
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dark 
Baltic Sea In rltu light respirometer stirred, 10°C Edberg & Hofsten (1973) 
Baltic Sea bboratory incubations. stirred, dark, Edberg & Hofsten (1973) 

Delaware Estuary (22 stations) 
Fresh and brackish waters, Sweden 

10°C 
In sku dark respirometry, 13-14Oc 
In situ respirometry, G18OC 
isbratory cores, SI~OC 

Nbert (1983) 
Edberg & Hofsten (1973) 
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This section presents illustratbe examples of estuarine 
modeling using both simple screening procedures and 
the water quality model WASPd The examples are 
provided primarily to serve as templates to facilitate 
future estuarine WL4 analyses. Sample calculations 
and model inputs are provided as well as background 
information on the models being used. The reader is 
referred to other chapters and other guidance manuals 
for detailed technical guidance. 

Screening procedures are provided to demonstrate 
estuarine analyses conducted without use of computer 
models. Screening analyses provided herein are 
based upon simple analytical equations and the more 
detailed guidance provided in the EPA Report 'Water 
Quality Assessment: A Screening Procedure for Toxic 
and Conventional Pollutants - Part 2 (Mills et al, 1985). 
WASP4 examples are provided to demonstrate model- 
based estuarine WLA application. WASP4 Is a general 
multi-dimensional model supported and available 
through the U.S. EPA Center for Exposure Assessment 
Modeling, Athens, Georgia (requests require 3 double 
sided double density diskettes). WASP4, a general- 
complexity water quality model, can be used to simu- 
late a wide range of water quality processes in different 
types of estuaries. Depending upon the type of es- 
tuarytwater quality processes simulated, the repre- 
sentative WASP4 input file will vary greatly. 

This chapter presents a range of hypothetical estuarine 
situations designed to be representative examples of 
general classes of estuarine WLA analysis. The ex- 
amples used have been simplified to demonstrate 
basic uses of the different approaches. This chapter 
does not provide detailed guidance on model selec- 

tion, model development, calibration, waste load al- 
location, or all-inclusive instructions on WASP4 use. 

Modei input files for each W A S P 4  example are 
provided in an Appendix to this manual which is avail- 
able from the Center for Exposure Assessment Model- 
ing on diskette. These input files can be used as 
templates in simulation of water quality. The templates 
allow estuarine modelers to modify an existing input file 
to meet site-specific modeling needs instead of the 
more time consuming and difficult task of developing 
the entire input file from scratch. 

The examples provided herein consider eight water 
quality concerns in three basic types of estuarine char- 
acterizations: 

One-Dimensional Estuary: 

0 Analytical equation for non-conservative toxic 

e Fraction of freshwater method for conservative 
toxic 

0 Modified tidal prism method for non-conserva- 
tive toxic 

e Total Residual Chlorine 

e Bacteria 

e Simple DO depletion 

Vertically Stratified Estuary: 

e Nutrient enrichment 
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0 Algal production/DO/sediment Interaction 

Laterally Variant Estuary: 

0 Ammonia toxicity 

0 Toxic chemical In water column and sediments 

The chapter is divided into four parts discussing;: 

1. Screening Procedures 

2. Screening Examples 

3. WASP4 Modeling 

4. WASP4 Examples 

6.1. Screening Procedures 
Often times, valuable information on estuarine water 
quality impacts can be gained without application of a 
sophisticated computer model. Simple screening pro- 
cedures, which can be applied uslng only a hand 
calculator or computer spreadsheet, have been 
devgloped to facilitate preliminary assessments of 
tox'ic and conventional pollutants in estuaries . While 
these screening procedures may not be suitable as the 
sole justification for a waste load allocation, they do 
sewe a valuable purpose for initial problem assess- 
ment or when available resources (staff, time, and/or 
field data) are insufficient to allow for more rigorous 
modeling analysis. 

This section provides example descriptions of three 
screening procedures used for estimating estuarine 
water quality impacts: analytical equations for an 
idealized estuary, the fraction of freshwater method, 
and the modified tidal prism method. These three 
example procedures are only applicable to steady 
state, tidal-average one- dimensional estuary 
problems. All three procedures provide "far- field" cal- 
culations (well distanced from the outfall) in contrast to 
"near-field" predictions very close to the outfall. Far- 
field calculations are unaffected by the buoyancy and 
momentum of the wastewater as it is discharged. 

These three screening procedures assume that the 
wastewater is well mixed both vertically and laterally In 
the estuarine model segment. The latter two screening 
procedures are described In much greater detail in the 
document 'Water Quality Assessment: A Screening 
Procedure for Toxic and Conventional Pollutants - Part 
2" (Mills et al. 1985). Screening procedures for veal- 
cally- and lateraily-variant estuaries are also described 
in the manual but are too complex for example illustra- 
tion herein. The reader is referred to that document for 
a thorough discussion of several estuarine screening 

procedures including explicit instruction on proper ap- 
plication and limitationsof the various techniques. 

6.7.7. Anal)mcal Equafi'ms 
Many estuarine analyses can be easily conducted by 
making certain simplifying assumptions about the es- 
tuary and pollutant behavior. The simplifying assump- 
tions common to all three screening techniques 
presented herein are that the pollutant concentrations 
do not vary significantly in the lateral or vertical direc- 
tions (Le. a one- dimensional system), and that tidal- 
averaged, steady state conditions are being 
represented. By making a few additional simplifying 
assumptions, pottutant behavior from point sources 
can be described using relatively simple analytical 
equations. These assumptions are that cross-section- 
al area, flow, and first-order reaction rates are constant 
over the length of estuary of interest; and that dischar- 
ges are sufficiently distant from the upstream or 
downstream boundary of the estuary. 

Three separate equations are available to predict con- 
centrations at any location in the estuary, depending 
upon whether location of interest is: 1) at, 2) upstream 
of, or 3) downstream of the point of discharge. Estuary 
locations are specified as distance downstream of the 
outfall. Locations upstream of the outfall are repre- 
sented by negative distances, locations downstream 
by positive distances. The predicted pollutant con- 
centration, C, at any point in the estuary, x, for a point 
source at location x=O can be estimated from the 
equations Vhomann and Mueller, 1987): 

(6-1) 
C=Co+exp(jlx) x < O  (6-2) 

C = Co = W/(QU) x = 0 

C = C, exp (jzx ) x > 0 (6-31 
where: 

a = (1 + 4KE/L12)* 
ji=U/2E (1+a) 
j2=U/2E ( 1 - a )  
C= pollutant concentration (M/L3) 
W = point source poIlutant load (W) 
x = distance downstream of discharge (L) 
K = first-order decay rate coefficient (m) 
U = net non-tidal velocity 

E 5 tidal dispersion coekicnt (L2/r) 
= freshwater flow/cross-sectional area (UT) 

The net nontidal velocity can be directly detemrined 
from freshwater Row data (e.g. USGS) and cross-sec- 
tional area (e.9. NOM hydrographic charts), leaving 

6-2 



the tidal dispersion coefflclent and firstorder loss rate 
coefficient as the only "calibration" parameters. 

Several methods are available for estimating the tidal 
dispersion coefficient (e.g. Thomann, 1972), the most 
common of which Is calibration to observed salinity or 
chloride data. Since chloride and sallnlty behavior can 
be assumed consewatbe @.e. K=O), Equation 6-2 
becomes: 

which can be restated in the form (Thomann and 
Mudler, 1987): 

Equation 6-5 states that the slope of the logarithms of 
observed salinity versus distance (UE) can be used to 
determine E, given an estimate of net freshwater 
velocity. Specifically, by fMlng a line through a plot of 
salinity vs. distance on seml-log paper, E can be deter- 
mined as: 

U(r2-x1) 
In (Cz - Ci) E =  

An applicatlon of this method Is provided In the Screen- 
ing Examples portion of thls section (Subsection 6.2). 

The analytical equations provided In Equations 6-1 to 
6-3 can also be applied to multiple discharge situatlons 
through the principal of superposition. Simply stated, 
Equations 6-1 to 6-3 are applied to predict pollutant 
concentrations for each discharger (independent of all 
other discharges) throughout the estuary. The pd- 
lutant concentration distribution throughout the es- 
tuarydue to all discharges is determined by summation 
of the predicted concentrations at any location for each 
individual discharge. This procedure will also be 
demonstrated as part of the Screening Examples (Sub- 
section 6.2). 

The fraction of freshwater method allows quick estima- 
tion of tidal average, steady-state pollutant concentra- 
tions resulting from point source or upstream 
discharge without consideration of reaction losses or 
gains. The method estimates estuarine flushlng and 
dilution from freshwater and tidal flow by comparing 
salinity in the estuary to the salinity of local seawater, 
(Le. the fraction of freshwater). This method is useful 
for systems where the assumption of constant cross- 
sectional area and flow over distance Is grossly vio- 
lated. 

The balance of freshwater to seawater is the basis of 
this screening procedure. The fraction of freshwater in 
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any specified estuarine segment Is calculated by ex- 
amining the salinity ratio to seawater 8s follows: 

where 

fi = fraction of freshwater in segment i 
S = salinity of lod seawater (ppt) 
S I = salinity in estuary segment i (ppt) 

From a different perspective, thls ratio can beviewed 
to define the degree of dilution of freshwater (and 
pollutants) by seawater. With this in mind the total 
dlutlon of a pollutant Input can be calculated by multi- 
plying the seawater dilution by the freshwater dilution 
This then prwides a simple way to calculate concentra- 
tions of consewatbe pollutants. For a lacation x. in- 
cluding or downst ream of the discharge, 

W cx-fx - Q 
where: 

fx = fraction freshwater at location x 
W = waste loading rate (hUI') 
Q = freshwater inflow (L3m 

The right hand side of Equation 6-8 can be divided into 
two distinct terms. The term W/Q represents the clas- 
sical approach to determining dilution in hers caused 
by upstream freshwater flow. The second term, fx, 
accounts for the further dilution of the river concentra- 
tion by seawater. Equation 6-8 also predicts con- 
centrations at the point of discharge, Co, by using the 
corresponding fraction of freshwater at that locat,ion. 
fo. 

Concentrations uDstream of the discharge are es- 
timated from the concentration at the point of mix and 
the relative salinity of the upstream location. Initial mix 
concentrations are assumed to be diluted by fresh- 
water in the upstream direction to the same degree that 
salinity is diluted. The equation Is: 

w sx cx =Io - Q S O  6-91 

where: 

To I fraction ol freshwater at discharge location 
S x = salinity at location x 
So = salinity at discharge location 

EqUations 6-8 and 6-9 can be used to predict conser- 
vative pollutant concentrations at all locations 
upstream and downstream of a discharge. The fraC- 



upstream and downstream of a discharge. The frac- 
tion of freshwater method can also be applied to es- 
timate pollutant concentrations In onedimensional 
branching estuaries. The calculations become more 
tedious than those discussed here, but can still be 
applied in most cases using only a hand calculator. 
The reader is again referred to Mills et al. (1985) for a 
thorough discussion of this topic. 

6.7.3. Mod'ified 7ida.I Prism Method 
The modified tidal prism method estimates tidal dilution 
from the total amount of water entering the estuary (or 
estuarine segment) from tidal inflow, (1.e. the tidal 
prism). It Is more powerful than the fraction of fresh- 
water method because it can consider not only tidal 
dilution but also non-conservative reaction losses. 
This method divides an estuary into segments whose 
volumes (and lengths) are calculated considering low 
tide volumes and tidal inflow. The tidal prism (or tidal 
inflow) is compared for each segment to total segment 
volume to estimate flushing potential in that segment 
over a tidal cycle. The modified tidal prism method 
assumes complete mixing of the incoming tidal flow 
with the water resident in each segment. 

The first step in the modified prism method divides the 
estuary into segments. Each downstream segment 
volume is equal to the upstream low tide volume plus 
the tidal inflow over a tidal cycle. This results in increas- 
ing segment size as segments are defined seaward. 
Dat-a on freshwater inflow and tidal flow (or stage) are 
required for the calculation. 

Estuarine segments are defined starting at the fall line 
and proceeding seaward. An initial segment (referred 
to as segment 0) is located above the fall line and has 
a tidal prism volume (Po) supplied totally by freshwater 
inflow over one tidal cycle: 

Po=QT 
where: 

(6-10) 

Po = tidal prism of segment 0 (L3) 
Q = freshwater inflow (L3E) 
T = length of tidal cycle (T) 

The low tide volume (Vo) in this section is defined as 
the low tide volume of the segment minus inter-tidal 
volume, Po. 

Segment volumes starting from segment 1 are defined 
proceeding seaward such that the low tide volume of 
segment i (Vi) is defined as the low tide volume of the 
previous segment plus the inter-tidal volume, ex- 
pressed as: 

This results in estuarine segments with volumes (and 
lengths) established to match the local tidal excursion. 

Once all segments are defined, an exchange ratio (ri) 
can be calculated for each segment as: 

(6-12) 

This exchange ratio represents the portion of water 
associated with a segment that is exchanged with 
adjacent segments during a tidal cycle. This is also 
equivalent to the Inverse of the segment flushing time 
(in terms of tidal cycles, not actual time) and is impor- 
tant for calculations of reaction losses. 

The tidal prism method can be applied in conjunction 
with the fraction of freshwater method to estimate 
non-conservative pollutant concentrations in cases 
where decay and flushing play an approximately equal 
role in reducing pollutant concentrations. The equa- 
tions are (Dyer, 1973): 

0 segment at the outfall, 

W 
cd'fd 5 

0 segments downstream of the outfall, 

0 segments upstream of the outfall: 

r. n 

where: 

ri Bi = 
1 - (1 - fi)P 

Ci = non-conscrvativc constituent mean 
conccntration in scgmcnt "i" (ML3) 

in segment of discharge (ML3) 

by the modified tidal prism mcthod 
(dimensionless) 

n = number of segmcnts away from the outfall 
(Le. n = 1 for scgments adjaccnt to the ourfall; 
n =2 for segmcnts next to these, etc.) 

6 = conservativc constitucnt mean conccnlration 

ri = thc exchange ratio for scgmcnt 5" as dcfincd 

K = first-order decay rate (m) 
t = segment flushing time 

(6- 14) 

(6-15) 

(6- 3 G) 



= (Ufi) Tidal P~riod (T) 
An illustratke example demonstratlng appllcatlon of 
this technlque is provided in the following section of 
this chapter. 

6 2  Screening Examples 
The screening procedures described herein can be 
used to describe a wide range of water qualify con- 
siderations. This section provides simple illustrative 
examples designed for three dikferent sltuations. The 
examples are simple by design, in order to best il- 
lustrate capabilities and use of the procedures. The 
range documented herein provides a base whlch can 
be expanded to consider many water quality concerns. 

This section provides a description of screening pro- 
cedure application to each of the examples, which can 
be used as templates for future application. The format 
describing each case study consists of a brief descrip 
tion of the water quality process(es) of concern, fd- 
lowed by a description of all model Inputs, and ending 
with a discusslon of model output. Blank calculation 
tables are provided for the latter two methods to assist 
infuture application of the procedures. 

6.21. Earnpie 7 -AnalyticalSolutionfbr 
Nmccmsemtie Tmc 
The first three illustrative examples involve a one- 
dimensional estuary whose pollutant concentrations 
are simulated In response to point source discharge@). 
This type of estuary characterization simulates chan- 
ges in concentration longitudinally down the length of 
the estuary. 

Estuary widths are typically small enough that lateral 
gradients In water quality can be considered insig- 
nificant. Further, depths and other estuarine features 
are such that stratification caused either by salinity or 
temperature Is not Important. This characterization is 
usually relevant in the upper reaches of an estuary 
(near the fall line) and in tidal tributaries. These screen- 
ing examples are also designed to represent only 
steady state, tidally-averaged conditions. Temporal 
changes in water quality related to changes In pollutant 
loads or upstream flows, or Intra-tidal variations, are 
not represented. Appllcatlon of the analytlcal e q w -  
tions requires the additional assumption that flows, 
cross-sectional areas, and reaction rates are relatively 
constant Over the length of the estuary. 

The first example consists of a wasteload allocation for 
total residual chlorine fRC) for a single dlscharger on 
a tidal trlbutary (see Figure 6-1). The goal of the 
wasteload allocation is to determine the maximum 
amount of chlorine loading which will just meet the 
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water quality standard of 0.01 1 m9/1 at critical environ- 
mental conditlons. 

One survey is available with data on salinity and TRC 
throughout the estuary. The pertinent information for 
this estuary/discharge situation is provided in Table 
6-1. 

The wasteload allocation will proceed by accomplish- 
ing three steps: 

1. Determine dispersion coefficient 

2. Determine decay rate 

3. Determine maximum allowable load at critical con- 
ditlons 

Table 61. Observed CondkIOn8 Durlng Survey 

Upstream flow: 4ooo CfS 
Discharge Flow: 3mch 
Discharge Cane.: 2 mgR 
Estuary Cross-Sectional Area: 20,m f? 
o b - d  Data- 

River Mile Salinity(%) TRC(mgR) 
2 19 0.04 
4 10 0.06 
5 8 0.07 
6 6 0.08 
9 3 0.1s 
10 2 0.18 
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Figure C2 Delemination of tidal dispersion from 8aiinlty 
data. 

The dispersion coefficient is determined by applying 
Equation 643 to the observed salinity data. These data 
are plotted in Figure 6-2 on seml-log paper as a func- 
tion of distance from the mouth of the estuary. Note 
that the analytical equations described herein require 
that locations upstream of the pollutant source be 
represented by negative distance units. A straight line 
is fit through the observed salinity data (Figure 6-2), 
and two points selected off this line to allow application 
of Equation 68. 

For the distances of -10 and -2, the coiiesponding 
salinities are 1.8 and 18.1, respectively. The net fresh- 
water velocity is calculated by dividing net freshwater 
flow (4000 cfs) by cross-sectional area (20,000 ft2) as 
0.20 ft/sec. This velocity is translated into units of 
miledday (0.20 Wsec = 3.28 milday), to allow the 
predicted dispersion coefficient to result in the most 
commonly used units of mi2/day. Applying the ob- 
served salinity and velocity data to Equation 6-6 results 
in: 

3.28 (-10 - (-2)) 
In (1.8/18.1) E =  

= 11.4 mi ?day 
The second step in the wasteload allocation process 
for this example is calibration of the first-order rate 
coefficient describing T R C  decay. This is ac- 
complished by determining the expected range of 
values from the scientific literature, and applying dif- 
ferent values from within this range to Equations 6-1 to 
6-3. The decay rate coefficient which best describes 
the observed data. and is consistent with the scientific 
literature, is selected as the calibration value. For this 
example, acceptable decay rate coefficients were 
found to range from 0.5 to 5.O/day. Figure 6 3  shows 
plots of model predictions versus observed data for 
rate coefficients of 0.5, 1 .O, and 5.0lday. The value of 
1 .O/day best describes the observed data, and is there- 

Table 6-2, Predicted Concenlrrllons Throughout Eslurfy 
Under Observed Conditions 

nputs 
3 = 400cfs K = M a y  E = 11.4 IJ = 3.28 

mi2/day milday 
River Mile Distance Equation Predicted Con. 

Below Dis- centration 
charge (x) ImglL) 

0 10 6-3 0.00s 
1 9 6-3 0.005 
2 8 6-3 0.007 

4 6 6-3 0.013 
5 5 6-3 0.017 
6 4 6-3 0.023 
7 3 63 0.031 

3 7 6-3 0.010 

8 2 6-3 0.04 1 
9 1 6-3 0.055 

11 -1 6-2 0.054 

13 -3 6-2 0.029 
14 4 6-2 0.022 

10 0 6-1 0.073 

12 -2 6-2 0.040 

15 -5 6-2 0.016 

fore selected as the calibration value. The required 
calculations for predicting these concentrations 
throughout the estuary are demonstrated in Table 
6-2. 

The final step in the wasteload allocation process is to 
determine the maximum allowable load under critical 
environmental conditions. Equation 6-1 predicted the 
concentration at the point of mix as a function of 
pollutant load; this equation can be rearranged *to 
determine the loading required to obtain a specific 
concentration under given environmental conditions. 

wd = C Q 8 a 
where: 

(6-38) 

wd = allowable pollutant load IMn] 
Q = nct frcshwatcr inflow [L3R] 
C = desired concentration [M/L3] 
a = (1 + 4Kwu 2 ) 1R [dimensionless] 

For wasteload allocation purposes, model parameters 
should be representative of critical environmental con- 
ditions. Some parameters (e.g. upstream flow) will be 
dictated during specification of critical conditions. En- 
gineering judgement is usually required for many 
parameters to determine how (if at all) they are ex- 
pected to change from observed to critical environ- 
mental conditions. For this example, the critical 
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Figure 6-3. Calfbntlon d TRC d.uy ram. 

environmental condition is the drought freshwater flow 
of 2000 cfs. Slnce net velocity is directly related to flow 
(U = Q/A), the velocity under critical conditions is recai- 
culated as I .64 mi/day. Environmental conditions not 
expected to change under critical conditions for this 
example are the tidal dispersion coefficient, pollutant 
decay rate coefficient, and cross-sectional area. The 
tid?l dispersion coefficient and cross- sectional area 
are often relatively insensitive to upstream flow in es- 
tuarine systems. 

The pollutant decay rate may change significantly be- 
tween observed and critical conditions. Caution should 
be used in projecting future conditions that the same 
prcrcess(es) that comprised the observed loss rate will 
be applicable under future projection conditions. For 
example. a loss rate that includes settling which was 
calibrated to high freshwater flow conditions may not 

be directly applicable to future drought flow simula- 
tions. The best procedure is to perform sampling 
surveys during periods as close to critical environmen- 
tal conditions, to minimize the degree of extrapolation 
required. 

Forthls example, Equation 6-16 is used to calculate the 
allowable loading of chlorine to meet the water quality 
standard as 

W d  = 0.01 mgil ' u)oo cfs ' 424 ' 539 
= 457 pounddday. 

Note that 5.39 Is a lumped units conversion factor 
representing (lbs/day)/(cfs*mg/i). Given that the treat- 
ment plant flow is assumed to remain constant at 80 
cfs, thls translates into an allowable effluent concentra- 
tion of: 

Cd = 457 pounddday f 80 cfs f 539 = 1.06 mg/l 
To demonstrate a multiple discharge situation, the 
effect of a proposed second discharge on estuarine 
TRC concentrations at critical environmental condi- 
tions will be evaluated. The specifics of thls discharge 
are: 

Location: River mile 5 
flow: 40 cfs 
Concentration: 2 mg/l 

Table 6-3 demonstrates the steps involved in evaluat- 
ing multiple discharges. Column (4) is based upon 
information in Columns (2) and (3) and represents the 
incremental impact caused by the original discharge. 

Table 6-3. Predlded Conecntratfom Throughout Estuary for Multlpk Dlrehmrge Sltuatlon 

3ver Mile 

L 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 - 

Dlsehargo 1 
Distance Eblow Eauation Concentratior 
Discharge (x) 

(2) (3) (4) 
10 6 3  0.m 
9 6-3 0.009 
8 6-3 0.01 1 
7 6-3 0.014 
6 6-3 0.018 
5 6-3 0.022 
4 6 3  0.028 
3 6-3 0.0% 
2 6-3 0.044 
1 6-3 0.456 
0 6-1 0.071 
-1 s2 0.MB 
-2 6-2 0.033 
-3 e2 0.023 
4 62 0.016 
-5 62 0.01 1 

Dlrchmrge 2 
Distance Below Equation Concentration 
Discharge (x) 

(5) (6) m 
5 6-3 0.007 
4 6-3 0.009 
3 6-3 0.012 
2 6-3 0.015 
1 6-3 0.01 9 
0 61 0.024 
-1 6.2 0.016 
-2 6-2 0.01 1 
-3 62 0.m 
4 6-2 0.005 
-5 62 0.004 
-6 62 0.m 
-7 62 0.002 
-8 6-2 0.001 
-9 62 0.001 
-10 6-2 0.001 

Sum c 

Total concentration 

(8) 
0.014 
0.018 
0.023 
0.029 
0.037 
0.046 
0.044 
0.046 
0.052 
0.061 
0.075 
0.051 
0.035 
0.024 
0.017 
0.012 
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Figure 6-4. Estuary TRC concentration in response lo two discharger. 

Column (7) is based upon information in Columns (5) 
and (6) and represents the incremental impact caused 
by the proposed discharge. Column (8) represents 
the expected concentration distribution throughout the 
estuary, and consists of the sum of incremental con- 
centrations from columns (4) and (7). The results of 
this analysis are shown graphically in Figure 64. 

6.2.2. Darnple 2 - Fractim of Freshwater 
Method for cOnsen&ve Tadc 
The next two examples also involve one dimensional 
estuaries, but do not require the assumption of con- 
stant flows and cross-sectional areas throughout the. 
estuary. Instead, the estuary is divided intoa sequence 
of segments used to simulate longitudinal water quality 
differences. For analysis purposes each segment 
s considered of uniform quality. A single segment 
describes water quality across the entire width of the 
estuary, consistent with the assumption of lateral 
homogeneity. Similarly, a single segment Is also used 
to describe water quality from surface to bottom 
consistent with the lack of vertical stratification. 

The example discussed In this section involves con- 
sideration of conservative pollutant behavior, and is 
amenable to analysis using the fraction of freshwater 
method. Figure 6-5 shows a schematic of the estuary 
and how it is compartmentalized into 15 segments. 

15 

Table 64 sewes as a worksheet for calculating conser- 
vative pollutant concentrations using this method. 

Four Inputs are required for the worksheet (Table 6-4): 

0 Freshwater inflow to the estuary, Q 

0 Salinity of seawater at the downstream bound- 
ary, s s  

0 Pollutant loading rate, wd 
0 Salinity of each segment, Si 

The location of these inputs are denoted in Table 6-4 
by the underscore (J character. Table 6-5 contains 
input values obtained for the first example. Freshwater 
inflow is 2,000 cmd, the salinity of local seawater is 30 
ppt. and the loading rate of pollutant is 10,000 g/day. 
These inputs, in conjunction with Equations 6-7 to 6-9, 
allow completion of the calculation table. 

The first calculation in determining the pollutant dis- 
tribution is to determine the fraction of freshwater, fi, 
for each segment. This is obtained from Equation 6-7. 
and applied to each model segment. These results are 
entered into the third column of the worksheet in Table 
64. The second calculation required is to divide the 
fraction freshwater in each segment by the fraction of 
freshwater in the segment receiving discharge. These 
values are entered into the fourth column of Table 6-4. 

6-8 



Tablo 64. C.leulatlon Tmblo for Conservmthre Pollulanl by 
Fr8ctlon of Fret8hwalor Melhod [MI118 d aL(lSas)] 

Freshwater Inflow Local Seawater Salinity Load 

0 = c m d  s, = P P t  W d  m-gfday 

Fraction 
>f Fresh- 
water, h 

m # 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1  
12 
13 

.. I 4  

fi / fd 

Table 6-5. Complelod klculallon Tablo tor Fr8dlon ot 
F r o s M o r  Method 

Freshwater hflw Loul Se awater Salinity b 8 d  

0 
1 
2 

4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 

3- wd 

- 

1 
3 
5 
7 
10 
12 
14 
16 
18 
19 
21 
23 
25 
27 
29 - 

- 
Fraction 
>t Froah- 
water, tl 

0.97 
0.90 
0.83 
0.n 
0.67 
0.60 
0.53 
0.47 
0.40 
0.37 
0.30 
0.23 
0.17 
0.10 
0.03 - 

TOP VIEW 

. .. 

... 

1.26 
1.17 
1 .w 
1 .00 
0.87 

0.70 
0.61 
OS2 
0.48 
0.39 
0.30 
0.22 
0.13 
0.04 

0.78 

- 

Horitonlol Scale I-* 
0 2600 4000 

rn.'.rS 

W d  = 

0.14 
0.43 
0.71 
1 .00 
1.43 
1.71 
2.00 
229 
257 
271 
3.00 
3.29 
3.57 
3.86 
4.14 - 

E m Y  
Pollutant 
Can- 
centra- 
tion 

0.54 
1.66 
2.73 
3.85 
3.35 
3.00 
2.65 
2.35 
2.00 
1.85 
1 .so 
1.15 
0.85 
0.50 
0.15 

- 
0 

- 
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3 =  - cmd SI - P P t  wd = a f d a y  K - l d a y  T - ,days . 
9 0  I. 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 

14 
. 13 

Seven Input 

Subtidal 
Water 

Volume VI 
ld rnh 

are required f 

0 Freshwater Inflow to the estuary, Q 
0 Salinity of seawater at the downstream boundary, S, 
0 Pollutant loading rate, wd 
0 Salinity of each segment, 

Fraction 
Frwh, fl 

The third set of calculations is to divide the salinky in 
each segment by the salinity in the segment receiving 
discharge. Finally. pollutant concentrations for each 
segment are obtained using Equatlon 6-8 (for seg- 
ments including and downstream of the one receiving 
discharge) or Equation 6-9 (for segments upstream of 
the discharge). 

Table 6-5 contains a completed calculation table forthe 
first example, including the expected pollutant distribu- 
tion. Concentrations are at a maximum of 3.8 mgA in 
Segment 12 (the segment receiving discharge), 
decreasing rapidly In the upstream direction and more 
gradually proceeding seaward. The assumption of 
conservative behavior is commonly used in screening 
level analysis of toxics. The conservative assumption 
will provide an upper bound of expected pollutant 
concentrations; if water quality standard violations are 
indicated for conservative pollutant behavior then ap- 
plication of a fate and transport model may be war- 
ranted. Cautlon should be exerclsed when 
considering these results as upper bounds to ensure 
that the assumption of complete mixing is valid. In- 

Segment Ex- 
h n g e  Ratio, 

ri 

- 
n Pollutant 

knosntra, 
tion mgR 

0 Low tide volume for each segment, Pi 
0 Inter-tidd volume for each segment, Pi 
0 Rrstarder decay rate oxfficient for each segment, K 

complete mixing could result In actual concentrations 
greater than those predicted using this approach. 

6.23. E)yample 3 - Modfied Tidal Prism Method 
fw NonconServa~ Twc 
Thls third illustrative example is for the same estuary 
as described In the previous example (Figure 6-5). but 
considers non-conservative pollutant behavior. First- 
order kinetics are used to describe pollutant loss. This 
situation lends kself to application of the Modified Tidal 
Prism Method. Table 6-6 serves as a worksheet for 
calculating nonconservative pollutant concentrations. 

The first four inputs are Mentical to those required for 
the fractlon of freshwater method and are used to 
calculate the conservative constituent concentratlon in 
the segment receiving discharge (Equation 6- 13). The 
fifth and shcth inputs, low tide and inter-tidal water 
volumes, are used to calculate the exchange ratio for 
each segment. The final input is the first-order decay 
rate constant, k. Required model inputs are noted by 
an underscore (J in Table 64. 
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Tablo 67. Complolod Calcul8tlon Table tor Non-Consorvatfve Pollubnl by ModMsd Tidal Prlsm Melhod 

For’this example, Mentical conditions (salinity, fresh- 
water infiow, and loading) are used as the first example, 
h h  the primary difference bein the addition of a 
firstorder decay rate of 0.5 day‘ . The first step in 
perfonnlng the modified tidal prism method is to define 
the estuarine segmentation using the procedures 
described previously. That Is, segment sizes must be 
selected such that low tide volume in each segment is 
equal to the high tide volume for the segment Immedi- 
ately upstream. The required information on tidal 
prism volumes can be obtained from tidal stage infor- 
mation (tidal gaging stations or NOAA predictions) in 
conjunction with channel geometry information (from 
hydrographic maps). Calculation of segment volumes 
is the most time consuming step of the modified tidal 
prism method. The Information on the sub-tidal and 
inter-tidal volume of each segment of the example 
estuary is entered In columns 2 and 3 &Table 6 6  The 
fraction freshwater is calculated from local salinity 
vaiues; they are Mentical to those used for the first 
example. The segment exchange ratios are calculated 
from the segment volumes using Equation 6-12. Final- 
ly, pollutant concentrations are calculated using: 
Equation 6-13 for the segment receiving discharge; 
Equation 6-14 for segments downstream of the dis- 
charge; and Equatlon 6-15 for segments upstream of 
the discharge. 

A completed calculatlon table Is provided for thls ex- 
ample in Table 6-7. Pollutant concentrations follow a 
similar trend as for the first example, but decrease 
significantly faster in both the upstream and 

9 

I 

downstream directions. The difference in pollutant 
concentrations is caused solely by pollutant decay. 
The greater the distance from the outfall, the greater 
the difference In predicted concentrations, as longer 
travel time provkles greater opportunity for decay. 

A slngle first-order loss term Is used to describe the 
behavior of many pollutants, even though multiple fate 
processes may be occurring simultaneously. Rate 
coefficients for first-order processes are additive, 
therefore, these multiple processes can be combined 
into a single “lumped” parameter. Application of this 
model may indude ”calibration” of the first-order loss 
rate to available in-stream pollutant data. As discussed 
for the analytical equation example, caution should be 
used in projecting future conditions to insure that the 
same process(es) that comprised the observed loss 
rate will be In place under future projection conditions. 

6.3. WASP4 MODELJNG 
Deterministic water quality modeling of estuarine sys- 
tems can often be divided into two separate tasks: 

1. Description of hydrodynamics (current, tides, cir- 

2. Description of water quality processes. 

The WASP4 model was designed to simulate water 
quality processes, but requires hydrodynamic Informa- 
tion as Input. This information can be entered into 
WASP4 by reading the output results from a separate 

culation, mixing, etc.). 
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hydrodynamic model of the system or through direct 
specification of hydrodynamic data in the WASP4 input 
file. Mixing is simulated through use of dispersion 
coefficients. Both hydrodynamic and water quality 
aspects of the W A S P  model are summarized below. 
The reader is referred to the WASP4 User's Manual 
(Ambrose et al., 1988) for a complete description of 
model theory and use. 

EUTR04 
System Number State Variable - 

1 Ammonia nitrogen 
2 Nitrate nitrogen 
3 Inorganic phosphorus 
4 Phytoplankton carbon 
5 Carbonaceous BOD 
6 Dissolved oxygen 
7 Organic nitrogen 
8 Organic phosphorus 

6.3.1. WASP Transport 
The description of water movement and mixing in 
estuarine systems using WASP4 always Includes ad- 
vective flows and dispersive mixing. However, the 
distinction between the real-time description of tidal 
hydrodynamics compared to the description of tidal- 
averaged conditions must be made both for flow and 
dispersion, as values for these processes will differ 
dramatically depending on the assumption. 

In simulating estuaries with WASP4, the modeler must 
decide between the tidal averaged approach and real 
time approach. For the tidal averaged approach, 
hydrodynamic conditions (and water quality) are 
averaged over a tidal cycle. In the real time approach, 
cdculations are performed on (figuratively) a minute 
by minute basis simulating intratidal changes. 

All of the illustrative modeling examples provided in this 
manual assume tidally averaged conditions. Under 
this assumption, tidal flow Is characterized as a mbtlng 
process, not advective flow. Advective flows represent 
net freshwater inflow or known advective circulation 
patterns. In contrast, real time intratidal calculations 
can also be conducted with WASP4 to simulate tidal 
variations. Under this condition, variations in fresh- 
water flow, circulation and tidal flow must be specified. 
For this type of application the use of DYNHYD4, a 
component of the WASP4 modeling system, is recom- 
mended to define the complex hydrodynamics. These 
are not illustrated explicitly in this manual. All further 
discussions in this manual focus on tidal averaged 
conditions. 

Turbulent mixing and tidal mixing between water 
column segments in WASP4 are characterized by dis- 
persion coefficients. These dispersion coefficients, 
when coupled with a concentration gradient between 
segments, account for mixing. The dispersion coeffi- 
cient can be derived from literature estimates but are 
usually obtained by direci calibration to dye or salinity 
data. 

Structurally the W A S P 4  program includes six 
mechanisms for describing transport, all of which are 
addressed together in one section of the input file. 
These "transport fields" consist of advection and dis- 
persion in the water column; advection and dispersion 
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in the pore water; settling, resuspension, and sedimen- 
tation of up to three classes of solids; and evaporation 
or precipitation. Of these processes, advection and 
dispersion in the water column are usually the 
dominant processes controlling estuarine water move- 
ment and mixing. The other processes, however, also 
can play a role in pollutant transport depending on 
specific conditions. These are not elaborated on 
herein, because they represent complex physio- 
chemical processes beyond the intent of these 
simplified examples. 

The description of advective flows within WASP4 is 
fairly simple. Each inflow or circulation pattern re- 
quires specification of the routing through relevant 
water column segments and the time history of the 
corresponding flow. The flow routing specification is 
simply the fraction of the advective flow moving from 
one segment to another. Dispersion requires only 
specification of cross- sectional areas between model 
segments, characteristic lengths, and their respective 
dispersion coefficients. Specific examples of advec- 
tion and mixing inputs are provided in the illustrative 
case studies at the end of this chapter. 

6.3.2 W&P4 Description of Water QualQ 
WASP4 isa general purpose water quality model in that 
it can be used to simulate a wide range of water quality 
processes. WASP4 contains two separate kinetic sub- 
models, EUTR04 and TOX14. each of which serves a 
distinct purpose. This section briefly describes the 
capabilities of each kinetic submodel for simulating 
water quality. It will serve as background information 
for the illustrative examples, where the specifics of 
water quality simulation will be provided. 

The first kinetic subroutine in WASP4 is EUTRQ4. 
EUTR04 is a simplified version of the Potomac 
Eutrophication Model, P E M  (Thomann and Fitzpatrick 
1982). and Is designed to simulate most conventional 
pollutant problems (Le. DO, eutrophication). EUTRO4 
can simulate concentrations of up to eight state vari- 
ables (termed systems by WASP4) in the water column 
and sediment bed. These systems correspond to: 



EUTR04 can be used to slmulate any or all of these 
parameters and the Interactions between them. The 
WASP4 users manual discusses In detail all of the 
possible interaction between state variables. 

S y s t e m  Number TOX14 State Variable 
1 Chemical 1 

Three of the illustrathre examples provided at the end 
of this chapter will focus upon the more common 
applications of EUTR04: simple DO, algal nutrients, 
and eutrophication. The first EUTR04 example con- 
siders a simple model simulating CBOD, ammonia 
nitrogen (NH3-N), and DO. This type of model com- 
plexity Is most often used when algal impacts are 
considered unimportant. This corresponds to the 
"modified Streeter-Phelps" model described in the 
WASP4 users manual. The second EUTR04 example 
considers algal nutrients and simulates total nitrogen 
and phosphorus concentratlons only. This type of 
sirnulation Is often used when eutrophication is of 
concern, but resources or data are insufficient to allow 
application of a complex eutrophication model. The 
final EUTR04 example simulates all aspects of the 
eutrophication process, and includes all eight state 
variables simulated by WASP4. 

The TOX14 submodel is a general purpose kinetics 
subroutine for the simulation of organic chemicals and 
metals. Unlike EUTR04, TOX14 does not have a 
specific set of state variables. instead, TOX14 slrnu- 
lates up to three different chemicals and three different 
types of particulate matter of the users choosing. 
TOX14 identifies these state variables in terms of 
WASP4 systems as: 

Solids type 1 
Solids type 2 
Solids type 3 
Chemical 2 
Chemical 3 

The chemicals can be related (e.g., parent compound- 
daughter product) or totally independent (e-g., chemi- 
cal and dye tracer). Reactions specific to a chemical 
or between chemicals and/or solids are totally at the 
control of the user, using theflexible kinetic parameters 
made available by the model. TOX14 can provide 
simulation of Ionization. sorption, hydrolysis, 
photolysis, oxidation, bacterial degradation, as well as 
extra reactions specified by the user. TOX14 simulates 
concentrations both in the water column and bottom 
sediments. 

This chapter will provide three illustrative examples 
using TOX14: bacterial degradation and dye tracer; 
ammonia toxicity; and toxic pollutant In water column 

and sediments. These simulations will provide a broad 
spectrum of potential TOX14 applications and 
demonstratethe use of ionization, equilibrium sorption, 
volatilization, biodegradation, and general first-order 
decay. 

6.4. WASP4 Examples 
The remaining six examples demonstrate the use of 
WASP4 for estuarine W L A  modeling. The purpose of 
these examples Is to provide a set of templates to 
facilitate future WASP4 modeling for a wide range of 
estuarine situations. The most useful portion of these 
examples (for potential WASP4 users) is the line by line 
description of the WASP4 input files and diskette 
copies of the files themselves. These descriptlons are 
too detailed for Inclusion in the body of the text; they 
are Instead supplied in an Appendix to this manual 
which is available on diskette from the U.S.E.P.A. Cen- 
ter for Exposure Assessment Modeling. This portion 
of the chapter will provide background information on 
each example, describe the types of inputs required, 
show selected W A S P 4  model results, and briefly 
describe WLA issues. 

6.4.7. EiQmple 1- Bacteria in a One-Dimensional 
Estuary 
The first illustrative example using WASP4 involves a 
simple non-branching estuary. The analysis is 
designed to provide an example which is reasonably 
realistic. Although not a wasteload allocation in the 
traditional sense, this example illustrates the use of a 
modeling study in an analysis of bacterial loads. Since 
the example is intended only for illustration of the 
application and potential use of a model, such as 
WASP4, emphasis is not placed on providing details 
on data requirements and calibration-validation proce- 
dures. 

6.4.1.1. Problem Setting 

In this example, a single discharger has been identified 
to the Trinity estuary. The estuary has popular sport 
and commercial fisheries, including shellfish. A dye 
study was conducted during March of 1980 and used 
to Identify a 2 km buffer zone within which shellfishing 
was closed. The buffer zonewas identified by comput- 
ing a one day travel time from the sewage outfall of the 
city of Harris Tkc criteria on which the closing of the 
shellfishery within the buffer zone was based is not 
dependent upon the bacterial wasteload concentra- 
tions, but rather the presence of a discharger. This is 
often the practice for bacterial loadings. Therefore, the 
purpose of this study is not to determine whether a 
reduction in load is necessary but whether the buffer 
zone Is adequately protective of human health and 



Tabk 6-8. Tromtmont Plant Ellluent Charaaerlsib 

flow 
BODS 
CBODu (1) 
Total Coltfonnr 
00 

Rguro 64. The TrMty Estuary. 

MGD 17 
mgn 65 
mgn 136 
counts/lLX ml 1E + 7 
mgn 5 

whether continuing high coliform counts may be at- 
triMed to the discharger. 

High coliform counts have been detected in the Trinity 
estuary outside of the buffer zone, leading to periodic 
closing of the estuary. The area has a large waterfowl 
population. However, comparisons of fecal coliform 
and fecal streptococci counts suggests that the prob- 
lem is of human origin. The pertinent water quality 
criterion pertains to shellfishing and the applicable 
standard is 70 countsll00 ml. The criterion for fishlng 
is 1000 counts/lW ml. A summary of the problem 
setting and treatment plant data is presented in Figure 
6-6 andTable6-8. 

6.4.1.2. System Characteristics 

The Trinity estuary Is approximately 30 km long and 
receives flow from the Trinity river. The estuary is 
relatively regular in shape and has no other major 
tributaries. The city of Trinity is located at the upes- 
tuary extremity and the city of Harris Is located ap- 
proximately midway along the estuary. The upstream 
section of the Trinlty river above the fall line is gauged 
by the USGS. The gauge is located near the crossing 
of Highway 64. The average monthly flows and 
temperatures taken at the USGS gauge are provided 

in Figures 6-7 and 6-8. An analysis of the morphometry 
of the system lndlcated that the mean tidal widths and 
depths could be adequately represented by 

and 

(6-20) D = 2.43e 0.033X 
where W is the width and D the depth of the estuary, in 
meters, and X is the distance from the village of Trinity, 
In kilometers (see Figure 6-6). The village of Trinity 
does not discharge wastes to the estuary. A water 
surface elevation gauge is located near the mouth of 
the estuary, and an analysis of the tidal components 
was conducted, with the results provided in Table 6-9 
and Figure 6-9a. The water surface elevation for the 
period of Interest was then computed from 

7 

i=1 
(6-21) Y=zhi W S [ ~ A I / T ~ - P ~ J  

where Y Is the water surface elevation deviation (m) at 
time t (hrs), hi is the amplitude (m), Ti the period (hrs), 
and Pi the phase (in radians) of the seven principal 

‘1 i I 

. .  
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rn 
Figuro G7. Avorage monthty *or now at the Hlghway 64 

USGS Q8Uge. 
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Table 6-9. Tldal Perlodr, Ampltiudw and Phases for the 
Trlnhy btuay during March, 1989 

Symbol Name Period Phasa Amplitude 
(hours) (degrees) (cm) 

Dlurnrrl Compononta 
K1 Luni-rolu diurnal 23.93 108 15.8 
01 Pflnclpallunardiumal 25.82 89 9.8 
P1 Prlnclpal solar diurnal 24.07 104 4.9 

semidiumal and diurnal tidal components (see Table 
6-9). 

6.4.1.3. Supporting Studies .- 

Historical data within the study area are limited. Data 
are available for temperature at the USGS gauge. Data 
were available for salinity within the system which was 
used In model calibration. For this level of study It was 
determined that no supporting field studles would be 
conducted. 

Y s 

5 7 9 1 1  
1 ’ 4  6 8 10 12 

1 

m 
. Flgure 64. Mean monthly lemper8tures ai tho Highway 64 

USGS gmuga. 

6.4.1.4. Model Application 

For this analysis, modi1 application consisted of: first 
determlnlng the model network (including mor- 
phometry of model segments), then determining ap- 
propriate flows and exchange coefficients, and finally 
simulatlng bacterial concentrations. The flows for this 
application were estimated using a onedimensional 
hydrodynamic model which was supplied flow data at 
the rhrerine boundary and water surface elevations at 
the mouth of the estuary. A one-dlmensional 
hydrodynamlc model, DYNHYDS, is part of the WASP4 
modeling system. The WASP4 model may also be 
coupled with other awnable hydrodynamic models. 
The hydrodynamic model was first calibrated and then 
used to supply flow and volume infonnatlon to the 
WASP4 model. flows were computed Over a period of 
one month In order to examine the effects of succes- 
shre neap and spring tides. The WASP4 model was 
then applied to estimate bacterial concentrations. 

Several types of information were required to apply 
WASP. These are described In the Append& available 
on disk from the U.S.EPA Center for Exposure Assess- 
ment Modeling. The determination of these types of 
data and thelr use in this itlustratbe example is 
described below. 

2 72 r* 

6 7 

Figure 6-0.. Vart.Uons in watmr surhea elevations at thm 
mouLh of tha Trinity 6twy durlng March, t 989. 
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e General model information: The TOX14 sub- 
model was selected for these simulations. 
TOX14 was selected rather than ELJTR04 as a 
result of its convenience in simulating conserva- 
tive materials. However, the basic structure and 
information required in the data input are the 
same. Fwe systems were simulated, where sys- 
tem 1 was the bacteria, system 2 was salinity, 3 
and 4 were solids (not pertinent to this 
analysis), and 5 was the dye tracer, treated as a 
conservathre material. This combination of sys- 
tems is not unique; other combinations could 
have worked equally as well. The general 
model information required included the num- 
ber of model segments, computational time 
step, length of simulation, and variables (sys- 
tems) to be modeled. 

0 Network The model network refers to how the 
system is subdivided for analysis. For this ap- 
plication an analysis of the historical data indi- 
cated significant longitudinal gradients, with 
small lateral and vertical variations, allowing ap- 
plication of a onedimensional model. A net- 

.‘ work consisting of 15 segments was 
established. The variations in bottom mor- 
phometry and water quality were reasonably 
regular, and for simplicity segments were 
delineated every two kilometers. The depths of 

the segments were determined as well as seg- 
ment volumes andinterfacial areas from avail- 
able morphometry data. An analysis of the 
system’s morphometry indicated that variations 
in width and depth were reasonably described 
by Equations 6-19 and 6-20. The resulting net- 
work is illustrated In Figure 6-9b. 

0 Dispersion coefficients: Since a hydrodynamic 
model was used to estimate the effects of tidal 
mixing, no dispersion was specified. However, 
where other structures or nonuniformities cause 
additional dispersion, it may be necessary to 
specify dispersion rates in other applications. 
Initial estimates can be derived from the litera- 
ture and refined through calibration to dye or 
salinity data. 

0 Segment volumes: The initial volume of each 
segment is required, as well as a description of 
how the volume changes with flow. Volumes 
are determined from segment width and depth 
(taken from hydrographic maps) and segment 
length (user specified). For this application, the 
segment widths and depths were determined 
from Equations 6-19 and 6-20, obtained through 
analysis of the system. Changes in volume in 
this example were computed by the 
hydrodynamic model and supplied to the water 
quality model. Predicted variations in volumes 
are illustrated in Figure 6-10. 

0 Flows: Advective flow patterns must be 
described for segment interfaces, and inflows 
where they occur. Freshwater inflow data are 
often available from USGS gaging stations. 
Tidal data are often available from NOM. For ., 
this application internal flows were estimated 
using a onedimensional hydrodynamic model. 
The internal flows are computed by the 
hydrodynamic model given the model network 
and morphometry, the boundary conditions, 
and factors affecting water movement, such as 
the bottom roughness. For this application a 
constant flow of 50 cm s  was assumed for the 
Trinity river and a time-varying water surface 
elevation specified at the ocean boundary (see 
Figure 6-9b). 

0 Boundary concentrations: The concentration of 
bacteria, dye, and salinity must be specified at 
each system boundary (segments 1 and 15). 
This information is typically collected during the 
same water quality surveys used to collect 
calibration and validation data. For this applica- 
tion it was assumed that the bacterial and dye 
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Figure 6-1 0. Predicted variatlon8 In vdumes near lhs mouth, near the midpoint, and ai the upper extremity of lhe Trlnlty Esluary. 

boundary conditions were zero. The salinity at 
the ocean boundary was specified as 32 ppt. 

e Pollutant loads: Pollutant loading rates are re- 
quired for bacteria and dye for each point 
source. Loadings can be measured during 
water quality surveys or taken from discharge 
monitoring reports. The bacterial loads for this 
study were computed assuming no chlorination 
or other disinfection, resulting in the high ef- 
fluent concentratlons given in Table 6-8. The 
loadings were then computed from the dis- 
charge rate and bacterial concentration. The 
equivalent load for organisms was determined 
by multiplying the effluent concentration 
(counts/100 ml) by the Row rate which, after unit 
conversions, yielded counts per day whlch was 
then converted to kilocounts per day for input. 
To convert this back to counts/l00 ml, from the 
output of TOXI4 In units of ,ug/l, the values were 
multiplied by 10’’ ( 1 pg (p count here) = lo6 
g (counts), and 100 ml = 0.1 liter). 

Model constants: A first-order rate coefficient is 
required to describe bacterial decay. Initial es- 
timates can be derived from the literature and 
refined through calibration to observed bacteria 
data. For this study, simulations were con- 
ducted with no die-off and then with rates of 1 .O 
day-’. Guidance on selection of bacterial die-off 
rates is provided in Section 5. Salinity and the 
dye tracer were treated as conservative 
materials (no decay was specified). 

Initial concentrations: Concentrations of dye 
and bacteria in each model segment are re- 
quired for the beginning of the simulation. For 
these simulations, since initial conditions were 
not available, bacterial and salinity simulations 
were conducted over a 30 day period. The con- 
centrations at the end of that period were then 
used for the initial conditions in subsequent 
simulations. The initial conditions of the dye 
tracer were assumed to be zero, neglecting any 
background concentrations. 

6-1 7 



35 

30 

25 

20 

15 

10 

5 

a 
0 5 10 15 20 25 30 

DfSTANCE (KM) 
Figwe 6 1  1. Monthly averaged ralinMes In the Trlnlty Estuary versus distance upstream from 11s mouth. 

6.4.1.5. MMel Simulations 

Simulations were first conducted for salinity to insure 
that model predictions adequately corresponded with 
field observations. Simulations were conducted over 
a period of one month. A comparison of the monthly 
averaged salinities in the Trinity estuary, along with 
maximum and minimum values, is provided in Figure 
6-11. Figures 6-12 and 6-13 illustrate variations of 
salinity with time at two locations in the estuary: near 

*a P 0 5 1 0 1 5 2 0 z 5 Y ) %  

t~ mn) 
Figure 612 Predietbd variations In salinity during March, 

1989, near the mouth of the TrInlty Estuary. 

mouth (Figure 6-12) and near the midpoint of the 
estuary (15 k m  up estuary; Figure 6-13). 

Following evaluation of simulations of salinity, simula- 
tions of dye injections were conducted. In this illustra- 
tive example, it was assumed that data were not readily 
available and no attempt was made to compare simula- 
tions with results of the dye study used as the basis for 
establishing the buffer zone. This comparison would 
be highly desirable in a practical application. Dye 
simulations were conducted simulating the release of 

' .' "I 1 I 1 I I 

0 5 1 0 1 5 2 Q 2 5 y J s  

~f mn) 
Figure G3 3. Predicted varlatiens In ralinlty during March, 

1989, near ¶he mid-point of the Trinity Estuary. 
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Flgure 6-16. Predlcled average, mlnirnurn and mulrnurn bacterlal eoncemtr8tlons for March versus dirlance from lhe mouth of 
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Flgure 6-17. Predldbd average bacterlal conconlratlons durlng March, wHh standard devlatlonr, vem~s distance from the mouth 
d tha Trlnfty Estuary assuming no dkoff. 
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Figure 6-20. Comparison of predicted bacterlal concentrations for different die-off rates versus dlstance from the mouth of the 
Trlnky Estuary. 

a slug of dye from the Harris WTP discharge. Simula- 
tions included a dye injection near the spring tide and 
again near the neap tide. The results of these simula- 
tions are compared in Figures 6-14 and 6-15. The neap 
tide simulations indicated little movement of the dye 
centroid (Figure 6-1 4), while greater movement occurs 
during the spring tide (Figure 6-15). However, the 
centroid of the dye slug was predicted to move less 
than 2 k m  after two days in either simulation. 

Following salinity and dye simulations, simulations 
were made of bacterial concentrations. For these 
simulations, an extreme case was selected assuming 
raw sewage with no disinfection was discharged con- 
tinuously over the 30 day period of simulation. Simula- 
tions were first conducted assuming that there was no 
die-off (treating bacteria as a conservathre constituent) 
and then using representative die-off rates. The results 
of these simulations are provided in Figures 6-16 to 
6-20 as averages over the period of simulation. The 
averages are compared to the minimum and maximum 
over the period of simulation at each model segment 
as well as to the standard deviations of the bacterial 
concentrations. Figures 6-16 and 6-17 illustrate results 
assuming that bacteria act conservatively, while 
Figures 6-1 8 and 6-19 illustrate projections assuming 
a die-off rate of 1.0 day''. A comparison of the monthly 

I '  

averaged concentrations for several die-off rates is 
provided in Figure 6-20. 

The results of these simulations indicate that a 
moderate die-off rate would probably reduce bacterial 
concentrations below the criteria of 70 counts/lOO ml 
outside of the buffer zone, extending 2 km both above 
and below the sewage outfall. However, if die-off was ~ 
occurring at low rate, acceptable concentrations could 
easily be exceeded, as demonstrated where the bac- 
teria were assumed not to die-off (act conservatively). 
More probably, the additional contamination observed 
Is due to non-point sources. This analysis did not 
consider near-field effects or the possibility of bacterial 
resuspension from sediments, which should be con- 
sidered before determining the appropriate enforce- 
ment and/or allocation action. Additionally, this 
application considered a flow regime over a single 
month. Additional simulations, with collection of sup- 
porting field data, may be required for critical environ- 
mental conditions to evaluate model performance and 
estimate variations in bacterial populations. 

6.42 €%ample 2 - DO in a One-Dimensional 
This second WASP4 example is for a simple branching 
estuary considering DO depletion. Given the nature of 

Eshary 
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Figure 6-21. Morphomtlry of the Rhode Estuary. 

..the pollution problem, the eutrophlcatlon kinetic sub- 
routine (EUTR04) Is required. The water quality vari- 
ables of concern conslst of DO, CBOD, and 
nitrogenous BOD. Water quality processes simulated 
include reaeration, sediment oxygen demand, nitrifica- 
tion and deoxygenation of CBOD. 

This level of kinetic complexity has been extremely 
popular for simulating DO and the impact of oxygen 
demanding substances. Model calibration will consist 
of specificatlon of the nitrification rate, CBOD 
deoxygenation rate, and reaeration rate. WASP4 
provides the option of jntemally calculating the reaera- 
tion rate as a function of water depth and velocity. The 
reaeration rate will be manually specified for these 
simulations as model hydrodynamics are based upon 
tidal averaged conditions. 

6.4.2.1. Problem Setting 

in this example, three dischargers have been identified 
to the Rhode Estuary, including the city of Rhode, the 
town Hdcombville, and Port Holcomb. The Hol- 
combvfile WWTP discharges to Hdcomb Creek, a 
tributary of the Rhode Estuary, while the Rhade and 
Port Holcomb Wwrp discharge to the mainstem es- 
tuary. The city of Rhode is presently considering 

upgrading their WWTP to provide additional capacity. 
The city of Rhode is presently out of compliance for 
oxygen and proposes a modification of the existing 
plant to provide additional capacity and to come into 
compliance. The purpose of this example is to 
evaluate the proposed modifications. A summary of the 
problems setting and treatment plant data is pres,ented 
in Figures 6-21 to 6-29 and Table 6-10. 
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Figure G24. Average monthy now at the Hlghw8y 64 USGS 
gauge. 

Figure 6-25. Mean monthly temperatures at the Highway 64 
gauge. 
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Table 6 1  0. Treatment Plant Etnuent Chumdorlrllu - 
Present: Trickling filler plant presently a1 capacity. 
Proposed: Miwaled sludge plant. 

Pfesetll Pro osed 

CBODU (1) mgR 
NHsN mgR 
Do 
(I) Basad on long term BOD estimates of CBOD,/CBODs = 2.0 
Holtombvillb 

Present 
flow I MGD I 1.2 

65 
130 
40 

Present 
3 
Flow 1 MGD I 0.48 

80 
160 
42 
5 

: 6.4.2.2 System Characteristics 

The upstream section above the fall line is gauged by 
the USGS. The gauge is located near the crossing of 
Highway 64. The estuary has popular sport and com- 
mercial fisheries, including shellfish. The average 
monthly flows and temperatures taken at the USGS 
gauge are provided in Figures 6-24 and 6-25. The 
measured depths and widths at mean tide are provided 
in Figures 6-26 to 6-29. Mean tidal amplitude is 0.28 m. 
The pertinent water quality criterion is a minimum DO 
of 5.0 mgk From historical data, critical DO conditions 
occur in mid-August when the flow for the Rhode River 
at the USGS gauge is approximately 20 cms, and the 
Hdcomb Creek (ungauged) flow is estimated to be 10 
crns. Average August water temperatures is 27 OC. 

6.4.23. Supporting Studies 

Historical data within the study area were IirnRed. Data 
were available for temperature at the USGS gauge. For 
this level of study, It was deckled that an initial water 
quality survey would be conducted during the week of 
August 1. High and low slack measurements of DO, 
NHs-N, 80Ds and salinity were taken along the es- 
tuary and creek. The slack tide data were translated to 

mid-tide for comparison with the tidally averaged 
model. Flows during tbe study period for the Rhode 
Rhrer at the USGS gauge were approximately 20 cms, 
and the Holcomb Creek (ungauged) flows were es- 
timated to be 10 crns, with averaged water tempera- 
tures of 27 *C at the U S G S  gauge. A single 
measurement near the USGS gauge Indicated a BOD5 
of 0.7 mg/l In the Rhode River from that study. Two 
measurements of SOD were available, determined 
using an In-situ respirometer, from previous studies. A 
value of 1 g mm2 day" was measured in the lower 
estua approximately 2 km a b w e  Port Holcomb and 
2 g m day" was measured approximately 1 k m  down- 
estuary of the Rhode WWTP discharge. A dye study 
was conducted with Rhodamlne WT Injected as a slug 
near the Rhode City Wwrp discharge. The results of 
the dye study were used to evaluate model perfor- 
mance. 

Y 

6.4.2.4. Model Application 

This example requires similar information as the pre- 
vious WASP4 example, with the exception of pollutant 
klnetics. However, it was elected not to use a 
hydrodynamlc mdel for this application. Instead, 
simulations of tidally averaged conditions were con- 
ducted. Model inputs are described in detail in the 
Appendix available from the Center for Gcposure As- 
sessment Modellng, and are summarized below: 

General model Information: Given the nature of 
the pollution problem, the eutrophication kinetic 
subroutine (EUTR04) is required for this ex- 
ample. The water quality variables of concern 
consfst of DO, CBOD, and nitrogenous BOD. 
Water quality processes simulated include 
reaeration, sediment oxygen demand, nitrifica- 
tion and deoxygenation of CBOD. 

Model Network: Analysis of the monitoring data 
indicated significant longitudinal gradients, with 
small lateral and vertical variations, allowing ap- 
plication of a onedimensional model. A net- 
work was established consisting of 15 
segments In the Rhode Estuary and 5 segments 
In Hdcomb Creek. The variations in bottom 
morphometry and water quality were reasonab- 
ly regular, and for simplicity segments were 
delineated every two kilometers. The depths of 
the segments were determined as well as seg- 
ment volumes and interfacial areas from avail- 
able morphometry data. The resulting network 
Is illustrated In Figure 6430. 

Dlsperslon coefficients: These coefficients are 
required to describe tidal mixing between all 
model segments. Initial estimates can be 
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Figure 6-30. Model segmentation for ¶he Rhoda Esluay. 

defied from the literature and refined through 
calibration to dye or salinity data. Their deter- 
mination is described below. 

0 Segment volumes: The initial volume of each 
segment is required, as well as a description of 
how the volume changes wPh flow. Volumes 
were determined from segment width and 
depth (taken from hydrographic maps) and seg- 
ment length (user specified). 

e flows: Net river flows during the survey period 
were 20 cms for the Rhode River and 10 crns 
for Holcomb Creek. 

0 Boundary concentrations: Boundary concentra- 
tions are required for CBOD. NBOD, and DO at 
segments 1.15 and 20 (ocean and tidal river 
boundaries). 

0 Pdlutant loads: Loading rates are required for 
CBOD, NBOD. and DO for each point source 
(WWTP and tidal rivers). 

0 Model parameters: Specification of salinity, 
temperature and sediment oxygen demand dis- 
tribution both spatiatly and temporally. 

0 Mudel constants: Nitrification rate, CBOD 
deoxygenation rate, and reaeration rate. 

0 initial concentration: Concentrations of CBOD, 
NBOD, and DO in each model segment are re- 
quired for the beginning of the simulation. How- 
ever, where sfmulatlons are conducted until 
steady-state is achieved, initial conditions are ir- 
relevant. 

6.4.2.5. Model Sirnufations 

Simulations were flFt conducted for salinity and the 
dye tracer In order to evaluate predicted transport To 
simulate steady-state salinity distribution using 
EUTR04, the CBOD system was used with no decay 
specified (treated as a conservative material). Bound- 
ary conditions were established for salinity and initial 
conditions were set to zero. Simulations were then 
conducted until a steady-state salinity distribution was 
achleved. 

The exchange coefficients in this example were es- 
timated first from the salinity profile, indicating a disper- 
sion rate of approximately 30 m2 sec". Boundary 
Rows and concentrations were input, with 30 ppt as the 
ocean boundary, and simulations were conducted for 
a period of 50 days using constant boundary condi- 
tions. The 50day period was selected as sufficient for 
the predicted concentrations to reach steady-state for 
comparison with field data. Simulations indicated that 
a constant exchange coefficient of 22 m2 sec" allowed 
reasonable representation of the salinity distribution. A 
comparison of model predictions and field data for I. 

different exchange coefficients is provided in Figure ' 
8-31. 

. . .. 
21 

Figure 6-31. Comparhon of predicted and ObBeWed ullnHles 
lor different values of tho dlsperslon cohmclent 
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Figure 6-32 Comprrlron of measured and observed dye concenfratlons. 

Beginning August 1. in conjunction with other water 
quality surveys, a dye study was conducted. 
Rhodamine WT was injected in the effluent of the 
Rhode City WTP. The dye density was adjusted with 
alcohol to avoid sinking, and a steady concentration of 
8 mgll was maintained in the effluent over one complete 
tidal cycle. This 8 mg/l concentration in the effluent 
was calculated to provide a completely mixed con- 
centration of approximately 100 ppb in the Rhode 
Estuary near the point of discharge. Monitoring con- 
tinued for 8 days following the discharge. High and low 
slack data were obtained and processed to provide 
tidally averaged concentrations. As with salinity, the 
dye was simulated using the C B O D  system and treat- 
ing it as a conservative material. Boundary concentra- 
tions were set to zero and loadings of dye were 
specified with a duration of 12.5 hours. Since the 
model had been previously calibrated using salinity 
data, the dye data were used to evaluate model perfor- 
mance. The predicted and observed concentrations 
are compared in Figure 6-32. and as illustrated, the 
simulations were considered acceptable. 

Following evaluation of the simulations of salinity and 
the dye tracer, simulations were conducted for NBOD, 
CBOD, and then DO. This sequence results from 
N B O D  and CBOD being unaffected by DO ( i  DO does 
not approach zero), while DO is affected by these 

, 

SIMUL- 1 

SIMUL- 5 

SIMUL-9 

DAY 1 
0 

DAY 5 
x 

DAY 9 

II 

0 

parameters as well as SOD and reaeration. Therefore, 
simulations proceed from the simple to the complex. 

Simulations were conducted first using literature 
values for the nitrification rate and C B O D  deoxygena- 
tion rate. It was elected to specify a reaeration rate 
rather than use model formulations to calculate a rate, 
because reaeration rates had been measured in the 
vicinity under similar conditions. The salinity, SOD and 
temperature were specified in the model parameterdist. 
The SOD was assumed to be 2.0 g m-2 day" in the 
vicinity of the Rhode WWTP and 1.0 elsewhere. 
Simulations were conducted with varying nitrification 
and deoxygenation rates. Field data and model 
predictions are compared in Figures 6-33 to 6-36. While 
no statistical analyses were performed, visual inspec- 
tion indicated that model predictions were adequate 
for this study. 

6.4.2.6. Model Predictions 

Once reasonable predictions were obtained, simula- 
tions were conducted projecting DO, NBOD and 
CBOD concentrations in the estuary following im- 
plementation of the proposed modifications at the 
Rhode WWTP Fable 6-10, see Figure 6-37). These 
simulations suggested that little change would be ex- 
pected in the DO concentrations as a result of the 
proposed modifications. 
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Figure 6-33. Measured and predicted DO concantratlons In ¶he Rhode Estuary versus dlstance upestuary from Its mouth. 

n 

0 z 
Z 

i 
Y 

3 
00 
V z 

1 Q r  '7 
1.6 

12 I+ +I \ 

nc 1 

0 5 
I I I 1 
10 15 20 25 

MSTANCE (M) (Thartcndt) 

RED. WOD 

PRED. c8oD 
_3(c_ 

c 

N-BOD 
+ 

CBOD 

x) 

c 

Figure 6-34. Pred1ct.d and 0mn.d NBOD and CBOD conconlratlons In ¶ha Rhods Estuary versus dlslancs UpeStU8fY irom Hr 
mouth. 

e 

6-30 



n 
i 

7 

6 

5 ,  

4 

3 ,  

2 

1. 

0 ,  

z 
P c 

I 

D.O. 

I - 
w PRED. D.O. 

1 1 1 I 

0 z 

z 
0 
i= 
U rr 
t- z w 
0 
Z 
0 
0 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

I 

N-BOD 

CBOD - A 

PRED. caoD 
__c_. 

PRED. NBOD 

0 I 1 I I I 
0 2E+03 4E+03 6E+03 8E+03 1E+04 

DISTANCE (MI 
Rgun 6-38. Moaumd and prhdlcled DO Concentraflons In Holcomb Creek vorsua dls1.nco upstroam from Its mouth. 

6-31 



1 __c_ 

EXISTING 

PROPOSED 
__.)__ 

a 
K 

I I 1 1 1 I 
0 5 10 15 20 25 30 

DISTANCE (MI (Thousands) 

Figure 6-37. Comparlson of DO predlctlon8 under exlstlnp and proposed conditions for the Rhodc Clty WWTP. 

The final waste load allocation should not result from a 
single model projection. The model should be 
evalyated using independent data, if possible. A com- 
ponent analysis should be performed to determine the 
relative contributions of SOD, reaeration, CBOD and 
NBOD to the DO concentrations. The component 
analysis may provide information which would be use- 
ful in project design. Sensitivity analyses should also 
be performed to determine the effects of assumptions 
concerning the selection of model parameters. Con- 
sideration should also be given to the applicability of 
calibrated rates to future conditions. Examples include 
CBOD deoxygenation and nitrification rates and sedi- 
ment oxygen demand, which can decrease under fu- 
ture conditions where improved wastewater treatment 
occurs. The tested model can be used to estimate the 
reduction in waste load required to meet water quality 
objectives. 

Port Holcomb was clearly in violation of its permit, 
discharging essentially raw wastewater into the es- 
tuary. However, as a result of its advantageous loca- 
tion, its discharges seemed to have little impact on DO 
concentrations, when averaged over the estuarine 
cross-section. Additional field and modeling work is 
required to identify the extent of the problem. How- 
ever, as a result of the bacteriological problem that has 

resulted, permitlenforcement action is pending which 
would impact its BOD release as well. 

6.4.3. h m p l e  3 - Nutnent Ennchment in a 
Vertically St~Med Estuary 
The third and fourth examples apply to a vertically 
stratified estuary. This type of estuary has significant 
differences in water quality both longitudinally and with; 
depth. Estuary widths are still narrow enough that 
lateral variations in water quality are not important; 
vertical stratification is such, however, that the water 
column must be divided into discrete vertical layers. 
This type of characterization typically occurs in deeper 
estuaries or in areas Characterized by a salinity in- 
trusion wedge. 

6.4.3.1 Problem Setting 

The city of Athens, population 180,000, is located on 
the upper reaches of Deep Bay (Figure 6-38). This 
relatively deep estuary is driven by moderate 1 meter 
tides and a large but seasonably variable inflow from 
Deep River. which is gauged above the fall line. The 
seaward reaches of Deep Bay are used for both com- 
mercial fishing and shellfishing. and the upper reach is 
spawning habitat. Boating and recreational fishing are 
popular, as are several bathing beaches. Pertinent 
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Figure G38. Deep Bay lacarlon map. 

criteria and water quality goals are 5.0 mg/L for DO and 
25 pg/L chlorophyll a. 

Athens is maintaining a poorly operated secondary 
wastewater treatment plant that discharges from a 
surface pipe near shore 15 k m  from the mouth of Deep 
Bay. Periodic episodes of low benthic DO near the 
discharge and moderate phytoplankton blooms 
downstream have been occurring. Renovation of the 
plant to high performance secondary or possibly ter- 
tiary treatment Is being considered, as are point and 
nonpoint source controls in the watershed. 

Bathymetric surveys have produced a chart of sound- 
ings at low tide, used for navigation (Figure 639). 
Surveys were conducted In April, June, and August to 
characterize tide, salinity, temperature, and light trans- 
mittance. Continuous velocity and salinity data were 
obtained from moonngs at S1, S2, and S3 over these 
three fweday periods (Tables 6-lland 6-12). Deep 
River flow data are summarized as monthly averages, 
and the observed range of water quality constituents is 
tabulated in Table 6-13. A study on the upper water- 
shed has produced estimates of these water quality 
constituents under a program of nonpoint source 

watershed controls. A study of the Athens P O W  has 
produced average quality for the present effluent. and 
estlmates were made of effluent quality expected fol- 
lowing possible plant upgrading (Table 6-14). 

Table 6 1  1. Summay of Deep Bay Tidal MonHoring Dala 

h 8  Net 
vel& VeloCi# 

Station Date Tidal- Suriacs Bottom Surface Bottom 
&noel 

411923 0.9 340 260 +2.1 +0.2 
'6/13-17 1.0 350 260 +0.6 +O.O 
'w14-10 0.9 330 260 +0.2 -0.0 
411923 1.1 370 270 +5.3 +0.7 
6/13-17 12 350 260 +1.4 +OS 
8/14-10 1.1 350 tso +0.4 +0.0 . 
411423 0.8 320 310 +10.4 +0.9 
16113.17 0.9 300 300 +2.8 +2.3 
8/14-18 0.8 290 280 +0.7 +0.6 
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DEEP BAY 
Navigation Chart * 

Month Average Survey Month Average Survey 
Year Year 1; 

January 90 85 July 60 40 
February 80 75 August 50 20 
March 120 150 8 p t  50 40 
Apfi 210 300 Oaober 110 150 
May 175 arb 140 140 
June 120 100 Doc 130 150 

* soundlngs In meters --q4 

s1 

s2 

53 

flgcre 6-39. Deep Bay navlgatlon thah 

Table 6-12 Summary of Doep Bay Estuarine Data 

411423 14.0 21.1 14 15 3.3 
6/13-17 22.5 24.5 23 22 2.7 
wicia 27.2 28.0 22 21 3.0 
411423 1J.7 15.5 15 17 1 .I 
6/13-17 8.5 123 25 22 1.3 
a r w a  19.5 21.8 23 22 1.s 
411423 0.1 03 16 18 0.1 
6/13-17 1.0 3.1 26 23 0s 
wcia 9.1 10.7 24 22 1.0 

Selinity Tempera ture Secehi] 
(k9W rcl RVh 

TKN 
ORGN 

0.1 0.4 0.02 
0.0 0.3 0.01 

Table 6-1 4. Summary of Athens P O W  EMuent Data 
Design Capacity - 60 MGD 
Secondant Treatment. with wablemr 

Present 
Good 
!hconduy 
Tertiary 

Nitrogen Phosphorus 
Ntematm 100 (BO& I OR0 NH3 N&I 4ra POA 

4 40 15 15 0 3 7 
5 2 0  0 15 15 3 7 

6 10 0 2 10 0 0.s 

SCALE - 
0 1 2 3 4  
knometers 

Nitrate-N I 0.3 0.6 I 0.10 
Oftho-P 0.04 0.12 0.01 
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Figure 6-40. Deep Bay model segmentation. 

6.4.3.2 Deep Bay Network 

Analysis of the monitoring data show significant dif- 
ferences between surface and bottom mean velocity 
and salinity, indicating a partially mixed estuary. Be- 
cause of these vertical variations and because bottom 
water DO was reported to be low, a 2 dimensional x-z 
network was chosen. For convenience, segments 
were delineated every 2 kilometers, giving 20 water 
column segments with 2 vertical layers of 10 segments 
each. Surface water segments are a uniform 2 meters 
in depth, while underlying water segments range from 
10 meters near the mouth to 0.5 meters upstream. The 
resulting network is illustrated in Figure 640. 

6.4.3.3 Deep Bay Salinity 

I I 

0 

SCALE 

0 1 2 3 4  
kilometers 

m 

0 General model information: One system is simu- 
lated - system 1 is interpreted as salinity, and 
systems 2-8 are bypassed. The simulation 
begins on day 21, representing the April 21 sur- 
vey, and ends on day 147, a week following the 
August 11 survey. 

0 Dispersion coefficients: This estuary requires 
two types of dispersion coefficients - lon- 
gitudinal dispersion (representing tidal mixing) 
and vertical eddy diffusion. 

specified for all surface and subsurface seg- 
ments. 

0 flows: Tributary Row is partitioned to surface 

a Segment volumes: Mean tide volumes are 

Simulation of salinity allows calibratlon of dispersion 
coefficients and density currents. Information needs 
are as follows: 

and bottom segments and routed through the 
estuary. Monthly river ff ows are specified. A den- 
sity flow from the ocean is routed upstream 
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Fig& 641. Deep Bay rallnHy Apr-Aug mean response. 

along the bottom with vertical entrainment and 
downstream flow along the surface. 

0 Boundary concentrations: A constant 
-downstream concentration of 30 mg/L was as- 
sumed. Upstream salinity concentrations are 
set to 0. 

0 Pollutant loads: No loads are input. 

0 Environmental parameters: No parameters are 

0 Kinetic constants: No constants are needed. 

0 Environmental time functions: No time functions 

input. 

are needed. 

0 Initial concentrations: Initial safinity concentra- 
tions are assigned each segment based upon 
an April survey. Dissolved fractions are set to 
1 .o. 

Analysis of the depth-averaged salinity data during the 
three mmitoring periods indicates estuarine-wide dis- 
persion "am 20 to 50 m2/sec. A constant value of 
30 m2/sec was assigned. The tributary inflow was par- 
titioned 70% to surface and 30% to bottom layers, 
Analysis of bottom current data indicates that a net flow 
of approximately IO m3/sec enters the estuary along 
!he bottom at the mouth. This bottom inflow was at- 

__c_ 

Ap 21 Sur 
+ 
Ap 21 Bot 

June 15 Su 

June 15 Bo - 
Aug 11 Strr 

Aug 11 Bot 

__t___ - 
__)t_ 

tenuated upstream, entraining a fraction to the surface 
to satisfy continuity and match surface and bottom 
salinity data. The salinity simulation began on the first 
day of the April survey, using survey results as initial 
conditions. The simulation continued through August, 
with water column concentrations printed out cor- 
responding to the July and August surveys. Results are 
illustrated in Figure 6-41. 

6.4.3.4 Deep Bay Dye Study 

To better evaluate vertical and horizontal dispersion 
near the Athens outfall, a dye study was carried out. 
Information needs for the model are similar to those for 
salinity: 

0 General model information: One system is simu- 
lated - system 1 is interpreted as dye, and sys- 
tems 2-8 are bypassed. The simulation begins 
on day 75, the day preceding the June 14 dye 
study. and terminates on day 110. 

0 Dispersion coefficients: The same longitudinal 
and vertical dispersion coefficients calibrated in 
the salinity simulation are used. The upstream 
portion of the network is divided into lateral seg- 
ments, and lateral dispersion coefficients are re- 
quired. 
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Figure 6-42 Deep Bay dye study June 15, surface. 

0 Segment volumes: The same mean tide 
vdumes from the salinity simulation are used, 
except the upstream segments are divided into 
three for lateral resolution. 

0 Rows: The same flows from the salinity simula- 
tion are used, except the flow is partitioned 
laterally in the upper network. 

e Boundary concentrations: Upstream and 
seaward boundary concentrations of 0 are 
specified. 

specified for the near shore surface segment ad- 
joining the Athens POW. 

0 Environmental parameters: No parameters are 
needed. 

0 Pollutant loads: A one day-load of dye is 

0 Kinetic constants: One constant Is specified - a 
low nitrification rate is entered, representing net 
loss of dye. 

0 lime functions: No time functions are needed. 

0 Initial concentrations: Initial concentrations of 0 
are entered. 

Beginning on June 14 (day 75). Rhbdamine WT was 
metered into the 3 rn3/sec waste stream. A steady 10 

Center Cho iiij 

m g R  concentration in the effluent was maintained for 
one day. High and low slack samples were taken daily 
for one week along the near shore, center channel, and 
far shore at both surface and bottom. The slack tide 
data were translated to mid-tide for comparison with 
the tidal-averaged model. The salinity network was 
modified for the dye study to calculate lateral mixing 
near the outfall (Figure 6-40). Vertical and lateral dis- 
persion coefficients in the upper network were ad- 
justed to best fit the dye profiles. Lateral and 
longitudinal variations in the surface layer after one day 
are shown in Figure 6-42. The lateral variations had 
virtually disappeared by the second day. Vertical and 
longitudinal variations in mid-channel after one and two 
days are shown in Figure 6-43. Mid-channel profiles for 
the first 2 weeks are shown in Figure 6-44. The model 
was judged sufficiently calibrated for estuarine-wide 
transport. 

6.4.3.5 Deep Bay Total Nutrients 

To evaluate eutrophication potential throughout Deep 
Bay, simulations of total nitrogen and phosphorus were 
conducted. Information needs are as follows: 

0 General model information: Two systems are 
simulated - system 1 is interpreted as total 
nitrogen and system 3 as total phosphorus. Sys- 
tems 2 and 4-8 are bypassed. The simulation 
begins on day 1 (April 1) and terminates on day 
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210 (eariy November). An extra benthic seg- 
ment is specified to receive depositing nutrients. 

0 Dispersion coefficients: Same as salinity simula- 
.- tion. 

0 Segment volumes: Same as salinity simulation. 

0 Flows: The same water column flows used in 
the salinity simulation are used. In addition, set- 
tling and deposition velocities for particulate 
phosphorus are specified. 

0 Boundary concentrations: Upstream and ocean 
concentrations of total nitrogen and phos- 
phorus must be specified. 

0 Pollutant loads: Constant loads of nitrogen and 
phosphorus in the effluent are specified for the 
segment adjoining Athens POW. 

0 Environmental parameters: No parameters are 
needed. 

0 Kinetic constants: No constants are needed. 

0 Time functions: No time functions are needed. 

0 Initial conditions: Initial concentrations of total 
nitrogen and total phosphorus are specified for 

- 

- 
Sdoce TN 

Bottom TN 

Surface TP 

Bottom TP 

1. 
9 - 

__c__ 

each segment, along with the dissolved frac- 
tions. 

Total nitrogen loading from Deep River and Athens 
P OW were entered and representative settling and 
deposition velocities of 5 and 2.5 meterslday for par- 
ticulate phosphorus were input. It was assumed that 
80% of the phosphorus and 100% of the nitrogen in the 
water was dissolved and not subject to settling. Total 
nitrogen and phosphorus profiles for surface waters 
during August are shown in Figure 6-45. These profiles 
indicate nitrogen limitation, as the N:P ratio is less than 
25. If all the nitrogen is converted to biomass, then 
phytoplankton levels of 500 p g R  chlorophyll a are 
possible near the outfall. Of course light and nutrient 
limitations to growth along with respiration and death 
should keep biomass levels to a fraction of this. 

Several useful sensitivity studies could suggest pos- 
sible waste management strategies. First, a com- 
ponent analysis could reveal the relative contributions 
of Deep River, Athens POW, and the ocean to total 
nitrogen and phosphorus throughout Deep Bay. 
Second, simulations with the effluent at improved 
secondary and tertiary treatment levels could suggest 
the expected Impact of point source controls. Third, 
simulations with the river concentrations at various 
levels could suggest the expected impact of watershed 
controls. 
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There are significant advantages and disadvantages in 
simulating nutrients without phytoplankton to estimate 
eutrophication potential. The advantages lie in the 
lessened requirements for field data and modeling 
resources. Several sites could be evaluated for 
nutrients only, as compared to the resources required 
to apply a complex eutrophication model to a single 
estuary. Further, some states have standards (or 
goals) for nutrient concentrations and do not require 
projections of algal density. 

The disadvantages of simulating only nutrients relate 
to several simplifying assumptions required for this 
type of application. For example, the rate of conver- 
sion of dissolved phosphorus into particulate form is 
dependent upon algal concentration and growth rate. 
Because algal dynamics are not simulated, these 
values must be estimated. Further, because algal 
growth Is directly related to nutrient concentrations, 
calibration parameters may not apply well to future 
conditions of different nutrient levels. Finally, for situa- 
tions where algal density is of ultimate concern, 
nutrient projections alone will only provide an indirect 
estlmate of expected phytoplankton concentrations. 

6.4.4 Example 4 - Euhphicabon in a Vertica/3. 
This case study considers simulation of seasonal 
eutrophication in Deep Bay. The problem setting and 
model network are as described in the preceding sec- 
tion. Here, the entire eutrophication process is simu- 
lated, including nutrients, phytoplankton, 
carbonaceous BOD, and DO. This is typically the 
highest level of complexity used for conventional pol- 
lution problems. It requires significant amounts of field 
data and careful calibration to apply with confidence. 
For this example, it is assumed that two intensive 
surveys in June and August along with biweekly slack 
tide surveys allowed calibration of a seasonal simula- 
tion. Model information needs are as follows: 

SlraMed ESluary 

0 General model information: All 8 systems are 
used here. Extra benthic segments are 
specified to simulate long term benthlc-water 
column exchanges of nutrients and DO. The 
simulation begins on day 1 (April l), and ter- 
minates on day 210 (early November). 

0 Dispersion coefficients: The same water column 
dispersion coefficients from the salinity simula- 
tion are used. Extra pore water dispersion coeffi- 
cients for benthic-water column exchange of 
dissolved chemicals must be specified. 

0 Segment volumes: The Same water column 
volumes from the salinity simulation are used. A 

benthic volume underlies each bottom water 
segment. 

0 flows: The same flows from the salinity simula- 
tion are used. 

0 Boundary concentrations: Tributary and ocean 
concentrations of all 8 systems must be 
specified. 

0 Pollutant loads: Constant loads for all 8 systems 
in the effluent must be specified for the segment 
adjoining Athens POW. 

0 Environmental parameters: Values for average 
salinity and background sediment oxygen 
demand for each segment are given. The time 
variable temperature and llght attenuation func- 
tions used by each segment must be specified. 

0 Kinetic constants: Rate constants, temperature 
coefficients, half saturation constants and other 
kinetic information must be specified. Proces- 
ses include nitrification, denitrification, 
phytoplankton growth (light and nutrient limita- 
tion), phytoplankton death, carbonaceous 
deoxygenation, reaeration. mineralization, and 
benthic decomposition. If a constant is not 
specified, then the relevant reaction or process 
is bypassed. 

0 Environmental time functions: Time variability in 
temperature, light extinction, incident light, and 
length of daylight must be specified. 

0 Initial conditions: Initial concentrations of each 
state variable and the fraction dissolved in each 
model segment are required. The solids settling 
field affecting each variable must also be 
specified. 

The simulation proceeded from April 1 to November 1, 
with seasonal light, temperature, and flow data 
provided. Figures 646 and 647 show predicted upper 
layer chlorophyll a and lower level DO during mid July, 
August and September. Chlorophyll concentrations 
increase dramatically over the course of the summer, 
and lower layer DO decreases to a minimum of about 
4 mg/L Diurnal swings about thls minimum are 
predicted to be minimal. The impact of phytoplankton 
growth is significant on upper layer DO, with levels 
maintained near saturation and diurnal swings of about 
one and a half mg/L Phytoplankton die-off depresses 
both upper and lower layer DO somewhat. 
Phytoplankton growth Is limited somewhat by nitrogen, 
but more by light. Sensitivity studies show the relative 
importance of the variable light attenuation coeffi- 
cients, the phytoplankton saturating light Intensity, and 
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the calibrated Michaelis-Menton nitrogen half satura- 
tion coefficient. 

Calibration of a model of this complexity is a significant 
task and cannot be reduced to a neat formula to be 
summarized here. Some issues of note are the long 
seasonal or multiyear time scale and the complex 
interaction among variables, environmental ,condi- 
tions, and kinetic constants. While some water quality 
models can be calibrated to surveys conducted over a 
few days, a calibration data set for a eutrophication 
model typically requires a full season of data. The 
implications of this are apparent, as data collection 
programs for model calibration and validation will re- 
quire years. 

For performing a waste load allocation on Deep Bay. 
the calibration year combining high spring flows with 
very low summer flows and warm temperatures was 
judged to provide reasonable worst case conditions. A 
series of simulations with various combinations of 
P O W  treatment levels and watershed controls were 
performed. It was concluded that tertiary treatment 
without watershed controls could still result in 
phytoplankton levels of 30 pg/L and lower DO levels of 
4.5 mg/L A combination of watershed controls and 
advanced secondary treatment was judged most 
reasonable. 

6.4.5. Eiample 5 -Ammmia Tiixtbty in a T w  
Dimensional Estrary 
The fih and sixth examples consider toxic pollutants 
in a laterally variant twodimensional estuary. This type 
of estuary characterization differs from the previous 
two in that lateral variations in water quality are sig- 
nificant enough that the estuary cannot be assumed to 
be laterally well mixed. The need for describing lateral 
variation in water quality sometimes is dictated by the 
pollutant of concern as well as the nature of the system. 
For example, point sources of pollutants that act in an 
indirect manner (e.g. oxygen demanding substances, 

Regulations related to eutrophication can differ sig- 
nificantly from state to state. Water quality standards, 
criteria, or goals can relate to chlorophyll, transparen- 
cy, nutrients, and/or DO. Selection of critical conditions 
is very difficult because of the need to characterize a 
season or even an entire year, not a single day or event. 
This is complicated by the kinetic interactions. For 
ewmple, light attenuation Is often critical, but choice 
of reasonable deslgn extlnction coefficients is not often 
given sufficient study. Actual data for a representative 
or drought year are 0ften used instead of statistical 
characterizations of design conditions. As another ap- 
proach, constant steady conditions of statistical sig- 
nificance are also used. 
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algal nutrients) often can be treated as laterally 
homogeneous even when significant lateral gradients 
exist near the outfall. These pollutants typicaHy exert 
their maximum influence a significant distance away 
from the outfall, where conditions are more likely to be 
laterally well mixed. Direct-acting pollutants such as 
those causing acute toxicity will often require lateral 
variation to be described, as concentrations near the 
outfall (where lateral gradients will be highest) are of 
primary concern. 

For model application to a two-dimensional estuary, 
multiple segments extend across the width of the es- 
tuary, allowing for the description of lateral changes in 
water quality. Depending upon the degree of vertical 
stratification, the system can be treated as twodimen- 
sional (no vertical stratification) or three-dimensional 
(with vertical stratification). Again, vertical layer(s) to 
describe sediment quality can be added to either 
framework (using WASP4) when necessary to describe 
sedimenthvater Interactions. 

The fifth case study concerns ammonia toxicify and is 
simulated using the kinetic submodel TOX14. Am- 
monia toxicity Is often a concern near discharges of 
munlcipal waste, as the unionized form of ammonia is 
toxic to fish and other aquatic life. Two processes are 
simulated -the dissociation of ammonia to ionized and 
aqueousforms and the first-order loss of total ammonia 
through nitrification. Model kinetic inputs for this 
simulation are quite straightforward. All that is required 
is a description of the ionization constant for ammonia 
and the ammonia loss rate. 

6.4.5.1. Problem Setting 

The City of Boatwona, population 285,000, is located 
on the shore of the Boatwona Bay (Figure 6-48). This 
relatively shallow estuary is driven by moderate 0.50 
meter tides and a medium but seasonably variable 
inflow from the Boatwona River, which is gauged above 
the fall line. The Boatwona estuary provides for a rich 
commercial fishing and shellfishing industry. Boating 
and recreational fishing are popular, as are several 
bathing beaches. 

Just outside the City of Boatwona is a large fertilizer 
plant which discharges into the estuary. Because this 
discharge is high in ammonia there have been instan- 
ces of ammonia toxicity in the bay. Unionized am- 
monia is toxic to fish at fairly low concentrations. The 
water quality criterion is 0.08 mgRfor a 30 day average. 

Bathymetric surveys have produced a chart of sound- 
ings at low tide, used for navigation (Figure 6-49). 
Three surveys were conducted (May, August and 
November) to characterize tide, temperature, and pH. 
Continuous velocity data, temperature data and pH 



data were obtained from moorings at sampling stations 
$1, $2, and S3 over these three fiieday periods (Table 
6-15). 

The Boatwona River flow, Ammonia and pH data are 
summarized as monthly averages Fable 6-16). 

6.4.5.2. Boatwona Estuary Network 

Sample 
F m e  

May 
August 
Nov 

Analysis of the monitoring data illustrates a definite 
lateral flow pattern. Because of these lateral flows, the 
bay was segmented to demonstrate the fate and 
transport of the ammonia discharge (Figure 6-50). 
Segments were defined every 5 kilometers, gMng 6 
water cdumn segments. 

6.4.5.3. Boatwona Estuary Nitrogen Simulation 

The W A S P 4  model was given flow information 
averaged from the continuous flow meters that were 
installed during the sampling surveys: 

0 General model information: One system Is simu- 
lated - system 1 is interpreted as total ammonia- 

, nitrogen. The organic toxic chemical model 
' TOX14 was used for this study because of its . 
capabilities of simulating both unionized and 
ionized forms of chemlcals. The remaining sys- 

Temp p H  Temp p H  Temp pH 

17.0 6.0 16.5 7.1 15.3 6.9 * c 

19.2 6.9 18.2 6.9 17.0 7.0 
17.4 6.0 16.7 6.0 16.9 6.0 

4.5 
4.5 5.5 

1 6.3 
7.1 

5.5 6.4 
6.3 

7.1 7.1 I 6.4 6.3 

Scalr 

0 so00 10,Ooo 
msten 

flgurr 6-49. Wtwona Estuary depth c h h  

Table 6-1 6. Boclhnolu River Survey Data 

January 
February 0.8 

6.1 2.1 
April 22 6.2 4.2 
M Y  15 6.6 6.6 
June 11 6.8 23 
Jurv 8 6.Q 9.4 

August 10 7.1 7.3 
15 ea 3.7 Soptombor 
13 6.0 0.9 Octokr 
14 6.6 1.3 Nowember 
13 6.7 4.2 December 
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tems are bypassed. The simulation begins on 
day 21, representing the April 21 survey, and 
ends on day 147, a week followlng the August 
1 1  survey. 

Dispersion coefficients: This estuary requires 
longitudinal dispersion coefficients. W e  can 
neglect the vertical diffusion as the estuary ex- 
hibfted no vertical stratification. The dispersion 
terms were used to simulated the effects of tldal 
mixing. 

Segment volumes: Mean tide volumes are 
specified for all segments. 

Flows: Tributary flow Is routed Into the estuary. 
Mean monthly river flows are specified. 

Boundary concentrations: Monthly averaged 
ammonia concentrations are assumed for the 
Boatwona River. The seaward boundaries are 
assumed zero. 

Pollutant loads: Based upon continuous 
monitoring studies conducted at the fertilizer 
plant. 

Model parameters: Specification of tempera- 
ture and pH distribution both spatially and tem- 

Kinetic constants: Ionization constants and 
nitrification rate for ammonia. 

Environmental time functions: Temporal 
temperature functions. 

Initial concentrations: Initial ammonia concentra- 
tions within the estuary are assumed zero. Dis- 
solved fractions are set to 1 .O. 

porally. 

Figure 6-51 shows selected output from this simulation 
of ionized/un-ionized ammonia .concentrations over 
time in the segment receiving the loading. Model 
calibration would consist of conducting a dye study as 
previously mentioned. A dye study would then be 
followed by calibration of the ammonia loss rate to total 
ammonia data. Ammonia dissociation parameters are 
chemical constants and do not require adjustment 
during the calibration process. 

It is important to note that the ammonia loss rate Is a 
lumped parameter, combining (potentially) several dif- 
ferent processes. The dominant loss process will typl- 
cally be nitrification, but also will Include phytoplankton 
uptake. Hydrolysis of organic nitrogen and sediment 
ammonia release can also affect the net loss rate. Algal 

Scale 

7 
0 50oo 10,m 

meters 
Figure 6-50. Boatwon. Estuary now prtlem. 

uptakehecycle of ammonia can be especially impor- 
tant In eutrophic systems. 

Waste load allocation for ammonia toxicity consists of 
determining the maximum allowable loading to comply 
with water quality standards at critical environmental 
conditions. pH must be included with temperature and 
Row as an important environmental condition, as<pH 
and temperature determine the percentage of total 
ammonia in un-ionized form. It should be noted that 
there is uncertainty in the appropriateness of current 
ammonia criteria, due to the limited range of data 
available in describing toxicity. Current research indi- 
cates that the toxicity of the un-ionized ammonia may 
vary with changes in temperature and pH. This infor- 
mation is not reflected In present criteria. 

6.4.6. Ewmple 6: Alachlor in a Lateral& Variant 
Esiuary 
The sixth example study considers the fate of a 
hydrophillc, reactive chemical in a two- dimensional 
estuary. This example represents simulation of any 
hydrophllic, reactbe chemical. These chemicals typi- 
cally have relathrely high solubility and low affinity for 
solids, and are subject to transformation (and possible 
degradation) In the environment. Possible transforma- 
tion processes Include hydrolysis, photolysis, oxida- 
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+ Ionized Ammonia 

Figure 6-51. Ammonia slmulatlon redia 

tion, reduction, and biodegradation. In addition, 
volatilization can lead to loss of chemical from the 
water. 

The same estuary Is used as for example 5; however, 
benthic sediments also are being considered. Two 
layers of benthic sediments are simulated - upper sur- 
ficial sediment and deep sediments. This simulation 
uses Systems I through 3 In TOX14. Two types of 
solids are represented, corresponding to inorganic 
and organic materials, respectively. System 1 repre- 
sents the pollutant. System 2 represents inorganic 
solids, and System 3 represents organic sdids. En- 
vironmental fate parameters for this simulation are 
those for the pesticlde Alachlor, and were taken from 
Schnoor et al. (1987). Volatilization and hydrolysis 
were found to be insignificant for this pollutant, with 
biodegradation serving as the main route of degrada- 

+ Unionized Ammonia 

tion. Biodegradation will be treated as a first-order loss 
process for this simulation, with separate values used 
for the water column and the sediment. 

Readers viewing the input file will find that it varies only 
slightly from the one for the previous example. loniza- 
tion coefficients have been removed. The first-order 
biodegradation rate constants are lower, and the par- 
tition coefficient is higher than values in the previous 
example. FTLiG G-52 displays selected results for the 
input values, indicating the response of the water 
cdurnn and benthic sediments to changes in pollutant 
loading. No discussion of the WLA significance of this 
example Is gfven. This example Is provided primarily 
to serve as a template for general application. 
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Flgurc 6-52 Hydrophobic (Alachlor) chcrnlcal rlrnulatlon for examplo 6. 
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