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FOREWORD

The Great Lakes comprise 80% of the surface freshwater in North America
and provide 45 million people living in the basin with almost unlimited
drinking water and industrial process water. TFive thousand miles of shore-
line provides access for much of the tourist and recreation activity in the
surrounding basin. Lucrative sport and commercial fisheries rely on these
waters as do the transport of tremendous quantities of raw and refined
commercial products and the disposal of residual, industrial and municipal
materials.

This resource represents a complex system of competing water uses as
well as a delicate, interacting ecosystem. Such a situation requires a
balance between the economic well being of the region with the health
related well being of the ecosystem. To arrive at this balance a rational
and quantitative understanding of the interacting and competing components
is required. In this way complex guestions can be addressed and optimal
decisions made. :

Research sponsored by the U.S. EPA, ERL-D, lLarge Lakes Research Station
has in large part been directed toward this end. .Primarily the modeling
research has been conducted to synthesize surveillance and research data
and to develop predictive capabilities of the transport and fate of pollu-
tants in the Great Lakes.

This particular report contains the results of a three year research
project to develop water quality models for Lake Ontario and to refine pre-
vious models to address questions of wvarious space and time scales. The
work has been built upon a eutrcphication model (LAKE-1) described in the-
EPA Ecological Research Series Report (EPA-660/3-75-005) entitled, "Mathe-
matical Modeling of Phytoplankton in Lake Ontario, 1. Model Development and
Verification." The present work expands the LAKE-1 model from two vertical
to 67 horizontal and vertical segments. In addition, a further refined seg-
mentation was done in the vieinity of Rochester embayment. Also, a refined
biochemical kinetic structure was tested which incorporates two groups of
phytoplankton, silica, and revised recycle processes. Finally, a statisti-
cal methodology for model verification was developed and applied to test
the "goodness-of-fit" of the various models.

In summary, the report documents the details of the models, data
analysis, and verification procedures. It is our desire to provide suffi-
ecient detail that would not be normally available in a Journal publication
so that the reader may be able to apply much of this methodology to other
water bodies throughout the world. It is also our intent to document the
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results in detail for those Great Lakes managers and researchers who have

and will develop, recommend, and judge pollution control strategies based
on this research.

Appreciation is extended to scientific reviewers at the University of
Michigan and the NOAA, Great Lakes Envirommental Research Laboratory. Also,
this report has been reviewed by several Canadian and State agencies.

William L. Richardson, P.E.
Envirommental Scientist

ERL-D, Large Lakes Research Station
Grosse Tle, Michigan 48138
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ABSTRACT

A three dimensional time variable model of the phytoplankton. and nutri-
ents of Lake Ontario and the Rochester Embayment is examined in detail. The
dats from the International Field Year on the Great Lakes (IFYGL) are used as
the primary data base. The data are summarized and statistically analyzed
on a three dimensional grid and segment averages using a 67 segment repre~
sentation of the lake and a T2 segment representation of Rochester Embayment,
are calculated. In addition, averages for eight regions of the lake and
lakewide averages for two depth layers are computed. Average phytoplankton
levels during the period May, 1972 and June, 1973 in the near shore region
are approximately 3 ug/l higher than open lake values. Similarly, near shore
open lake total phosphorus gradients of about 5 pg P/1. appear to persist for
a substantial part of the year. The data base collected during IFIGL ex—~
hibited significant spatial and temporal variations at scales of 10 x 40 km.
The two data bases available, Canadian Centre for Inland Waters (CCIW) and
Environmental Protection Agency (EPA), only agree within certain limits.

The verification analysis of the models indicates. that the median rela-
tive error for the results of calculated versus observed chlorophyll on the
segment to segment level is about 30%. The inclusion of diatoms and non-
diatoms and silica limitation in the kinetic structure, only marginally im-
proved the three dimenstional credibility of the model. The Rochester
Embayment model indicated that about 90% of the total phosphorus input to
the embayment is transport of nutrients from the west of the embgyment and
about 10% is from direct input from the Genesee River and municipal input
from the City of Rochester.

The question of model credibility is examined in detail and it is con-
cluded that as one progresses to smaller spatial scales, especially to the
scale of the Rochester Embayment, hydrodynamic transport and local disper~
sion become increasingly significant. On the larger spatial scales, system
kinetics dominate and the Importance of the hydrodynamic structure is de~
creased. Chlorophyll verification status of the model ranges from an average
of 10% relative error on the whole lake scale to 50% error. at the local
embayment scale. In general, the results indicated that the gbility of com~
plex three dimensional models to capture the temporal and spatial vari-
ability of phytoplankton dynamics is relatively marginal given the existing
data base and present kinetic structures. Only as the spatial scale of the
problem is increased, do the models appear to accurately reflect the ob-
served variations.
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SECTION T
SUMMARY

INTRODUCTION

The eutrophication of Lake Ontario due to inputs of nutrients from a
variety of sources is a matter of continuing international concern by the
United States and Canada. Far reaching programs of nutrient reduction by
the International Agreement on water quality, surveillance programs involv-
ing field work, and continuing basin-wide planning efforts are part of the
on-going review of the Lake Ontario eutrophication problem. Various empir-
ical and modeling analyses have been used to assist this effort, each with
the expressed intention of relating the present state of the lake to exter-
nal loading of nutrients. Special interest centers on the eutrophication
status of the near shore (out to 10 km) region and the relationships of
this more publicly relevant region of the lake to the state of the open
lake,

The purpose of this work therefore is to further the understanding of
the three-dimensional variation of the phytoplankton and nutrients of Lake
Ontario using several mathematical modeling frameworks of the basic pheno-
‘mena of phytoplankton growth. During the International Field Year on the
Great TLakes (IFYGL), an extensive field program was launched which provided
data on the near-shore, open-lake, surface and deep water levels of phyto-
plankton and nutrients. These data and earlier work on modeling phyto-
plankton behavior, were used to accomplish the following:

1) summarize and statistically analyze the IFYGL data on a three-—
dimensional grid

2) implement and conduct verification analyses of a three-~dimen-
sional model of phytoplankton dynamics, called Lake 3 and
develop quantitative baseg for determining the degree of model
credibility

3) develop and calibrate a three-dimensional model of the phyto-
plankton for the Rochester embayment of Lake Ontario

4) determine the statistical verification properties of the
models at different levels of spatial averaging.

DATA ANATYSIS

The data from IFYGL collected by both the EPA and CCIW were compiled by
month and on several spatial levels: a) segment averages using a 67 segment
representation of the lake and a T2 segment representation of the Rochester
embayment, b) averages for eight regions of the lake and, c) lake-wide aver-
ages for two depth layers. The temperature analyses indicated near-shore
open lake differences of about 3°C during May-June, 1973. The temperature
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difference in 1972 was one of the causes for higher phytoplankton levels in
these near-shore regions (up to 10 km from shore) were approximately 3 ug/%
higher than the open lake values; +this represents an increase of about 50-
100% of near-shore values over open-~lake values. A general increase is
noted in the spring to open-lake levels of 5-10 Ug/f and values in Rochester
embayment of greater than 30 pg/f. This is followed by a mid-summer decline
in August and then a broad fall peak through the end of October.

For the nutrients, phosphorus appears to be limiting growth especially
of the non-diatom group of phytoplankton. In open-lake regions, available
silica may also limit diatom growth. Near shore-open lake total phosphorus
gradients of about 5 ug P/L appear to persist for a substantial part of the
year,

The underlying data base collected during IFYGL therefore exhibited
significant spatial and temporal variation at scales of 10 x 40 km. Only
as the data are aggregated into larger regions (e.g. near-shore, open-lake)
and longer time scales of months does any regularity or deterministic struc-
ture emerge from the data set. Alsc, the two data bases available (CCIW and
EPA) only agree within certain limits. For example, for chlorophyll on the
segment-segment scale (10 x 40 km), only 60% of the segments exhibited no
statistical difference and the average relative error between the two sets
was 30%.

VERIFICATION ANALYSIS

The three-dimensional models of phytoplankton in Lake Ontario were con-
structed to provide a basis for understanding the basic mechanisms giving
rise to the observed data and to examine the relative effect on such features
as the hydrodynamic transport, nutrient limitations and near-shore, open-
lake interactions. The verification status of the models was examined using
three measures: a) a statistical comparison of data monthly means and model
monthly means b) regression analyses of observed and computed values, and
¢) relative error of observed and computed output.

The effect on phytoplankbton from the horizontal flow transport for
scales of 10 x 40 km does not appear significant and, at those scales, the
behavior of the phytoplankton is governed by system kinetics and vertical
fluxes of temperature and nutrients. However, as one proceeds to more local
scaleg, e.g. Rochester embayment, the effect of horizontal transport becomes
significantly greater and in some instances, can dominate phytoplankton
behavior.

Several versions of the model were prepared using different values for
key parameters such as the phytoplankton settling rate and incorporating
different kinetic schemes involving nutrient recycling. One version also
included dividing the phytoplankton into two groups: diatoms and non-diatoms
and incorporating silica limitation in the diatom group. Figure S-la shows
the computed values of phytoplankton chlorophyll using the scheme that per-
formed the best in comparisons to the observed data. The near-shore, open-
lake gradients are evident as is the indication that the region along the
south shore and east of Rochester is generally at higher plankton levels

-2 -
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reflecting the inputs along that region. Shown in Figure SL1(b) is the
regression analyses of observed versus calculated chlorophyll values on the
segment-segment level and regional level and illustrates the relative in-
crease in model credibility as the spatial averaging increases. Overall,
the median relative error for the results of Figure S1(b) is about 30%.

The Rochester embayment model, a small grid (1 x 10 km) was used to des-
cribe the behavior of phytoplankton concentration in that area. The model
is identical to the Lake 3 model and is embedded in one segment of that
model. The results from the first calibration run are consistent with the
observed data but do not completely explain local pulses of chlorophyll.
Median relative errors for the chlorophyll were about 50%. The model indi-
cated that about 90% of the total phosphorus input in pounds/day is from
transport of nutrients from the west into the embayment and about 10% is
from direct input from the Genesee River and municipal input from Rochester.
Under the assumed transport regime, the effect of phosphorus reduction into
the Rochester embayment would be realized most significantly to the east of
the embayment and only under reduced long shore veloclty is the effect of
local inputs significant,

MODEL CREDIBILITY

The guestions of model credibility were examined in some detail in order
to provide a basis for gquestions of the following type. How good is this
model? At what scale is the model better or worse? Do more compllcated
kinetic structures improve the performance of the model?

The modeling framework, in general, duplicated the major features of
chlorophyll and nutrient behavior in the Lake, i.e. near-shore-open-lake dif-
ferences and spatial occurrence of the spring bloom. The original Lake 1
kinetics (calibrated on earlier years) when placed into the IFYGL conditions
and a three-dimensional framework, generally overestimated the chlorophyll
levels with median relative errors ranging from 30-40% for different scales
of Lake Ontario and 50% for the "fine scale" Rochester embayment. It is at
the segment-segment level where major differences can occur, i.e. relative
errors of greater than 100% and entire months where very few segments were
verified by the model under any of the three statistical tests.

It is concluded from the verification statistical analysis of chloro-
phyll that as one progresses to smaller spatial scales, especially to the
scale of the Rochester embayment, hydrodynamic transport and local phenomena
become more and more significant. Often however data are not available to
specifically quantify these phenomena. At the larger spatial scales, system
kinetics dominate and the importance of the hydrodynamic structure is de-
creased. Increased kinetic complexity did not appear to materially affect
model status over the simpler kinetic structure. A calibration effort to a
given year, at the whole lake scale, can reduce median relative errors in
chlorophyll to about 10% but the 3-dimensional version of the same model at
horizontal scales of 200-1000 km? results in an increase in the error by more
than three to about 35%.

With the available data base therefore, for a large lake such as Lake
Ontario, the chlorophyll verification status of the model ranges from an

-5 -



average 10% error at the whole lake scale to 50% at the local embayment scale.

The status of the model was also described in terms of the relative
error across all availables, i.e. the pooling of the relative error of all
segments, months and variables. The resulting distribution of error repre-
sents a single measure of all of the variables simultaneously and provides a
simple and direct answer to the question of model credibility across all
state variables, locations and months,.

Figure 5-2 summarizes the behavior of the relative error for all vari-
ables for the run that performed most adequately. This figure shows the
variation of the median relative error month by month during 1972 for the
three spatial scales. At the Lake 3 scale, the average relative error (med-
ian) for the year is LL% with a peak of 60% in August. Generally, the peak
error increased to over 300% for some segments in November. For the eight
regions, the 1972 all-variable error decreased slightly to 35%. Finally,
for the whole lake scale, the average relative error is 17% indicating again
the improved performance at the larger space scales.

As a general summary then, the complex 3-dimensional model of the phyto-
plankton of Lake Ontario does duplicate the principal features and does con-
tribute to an increased understanding of the mechanisms dominating phyto-
plankton behavior. At the three dimensional scale however, the comparison to
observed datas indicates somewhat large relative errors with an overall aver-
age of about L4L5%. As one directs attention to larger regions of the lake,
the model performance. improves in guantitatively reproducing observed average
conditions. For decision making purposes therefore overall model credibility
ranges from 20% error on the whole lake scale to L45% error on the more local,
near-shore scale.
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SECTION IT
CONCLUSIONS

GENERAL

In a most general sense, it 1s concluded from this work that the appli-
cation of quantitative measures of eutrophication model performance can be
of value in describing model credibility and in diaghosing model behavior.
The use of measures of model verification depends to a considerable extent
on the available data base, which for this work, was the result of a major
effort during the International Field Year on the Great Lakes. Questions
such as "How good is the model?" may be answered therefore in a quantitative
way,1lf data are available and within the time and space constraints of that
data. As with all simply stated questions, the complexity of the answer to
model status includes the measures one uses to test model validity, the
scales of the model and its kinetic structure and the uses of the model out-
put. It is important then to quantify, wherever possible., the performance
and credibility status of phytoplankton models under as many temporal and
spatial conditions as possible.

More quantitatively, in terms of median relative error, model chloro-
phyll performance ranges from 10% error in chlorophyll at the whole scale
lake to 50% error in chlorophyll at the scale of 10-100 km? in the Rochester
embayment. Similarly, for all variables average relative error ranged from
17% to LL% for the best run. It is concluded therefore that the present
deterministic models for Lake Ontaric appear to be more applicable at larger
space scales of regional to whole lake scope. Hydrodynamic transport and
non-deterministic, stochastic phenomena appear to be the more dominant in-
fluences at the 1000 km? scale and less. The three dimensional behavior of
the lake models is qualitatively credible but quantitatively, individual
errors in chlorophyll at the 1000 km? level may often exceed 100%. The work
also indicates that there is a point of diminishing return in trying to im-
prove model status although this is not to say that an independent review
and analysis of the problem by other researchers could not result in a
"petter" model.

SPECIFIC

Fxtensive statistical comparisons between the two data sets used in
this study indicate that on a 1000 km? 3 dimensional scale over the IFYGL on
the average only about half of the places at which five water quality vari-
ables could be compared displayed no difference between CCIW and EPA., On a
regional basis, the comparisons indicate that about 8L4% of the regional
averages for the five variables showed no statistical difference. The two
data sets themselves therefore display considerable varisbility at 1000 km?
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scale. During spring bloom conditions, near shore surface (0-4 chlorophyll

levels were approximately 3 ug/f higher than open lake levels reflecting the
effect of the spring thermal bar and higher productivity in the more shallow
near shore areas.

Sensitivity analyses at the Lake 3 scale indicate that the horizontal
transport does not significantly affect the calculated distribution of
chlorophyll. Flow reversal and velocity reduction resulted in only minor
changes in chlorophyll indicating that at the scale used in the analysis,
the kinetic structure tends to dominate the calculation. Vertical disper-
silon and horizontal dispersion at the near-shore, open-lake boundary are
however important phenomena in calculating chlorophyll behavior.

For the best run in terms of chlorophyll verification, a "no statisti-
cal difference" (using a "t" test and regression analysis) between observed
data and computed output corresponds to a median relative error of 22% and a
residual standard error of 0.8 ug chlorophyll/% at the regional scale.
Therefore, it is concluded that at the regional scale 1000-10,000 kmz, the
best one could do at the present time is a relative error between observed
and computed of 20% - this error corresponds approximately to "no difference’
between observed and computed values.

!

For the Rochester embayment, the phosphorus input from the Genessee
River and municipal inputs represents only about 8% of the total input to
the embayment from the external lake boundaries. The major input is from
advective~dispersive transport entering the embayment from the west. Reduc-
tion of phosphorus loadings from the Genessee as municipal sources will
therefore have a limited effect in peak phytoplankton chlorophyll within the
embayment itself; the effect will be felt at some distance to the east. Re-
ductions of phytoplankton chlorophyll in the embayment depends to a greater
extent on reduction of nutrient and biomass fluxes from the westerly trans-
rort due principally to the Niagara input.



SECTION ITIT
RECOMMENDATIONS

It is recommended that discussions and investigation continue into the
area of useful measures to determine model credibility and verification
status. This is particularly important for phytoplankton-nutrient models in
the Great Lakes because of the high vigibility and potential utilization of
such analysis frameworks. Further such measures should also be applied to
the whole array of analyses that are used in management of the phytoplankton-
nutrient status of the Lakes including empirical analyses and analyses based
on single nutrients such as total phosphorus.

Continued investigation should be carried out to determine if improve-
ments in model status can be obtained at the more local level (10-100 km?)
scale such as Rochester embayment. This investigation would include the
determination of the relative effects of specifying a more realistic hydro-
dynamic transport regime on model performance.

Within the now quantified ability of the model to reflect the observed
data, analyses of various reductions in external nutrient loading on local
areas such as Rochester embayment should be carried out over time.

Results from future extensions to the existing model either in spatial
or kinetic detail, or results from other models of different construction
could be compared to the verification statistics of the present model to de-
termine whether a quantifiable Improvement in performance has been attained.

- 10 -



SECTION IV
INTRODUCTION

PURPOSE OF RESEARCH

A considerable effort was directed towards the observation and under-
standing of the behavior of Lake Ontario (Figure 1) during the International
Field Year on the Great Takes (IFYCGL). 7Part of that effort included the
development and preliminary application of a gimplified model of phytoplank-
ton chlorophyll for Lake Ontario, called Lake 1 (Thomann, et al., 1975;
Thomann, et al., 1976). The research reported on herein builds on that
earlier work in several stages:

a) reduction and statistical analysis of IFYGL dats using both FPA and
CCIW data,

b) ‘the implementation and detailed verification analysis of a three-
dimensional model of phytoplankton dynamics, called Lake 3, including the
development of more rigorous quantitative bases for determining the degree
of wverification,

¢) development and calibration of a three dimensional model of phyto-
plankton dynamics for the Rochester embayment of Lake Ontario,

d) determination of the statistical verification properties of the
present phytoplankton models at different spatial scales.

The thrust of these efforts is to provide additional input into the
planning process for eutrophication in Lake Ontario. Specifically, efforts
(a) and (b) provide insight into mechanisms and processes for both the near-
shore and open lake regions. The introduction of more rigorous measures of
verification provides the decision maker with at least a partial answer to
the gquestion of what constitutes a "good" model. The purpose of the
research into the Rochester embayment is to examine the behavior of a more
local scale problem where the region may be influenced by sources of nutri-
ents elsewhere in the lake system as well as discharges directly to the
region itself. The Rochester work therefore is an example of a model of a
local region embedded in the larger Lake 3 model.

SCOPE OF RESEARCH

Geographically, this report is centered on Lake Ontario and Rochester
embayment although the development of the criteria for determining verifica-
tion has application to other problem settings. The problem context is con-
cerned with explaining the temporal and spatial variability and interactions
between phytoplankton chlorophyll, nitrogen and phosphorus forms and other
internal and external factors. The measure of eutrophication is taken as
the chlorophyll level and no further species breakdown or grouping of phyto-
plankton types is attempted in this work. The spatial scale variesgs from an

- 11l -
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approximate 10 X 40 km grid for the Lake 3 model to an approximate 2 X L km
grid for the Rochester embayment. Temporally, the analysis draws on the
IFYGL data collected from May, 1972 through June, 1973.

THE VERIFICATION QUESTIONS

One of the purposes of the research is to highlight the growing need
for detailed and quantitative verification of water quality models that goes
well beyond model computation and determines measures of model adeguacy for
the decision maker. Specifically, this research is aimed at the verification
of phytoplankton-nutrient models, the number of which has increased signifi-
cantly in recent years. These models all make use of a similar underlying
deterministic framework of coupled interactive non-linear differential equa-
tions which are solved numerically in discrete space and time.

Indeed, the state of the computing art of such frameworks is advancing
rapidly and today it is no longer of great moment if hundreds of sets of
non-linear equations are successfully solved on a large computer. What is of
significance however, is whether the numerical computations are "reasonable"
representations of the real world. It is at this point that considerable
confusion results both in the realm of the model bullder and in the mind of
the decision maker. What is adequate and reasonable? Is it sufficient to
generate computed values that “"look" like what is being observed? For
example, is it sufficient that a phytoplankton model simply generate a spring
pulse which has been observed or is there a certain quantitative measure that
must be introduced to determine not only that a spring pulse is calculated
but that its magnitude is correct in some sense? One of the principal ques-
tions addressed in this research is: "What criteria might one use to deter-
mine the adequacy of the model?" Tt appears that unless a detailed examina-
tion of the comparison of the model to observed data is carried out, there
is no rigorous way of Judging the adequacy of the computation. This, of
course, assumes that a data base exists with which to carry out a verifica-
tion analysis. There may be situations where this is not possible; as for
example in projecting phytoplankton conditions in a reservoir that is not
vet in existence. Such a problem context is not considered here. This
research is aimed at detailed verification, where possible, so that the
credibility and utility of a modeling framework are established under sev-
eral statistical tests.

Further, such statistical tests, as will be seen, provide a means for
determining the scale over which a model may be applicable. That is, do the
present deterministic kinetic structures apply equally well over all spatial
scales from local near-shore scales up to open-lake scales?

The research reported on herein is complementary to work also being
completed on similar questions of verification related to the long term
(10 year) behavior of phytoplankton models of Lake Ontarioc. The results of
both of thege efforts will therefore provide information on model credibility
over a range of temporal and spatial scales.

- 13 -



SECTION V
DATA ANALYSIS AND VERIFICATION PRCCEDURE

THE LAKE ONTARIO MODELS

The basic model used in this research is a three-dimensional version of
an earlier model of two vertical segments (Lake 1). The three-dimensional
model, called Lake 3, is constructed to provide additional spatial detail on
the behavior of the phytoplankton-nutrient interactions. The basis of the
Lake 3 model and additional information on its background is given in
Thomann, et al., (1975). The spatial configuration of the computational
grid used for Lake 3 is shown in Figure 2; 67 segments are used. As noted,
five vertical layers are used and an attempt has been made to capture near-
shore phenomena by a ring of segments around the periphery of the lake ex-
tending scme 10 km from shore. These near-shore segments have horizontal
spatial dimensions of about 10 km X 40 km.

The kinetic structure of the model has been reviewed and discussed pre-
viously (Thomann, et al., 1975) and includes linear and non-linear inter-
actions between eight variables:

1) phytoplankton chlorophyll

2) herbivorous zooplankton

)} carnivorous zooplankton

) non-living organic nitrogen (particulate plus dissolved)

) ammonia nitrogen

) nitrate nitrogen

) non-living organic phosphorus (particulate plus dissolved)
) "available" phosphorus (usually orthophosphate).

Co~3 O\ W

Parameter specification for the model was originally determined on two bases:
(a) values from the literature on such factors as saturated phytoplankton
growth rate, zcoplankton grazing rates etc. and (b) calibration of Lake 1
model to a 4 year (1967-1970) composite of open-lake data. As discussed
below, this parameter set formed the first basis for the verification of the
Lake 3 model using the IFYGL data base. Extension of the original lLake 1
kinetics have also been incorporated to represent additional phytoplankton-
nutrient interactions such as silica limitation by diatoms.

Data analyses and summaries and comparisons to calculated values from
the Lake 3 model were also conducted using segment aggregations into "near-
shore" and "open-lake" regions and by various aggregations with depth (e.g.
0~17T m, 17-50 m). These results provided an intermediate spatial scale of
comparison.

- 1k -
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Finally, as mentioned previously, a preliminary model of the Rochester
embayment was constructed to examine interactions between the lake and a more
local area. The various spatial scales that result from Lake 1, Lake 3,
aggregated Lake 3 output and the Rochester embayment model are displayed in
Figure 3. As indicated, the overall analysis discussed in the research
extends from some 10-100 km? to 13,000 km? or some three orders of magnitude
in spatial scale.

VERIFICATION ANALYSIS FRAMEWORK

For the 67 segments of Lake 3 and eight dependent variables, 536 non-
linear equations are integrated in time for a maximum period of 1k months. A
time step of .08 days is used throughout and solution is accomplished on a
CDC 6600 and requires some 63K of storage and about 1 hour of equivalent main
frame computing time. The model is relatively large and for any one run gen-—
erates some 100,000 numbers. The analyst attempting to absorb the behavior
of such a model faces a formidable, indeed almost impossible task since atten-
tion can only be directed towards certain portions of the model (either in
variable or physical space). Furthermore, since the various portions of the
model are so interactive, adjustments to improve the model in one region may
result in an undesirable change in another region. Therefore, a strategy for
determining the behaviocr of the model and its verification status must be
developed. Figure b4 shows the flow diagram adopted for the analysis of the
Lake 3 model. The procedure begins by a processing, editing and sgtatistical
analysis of the IFYGL data base including segment and regional summaries and
plots of all data. Similarly, for a given model run, the model output is
processed, edited; summary statistics and summary plots are generated. The
data and model are then merged, overplots produced and various statistical
tests are applied to the data and model information set. Finally, verifica-
tion scores and overall summaries of the '"goodness" of the model run are pre-
pared.

Reduction of the IFYGL Data Base

The principal source of data for this work is that collected by the U.S.
and Canada during the IFYGL. Water quality data were obtained by EPA for the
U.S. and the Canada Centre for Inland Waters (CCIW) for Canada. Other agen-
cies such as National Oceanic and Atmospheric Administration (NOAA) obtained
data on physical properties and behavior of the lake such as water tempera-
ture and hydrodynamic circulation.

The IFYGL water quality data base is resident in the storage and re-
trieval system (STORET) of the EPA and contains approximately 200,000 obser-
vas, encompassing 75 water quality parameters and includes the U.S. and
Canadian data. The latter data set is from the O0PS cruises and does not
necegsarily include all Canadian data collected during IFYGL. For chloro-
phyll, the Canadian data were augmented using other so-called "temperature"
crulses of CCIW. This data base is the most complete set of observations
obtained to date on Lake Ontario and containg a wealth of information on the
dynamics of the lake. Data statistics are generated for volumes of the Lake
corresponding to the segmentation of the Take 3 model. Given the approximate
monthly sampling interval of the IFYGL cruises, mean and variance statistics
over a segment and over a month are used. ZFach cruise station is assigned to
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a model segment so that within a month a given segment may have been spatially
sampled up to 4 times. After the segment statistics are generated for the
various water quality parameters of interest, a display package is accessed

to generate microfilm or paper plots of the parameter statistics versus time.

The STORET data base is accessible to the user, through program packages
for standard retrievals and menipulations of the data set is large (2 x 10°
observations) an approach had to be formulated that would facilitate the
sizable reduction task. Recognizing that the reduced statistical data set
would be used on a different computer system (CDC 6600) and the need to accom—
plish the data reduction in the shortest time possible, such an approach is
a necessity.

The scheme was carried out for each of the 67 segments and a total of
over 200 data reduction runs were made., Bach segment required three reduction
runs since a maximum of elght parameters per run could be made and twenty
variables were reduced per segment.

The first step was to prepare decks which described the segment volumes.
Each volume was defined using a latitude/longitude polygon with depth con-~
straints. The STORET program Mean was used to generate the segment statis-
tics; monthly mean, standard deviation, number of observations, and the maxi-
mum and minimm values. Since the output from Mean is fixed and the results
were to be transported to the CDC 6600 via data cards, manipulation of the
output file was necessitated. The EPA operating system contains an online
interactive text editor named Wylbur, Using Wylbur and its limited macro
capability, text editing module programs were developed that reduced the
output from 140 to 80 characters per line and eliminated all extraneous lines
of information. This compressed data set was then punched and therefore, was
in a form processable by the CDC 6600. A Fortran program was written to
manipulate this data into the format required by the verification analysis
and graphic display programs. The result of this effort was an IFYGL data
set of monthly statistics for twenty variables collected by the EPA for 67
segments for the period May, 1972 through June, 1973. A similar procedure
was followed for the CCIW OOPS cruise data set in STORET. Both data sets
were kept separated to permit statistical comparisons.

A graphical display program was also written in Fortran to display the
temporal variation of the parameters. Monthly means plus or minus one stan-
dard deviatlon are displayed. The graphical output of this program can be
routed either to paper or microfilm. The use of microfilm for both graphical
and printed output has proven to be of immense utility when dealing with
large scale problems such as Lake Ontario and is to be recommended. Figure 5
shows a typical output for EPA data and segment No. 21. Data coverage varied
spatially and temporally for different variables and for the EPA and CCIW
data. Figure 6 indicates the temporal coverage of the cruises during IFYGL
and Figure 7 shows the spatial coverage of the sampling stations for both
data sets. Figure 8 compares the two sets for chlorophyll in terms of the
percent of the total 67 segments at which statistiecal comparisons could be
made. Most other water quality variables had similar coverage. As these
figures indicate, during May-November, 1972, temporal and spatial coverage
was generally good for EPA data and averaged about 80% of the segments.
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The CCIW data has less spatial coverage principally because of a lack of
samples at lower depths and because of the reduced horizontal coverage as
shown in Figure Tb. Also, CCIW dsata were not collected during August, 1972.
After November, 1972 however, both data sets are significantly reduced in
coverage with the exception of the April and June, 1973 surveys.

Observation Statistics

In addition to data reduction by individusl Lake 3 segment, reduction
was also accomplished using aggregrated segments as delineated in Figure 9.
As shown, eight averaging regions were used where the horizontal dimension
is divided into "near-shore and open-lake". The data for each segment with-
in gach region were volume averaged to obtain a regional average. Therefore,

if Xijk = observed mean for variable i, segment j and month k, then
N
- L o=
LV, (1)
J
where (%..) 1is the volume averaged concentration for region m and W is the

ik'm
total number of segments contained in region m.

The volume averaging of concentrations over a number of segments also
introduces several additional statistics, e.g. the average variance between
segments within a region. Therefore, there are various statistics that can
be computed from the cbserved data in addition to mean value statistics.
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a) The within-segment varisnce for variable i, segment j and month k
is given by

n,
J
)X -2
2 _r=1 e - X7 88, (o)
ijk n,-1 n,-1
dJ J
where n. = the number of points for segment j. This is the first variance

computed in the data reduction phase and (x _ts)i.k represent the output
shown in Figure 5. J

b) The standard deviation of the observed segment mean (used for ver-
ification purposes as discussed below) is given by

Sz= s//n_j— (3)

This standard deviation is also called the standard error of the mean.
c) In some instances, this latter variance is volume averaged to pro-

vide an estimate of the average within segment standard error for a region.
Therefore,
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is used as a measure of regional average intrasegment variance.

The gquestion of the volume averaging of the standard errors of segument
means for regional statistics is a complex one. Issues of spatial and tem-
poral correlations between samples within segments and from segment to seg-
ment preclude a ready assumption of independence. Therefore, an equation
such as: :

5 ZV2 ) 2 (5)

(2) %

=2 1
s

while easily obtained from variance considerations requires the assumption
of uncorrelated standard errors. It can also be seen that this equation
results in a reduced regional standard error approximstely proportional to
the inverse of the number of volumes used in the region. Thus, if

for N volumes in the region. This result does not appear physically realis-
tic since it indicates that the regional mean of the standard errors can
decrease rapidly if the number of aggregated volumes increases. It is for
this reason, that in the absence of a more detailed correlational analysis
in space and time of the data, Eq. (4) is used. Tt is recognized that Eq.
(4) may not be statistically rigorous and, as such, it is considered solely
as an estimate of the unknown appropriate standard error.

Indeed, a more basic issue might also be addressed; namely, is the
regional average within-segment standard error (no matter how it is esti-
mated), the proper variance to use in a regional testing of means? One
might argue that perhaps the variance of segment means from the overall vol-
ume weighted mean should be used. This results in an estimate of the seg-
ment-segment variance.

d) The variance between segments means within a region is estimated
for variable i and month k from
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This estimate therefore represents the variability of each segment mean from
the overall regional volume averaged mean.

e) The total variance of the individual samples could also be estimated
from the volume weighted sums of squares of deviations, SSj, i.e.

SSp = N 88 __ (7)
where L.V, ss,
S = Jd_J
aver % Vj

for a given averaging region. (It should be noted that one might also elect
to welght the sums of squares by the square of the volumes for dimensional
consistency). The total variance of all samples within a region is then
estimated by

55 N XV, SS,
J J

T W -3 vj(z n,-N)
Z (n.-1) J
j=1 *

A1l of the estimates of variance will not necessarily balance in the
usual sense of a classical analysis of variance due to the volume averaging
procedure. As working estimates however, some insight can be gained by com-
paring the different variances as measures of relative variability on differ-
ent spatial scales.

As a general rule in this report, Eq. (3) is used for segment-segment
analyses and Eq. (4) is used for regional (near-shore, open-lake) type of
analyses. Use of Eq. (L) for regional statistical testing, as will be seen,
is a more rigorous test than Eq. (6).

Verification Statistics

In the lower path of Figure L, the continuous Lake 3 model output is
alsoc processed to generate monthly mean values by segment, month and vari-
able. A merge of data and model output is then accomplished, computer gen-
erated plots of theory and data are prepared for the analyst and a verifica-
tion program (STAT) is then accessed for testing the behavior of the model
and for preparation of verification statistics and scores. TFigure 10 shows
a typical plot (redrawn) as generated from one of the runs for segment #21
and shows the overplot of the theory and the observed data. (The model out-
put shown in this figure is not averaged by month; model peaks therefore will
be reduced in the averaging procedure).

Several simple tests comparing model ocutput to observed data have been
constructed. The first is a test of the difference of means. Thus, let

X.., = observed mean and c,., = the comparable computed mean. Then
ijk ijk
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is the difference of the calculated and observed means where the triple sub-
script has been dropped. This difference is assumed to be distributed as a
student's "t" probability density function. The differences of means is
therefore assumed to be normally distributed. A check of this assumption

for the total phosphorus on the regional level indicates that the differences
are approximately normal. For phytoplankton chlorophyll, the distribution of
differences is approximately normal down to differences of about 0.12 ug/
where the distribution skews. Thisg would indicate that for chlorophyll a log
or other transformation of differences might be more appropriate. However,
in this work, such a transformation was not made although the behavior of the
statistics under transformed differences should be further explored.
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a Qoo:::ié;;a&t:::ii:lztj g oo uxz = R L
0 243 487 728 243 487 728
TIME, days TIME, days

Figure 10 Typical merge of model output (solid line) and data

The test statistic is given by (Wine, 196L, p. 263).

e (10)
d
where s= is the estimated standard deviation of the difference of the means

and § is the true difference of means. The quantity S3 is

2 2,1 1 -
52" = 85 (=— + =) (11)
d P nl n2

, Ex, -7+ I -7)°
for sp = z L , & "pooled" variance.

nl + n2 -2

In this latter equation, c_ represents the computed output at a scale finer
than the actual grid and therefore represents one portion of model variance.
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That is, the determination of the model variance would include a computation
at a smaller grid to attempt to model spatial variance. The use of larger
grids as in Lake Ontario obviously permits only a single computation for
each segment. ZHEstimating the variance at a finer spatial scale therefore
would regquire a computation of significantly greater size than used in this
work.

An additional component of the computed variance would include uncer-
tainties in model input (temperature, transport, dispersion) as well as sys—
tem parameters (growth rates, grazing dynamics, etc.). The determination of
the total model variance would therefore require a number of sensitivity runs
at several time and space scales. Such a computation was not considered
feasible for this work. However, if it is assumed that the computed variance
(essentially unknown) is at least equal to the observed variance, then

- 2 52

d n

s =1.01 S—=1.01 5 (12)

j vn, *
J J

Note that sz represents the standard deviation of the differences of means
and at maximum for nj=2 is equal to s, the gample standard deviation for a
segment. For all values of n,>2, sa<s. Now, under the null hypothesis:

§=0, there is a critical 5} 5; which delineates the region of rejection of

the hypothesis and is given by
_=+ -
dc —-tcsd (13)

where tc is the critical t value from & student's "t" distribution for a

given probability of making a Type I error (Wine, 1964, p. 631). The normal
procedure would be to compute s=z, look up tc for the number of degrees of

freedon, nj—l, calculate E; and check if _E;<Eka;. If so, one fails to

reject the null hypothesis that 6=0 and would conclude that there is no sig-
nificant difference ‘between model and observed means. In order to simplify
the procedure and to avoid a continuous table loock-up, it was assumed that
tc=2. The number of observations making up a monthly mean varied somewhat

from segment to segment. TFor chlorophyll and for total phosphorus, the
approximate median number was about five observations per month-segment;
(approximately U43% were below 5 and 52% above 5 measurements). For values
of nj of about 5, this corresponds to a total probability of 10% of making a

Type I error, i.e. falsely rejecting the null hypothesis, or a confidence
range of about 90%. Therefore,

T =428 =10.02 5=+ 228 (11)

C - X ‘/E

and the computed value d is tested against this critical difference. The mul-
tiplier on SE can be treated as a parameter and as such would represent a
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range of uncertainty on model variance. Thus if this variance were assumed
zero, then the lower bound on the critical difference is

_ +2s
dc = — (1ka)

%

The distribution of d and the critical regions are shown in Figure 11. As
indicated, if -E;<Ekae the model is considered verified (for that variable,

segment, month) and a verification score of V=0 is given. (A similar pro-
cedure is followed for the testing of regionally aggregated means except
that volume averages are used throughout and s= is given by Eq. (L)).
. m

A positive value of the verification score V indicates an overestimate
of the mean while a negative value of V indicates an underestimate of the
mean. The V score is one measure of the degree to which the model deviates
from the observed data given the temporal and spatial variability within a
month and segment. More precisely, V iz the extent to which the analysis
has penetrated into the region of rejection of the null hypothesis. Of
course, all the caveats of the application of such statistics apply, espe-
cially the chance (unknown) of making a Type II error (that the null hypo-
thesis is not rejected when it should be). The V score is given by

= El < Kl
Vijk 0 for ldijkl d, (15)
= El — El q > El
Vijk dijk dc for d dc _(16)
= _— el _-—- > __—
dijk +d, for -d d, (17)

Another simple measure that may be used i1s the number of segments in a given
month that have a V score equal to zero. Therefore, let

Kijk = 1 for Vijk = 0.

A score defined as the S5 score for variable 1 and month k is therefore given
by

n
5, = E Kijk/n , (18)
where n is the total number of segments where a V score can be computed,
either for the entire lake or for just certain vertical layers or regions of
the lzke (as for example, near shore vs. open lake). The score then simply
represents the fraction (or percent) of segments that "passed" the verifica- .
tion test V=0. ©Since up tc perhaps 10 varisbles are analyzed in this veri-
ficatlon analysis, an overall aggregated S score can also be computed. Ver-
ification of all variables may not be of equal concern. For example, one
may be willing to accept a lack of verification of ammonia nitrogen for the
lake but may be particularly concerned about say, total phosphorus and
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chlorophyll. Therefore, a series of weights, Wi’ where Zwi = 1, can be

assigned to each variable i representing the relative importance of each var-
iable. The aggregated score for month k is then given by

rn
Sk =X LW

3wk, /() (19)
i

K. .
ivig
where r is the number of variables that passed a "t" test of V=0 for month k.
It should be noted that not all segments and variables can be tested at each

month, so that r and n are functions of the data availability for month k.

Regression Analyses

An alternate perspective on the adequacy of a model can be obtained by
regressing the calculated values with the observed values. Therefore, let
the testing equation be

x=0+ Bc + ¢ (20)

where 0, and B are the true intercept and slope respectively between the cal-
culated and observed values and € is the error in x. The model equation (20)
assumes, of course, that ¢, the calculated value from the phytoplankton model
is known with certainty which is not the actual case. With Equation (20),
standard linear regression statistics can be computed, inecluding

a) The square of the correlation coefficient, r?, (the % variance
accounted for) between calculated and observed and the associated
F statistic to test the significance of the computed r?

b) Standard error of estimate, representing the residual error
between model and data

c) slope estimate, b of B and intercept estimate, a of a

d) Tests of significance on the slope and intercept. In this work,
the null hypothesis on the slope and intercept is given by

B=1 and o = 0.
Therefore, the test statistics

b1 and a/s
s a

b

are distributed as student's t with n-2 degrees of freedom. The variance of

the slope and intercept, sé and s; are computed according to standard formu-

lae. A two-tailed "t" test is conducted on b and a, separately, with a 5%
probabllity in each tail, i.e. a critical value of t of about 2 provides the
rejection limit of the null hypothesis.

Regressing the calculated and observed values can result in several
situations. Figure 12 (b) and (c) shows that very good correlation may be
obtained but a constant fractional bias may exist (b<l, b>1); also Figure
12 (a) indicates that poor correlation may be obtained with slope = 1 and
intercept = 0. Finally, Figure 12 (d) indicates the case of good correla-
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tion may be obtained with slope = 1 and intercept = 0. Finally, Figure 12
(d) indicates the case of good correlation but for a > 0 a constant bias may
exist. Evaluation of r?, b and a together with the residual standard error
of estimate can provide an additional level of insight into the comparison
between model and data.

Relative Error

An additional simple statistical comparison is given by the relative
error defined as

e = _LX_:j_L (21)

X

for each variable, segment or month. Various aggregations of this error
across regions were also calculated and the cumulative frequency of error
over months or segments is also computed. The difficulties with this sta-
tistic are its relatively poor behavior at low values of x and the fact that
it does not recognize the variability in the data. 1In addition, the statis-
tic is poor when x > ¢ since under that condition the maximum relative error
is 100%. As a result, the distribution of this error statistic is most
poorly behaved at the upper tail. Nevertheless, if the median error is con-
sidered, this statistic is the most easily understood comparison and provides
a gross measure of model adequacy. It can also be especially useful in com-
parisons between models.
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SECTION VI
ANALYSTS OF OBSERVED IFYGI, WATER QUALITY DATA

GENERAL IFYGL CONDITIONS

Meteorology-Hydrology

Philips (1974) has described the weather during the data-gsthering per-
iod of IFYGL as "cold, stormy and dull". Precipitation was generally heavy
and above normal (every month had an above normal number of days of precipi-
tation). Hurricane Agnes arrived on the scene early in the Field Year during
June 20-25, 1972 and caused extensive flooding. BSolar radiation during the
period April, 1972-March, 1973 was slightly above normal for only two months
(April—May, 1972). TFor all other months, solar radiation was below normal,
sometimes averaging a 25% decrease. Philips (197h) gives a complete review
of all these conditions and a detailed energy budget is presented by Elder
et al. (1974). Figure 13 compares the weekly heat storage measured by Elder
et al. to the five year average monthly flux. The runoff during IFYGL is
illustrated by the flow from the Niagara and Genesee rivers (Figure 1k).

The Niagara flow was generally at the highest levels for the period of
record; 5% of time, average annual flows for 1860-1972 were greater than
235,000 cfs. The transient inflows in the smalier tributaries during Hurri-
cane Agnes and the rapid decline in flow during August and September are
indicated by the flow of the Genesee River shown in Figure 14. Much of the
"high frequency", day to day and week to week fluctuations in inflow will,

of course, have only localized effects and will not significantly affect lake
wide water quality.

Nutrient Inputs

A review of the tributary sampling program conducted during IFYGL is
given by Casey and Salbach (1974) and Hydroscience (1976) has prepared esti-
mates of nutrient inputs for the years 1967-TL. These results indicate total
phosphorus loadings at about 87,100 1lbs/day (39.5 mt/day) for 1972 and
83,200 1bs/day (37.8 mt/day) for 1973. The principal difference between
years appears to be the uncontrolled runoff from tributaries. As Casey and
Salbach (197k) have pointed out (along with many others), the estimate of the
tributary load depends significantly on the frequency of water quality samp-
ling. The estimates do not include atmospheric inputs.

The nutrient inputs assumed for each shore-baged segment of the Lake 3
model are summarized in Table 1.
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TABLE 1

Assumed Nutrient Inputs (IFYGL) by

Lake 3 Segment

Phosphorus(1bs/day) Nitrogen(lbs/day)
Segment Wo. Less Available Available Less Available NH_-N NO_-N
(see Fig. 2) {Digs-ortho P) 3 3
1 435 803 1550 3754 717
2 751 17kho 2567 25556 1672
L 4323 9312 16154 48303 4575
5 9652 2179 5041k 11279 63408
6 73 10 13k 30 171
9 2199 291 19984 1086 8054
10 8 1 48 11 61
13 25 ) 164 37 209
17 5287 4190 22415 12Lhhp 22171
21 35 > 33 i L2
23 320 LY 1516 341 1932
26 201 1029 13610 4280 17843
31 33962 4499 1638L47 36533 206195
TOTAL 57271 24116 2092466 143659 327050

STATISTICAL ANALYSIS OF WATER QUALITY DATA

Water Temperature

The temperature regime of the Lake during IFYGL forms an important var-—

iable for two reasons:

a) the use of temperature as a "tracer" variable

indicating lateral and vertical mixing and b) as a key exogenous driving
variable for the behavior of lake phytoplankton and zooplankton and for tem-
perature mediated bacterial decomposition and recycling kinetics.

The temperature data base used herein utilizes two principal sources.
The first source was bullt up from the NOAA BT data file which was randomly
read at different times of the year and for each of the segments of the Lake.
A series of straight line approximations over time of year were then applied
to the data and a straight line temperature function constructed for each

segment of the Lake.

Figure 15 shows several of these functions.

Data from

the transects as given in Stadelmann and Fraser (1974) were alsc incorporated

where possible.
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however, it was found that such data tended to overestimate surface tempera—
tures, 1n some instances, by several degrees and were not representative of
the 0-4 m layer as used in the Lake 3 model.

The second source of data is the CCIW O0OPS data contained in the STORET
system. These data were retrieved, assigned to Lake segments, and segment
statistics were computed as described previously (see Section IV, Observa-
tion Statistics). For this data source, both monthly means as well as stan-
dard errors could be computed in contrast to the first data source where
only monthly means were computed.

The results of volume weighted averages of the NOAA water temperature
data set, using various aggregation schemes are shown in Figures 16-18.
Figure 16 shows the temporal variation for several vertical layers and for
the 0-17 m layer, the near-shore and open-lake averages are also displayed.
It appears from these data that the thermal bar effect was more pronounced
_during May-June, 1972 than during the comparable period for 1973. As shown
in Figure 16, the difference between near-shore averages and main lake aver-
ages for 0-17 m in May-June, 1972 was about 3°C as opposed to an average
difference of about 1°C during May-June, 1973. The near-shore surface layer
cooling in the fall of 1972 is also evident. Further, the Lake apparently
was completely mixed by about December, 1972.
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Figure 16 Volume-monthly averaged water temperature (NOAA-BT data)
during IFYGL
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These points are further illustrated in Figures 17 and 18 which show
the three dimensional temporal behavior of the water temperature. Note, for
example, the differences between the near-shore - open-lake lateral tempera-—
ture gradient in May-June, 1972 and for a similar period in 1973. The May,
1972 data clearly show thermocline development in the near-shore region with
the open-lake at near homogeneous vertical temperatures. Also, a persistent
lateral gradient exists at the 17-50 m layer between the near-shore regions
and those of the open lake. A wvertical gradient of several degrees continues
to exist in November 1972 but by the following month, the lake is essentially
vertically well-mixed. This condition is modified during winter conditions
to reflect the classical inverse temperature gradient until April 1973 when
near-shore heating begins to develop a thermal bar difference of about 0.7°C.
Surface temperatures in June, 1973 were several degrees higher than the year
earlier and as noted, the degree of lateral temperature stratification is
somewhat less.

Pickett (1976 a, 1976 b) has also provided an extensive review of the
buoy and tower network temperature dats and in general, his review provides
similar results. However, the spatial coverage of the network makes it 4if-
ficult to resolve near-shore and open-lake gradients over segment monthly
means.

The CCIW set was also volume averaged using the 67 segments of the Lake
3 grid and comparisons were made between both sets. The raw CCIW data per-
witted calculation of the volume mean standard error for each month and for
the aggregated data set. This variation is shown in Table 2 which indicates
that. for the 0-17 m layer, the average standard error of the segment mean
temperature is about 1.0°C for both near-shore and open-lake segments. TFor
the 50-150 m layer, the standard error is about an order less or 0.1°C. The
time variability of this standard error shows the greatest spatial fluctua-
tions during July and September. The standard error therefore indicates that
the segment means would be expected to lie between the observed mean i_2°C,
95% of the time on average. The segment means may vary then over about a
L4O°C range although it should be recognized that during the winter months, the
standard error 1s considerably less and averages less than 0.2°C,

Table 2 also compares the absolute value of the difference between vol-
ume welghted mean of the NOAA-BT data set and that of the CCIW data set. In
general, for 0-17 m layer, this mean difference is about 2°C and for the 50-
150 m layer, about 0.3°C. The general trends in the data are, of course,
similar but the CCIW data tended to be higher than the BT data especially
for the surface layers.

Figure 19 shows a statistical comparison of these two data sets of water
temperature using the verification statistics discussed as part of Egs. (13)-
(16) and assuming the CCIW standard errors to be applicable to both sets. It
is quite surprising to note that segment to segment comparisons indicated
that only 33% of the segments on average showed no difference between the two
data sets. This appears to indicate that there is a sufficient degree of
temporal variability (within a month) and spatial variability (within a seg-
ment) to prevent a more accurate assessment of mean segment temperatures.
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PERCENT SEGMENTS WITH NO DIFFERENCE

TABLE 2

VARTATION OF TEMPERATURE SEGMENT MEANS AND DIFFERENCES
BETWEEN TEMPERATURE DATA SETS

Temperature {°C)

0-1T m 0~-17T m
Near Shore Open Lake - 50-150 m

Average1 Std.

Error of CCIW

Segment Means? 1.0 1.0 0.1
Abgolute value

of Difference

Between NOAA-RT

Means and CCIW

Means?! 3 2.1 1.9 0.3

1. Averages over months of May, June, July, September,
October, November, 1972.

2. From Eq. (3)

3. Volume average

BETWEEN NOAA AND CCIW

100% = NO DIFFERENCE BETWEEN TEMPERATURE
100
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Figure 19 Comparison of CCIW and NOAA (partial)
water temperature data
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TABLE 3

SECCHI DEPTH & 1% LIGHT DEPTH ANALYSIS
NEAR SHORE, OPEN LAKE

(CCIW DATA)

Average Average
Near Shore 1% Light Open Lake 1% Light

Secchi Depth(m)(l) Depth(m)(g) Secchi Depth(m) Depth(m)

April, 1972 6.5 (1.2) 15.°7 8.2 (1.3) 14.8
May, 1972 4.6 (2.0) 11.1 9.1 (1.2) 22.0
June, 1972 3.2 (0.8) 7.7 7.0 (2.3) 16.9
July, 1972 2.4 (1.1) 5.8 3.8 (1.0) 9.2
September, 1972 2.2 (0.5) | 5.3 2.2 (0.5) 5.3
October, 1972 3.7 (1.0) 9.0 5.1 (1.0) 12.3
November, 1972 4.8 (0.3) 11.6 6.2 (0.9) 15.0
Average(L-11/72) 3.9 9.4 5.9 - 1k4.3
January, 1973 3.6 (1.3) 8.7 6.6 (0.8) 16.0
February, 1973 h.5 (1.2) 10.9 5.6 (1.7) 13.6
March, 1973 b7 (1.1) 11.h 5.7 (1.5) 13.8

(1) No. in ( ) = std. dev. (volume weighted)

(2) 1% light depth = 2.42 (Secchi Depth)
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Figure 19 also indicates that the comparison is significantly improved on a
near-shore open-lake average basis. This improvement is due principally to
the averaging procedure which smooths out segment variability.

One concludes from this analysis that even a variasble such as water tem-
perature, fundamental to the phytoplankton model, can only be specified on a
segment to segment basis within limits. Overall, these limits are about
1-2°C for segment-monthly means in the epilimnion.

Transparency and Turbidity

Analyses of the data bases for Secchi disk depth (m) extinction coeffi-
cient (m !) and turbidity (FTU) are shown in Figure 20 and Table 3. The
negr-shore - open~lake gradient in extinction coefficient during May, 1972
are clearly indicated in Figure 20(a) and is also reflected in the turbidity
contours for the same month. The data for October, 1972 turbidity show
marked lateral variations probably from near-shore river discharges. Table 3
further indicates these near-shore - open-lake variations where during the
period April-November, 1972, the difference in Secchi depth averaged about.

2 m. This difference in water transparency undoubtedly is a result of near-
shore phytoplankton growth and discharges of organic and inorganic particu—
lates.

Chlorophyll "a"

An important measure of the eutrophication status of Lake Ontario is
assumed to be the chlorophyll "a" (corrected) concentration in the water col-
umn. Accordingly, a considerable effort is expended to analyze the behavior
of this variable; first, as observed during IFYGL and then through use of the
Lake 3 model. The EPA STORET data base which includes both EPA and CCIW OOPS
cruise data 1s used as the primary data source. The CCIW data were asugmented
to include chlorophyll data collected during the so-called "Temperature"
cruises.

In general, on a segment to segment gpatial level, the data are highly
variable as measured by the standard error of the mean and only under various
averaging schemes does any definitive structure emerge. Figures 21, 22 & 23
illustrate this point.

Tigure 21 shows the June, 1972 EPA and CCIW data plotted for three
layers where the contours have been drawn using the monthly segment averages.
Directing attention first to the EPA contours, it is seen that there is a
rich structure in the chlorophyll surface especlally in the upper two layers.
The effect of near-shore preferential growth is noticeable along the south
shore. However, if one contrasts the EPA contours with the CCIW data, a
somewhat different picture emerges. (It should be recognized however, that
the density of southern near-shore stations in the EPA data is considerably
greater than that of CCIW). The comparison provides a first indication of
the spatial "patchiness" that may occur in the chlorophyll data.

Figure 22 shows the August, 1972 and June, 1973 chlorophyll contours

based on EPA data. The August data show a general reduction of chlorophyll
levels from June with still a near-shore - open-lake gradient and maximum
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levels at O-4 meters. The June, 1973 data are of interest as a contrast to
the data of a year earlier shown in Fig. 21. Such a comparison reveals a
distinctly different pattern in June, 1973 from that of June, 1972. Pro-
nounced lateral and vertical gradients (for 0-17 m) are not evidenced in
1973. The chlorophyll levels of the lake do not appear therefore to be
"repeating" from year to year when viewed on the segment-segment level of
resolution.

If however, the data are averaged using segment volume weights, a more
consistent picture results as shown in Fig. 23.. This figure shows the aver-
age chlorophyll for June, 1972 and 1973 for CCIW and EPA and for a 0-1T7 meter
depth average and a near-shore, open-lake average. The means plus and minus
one standard error (Eq. 4) are given. The EPA, CCIW comparison in June, 1972
is now very good. The near-shore mean difference is only 0.5 ug/% within a
standard error of about + 1 ug/%. A similar situation prevails for the open
lake data although here the CCIW mean exceeds EPA mean by about 0.5 ug/%.

The averaging therefore appears to indicate that the two sets are comparable
only when viewed on an aggregated level, but differ significantly when com-
pared on a segment level.

Fig. 23 also shows an open-lake difference between June, 1972 and June,
1973 means of 0.3 ug/%, a relatively small difference. The near-shore dif-
ference of means between June, 1972 and June 1973 of almost 2 ug/fL indicates
the diversity in the two months as noted above. (The standard errors in
either case however, indicate no statistical difference between the two
months). The averaging therefore leads one to conclude that for the open-
lake, June, 1972 and 1973 are similar but that June, 1973 near-shore chloro-
phyll levels are somewhat less than those of 1972. The reason for this is
apparently due, in part, to the lack of any significant development of a
thermal bar in June, 1973 (See Fig. 17).

Figs. 21-23 illustrate the hazards of drawing detailed inferences from
contoured data of the phytoplankton chlorophyll data. Also, the two data
sets for June, 1972 while different on a segment scale, appear similar on a
scale of near-shore vs. open-lake. Other months however behave quite differ-
ently as discussed more fully below. Further synthesis of the observed
chlorophyll data is achieved then by averaging the data over different ver-
tical and horigzontal spatial scales.

Figures 2L4-26 show the temporal variation of the 0-Ub m layer average
and the 0-17 m average: and the vertical structure of the chlorophyll. The
EPA data shown in Fig.2h indicates a broad spring peak of greater than 6 ug/e
for the near-shore and about 4-5 ug/% for the open lake. Peak values tend
to occur during June-July. The data tend to show an August decline followed
by a subsequent second peak in September. A general decline during the fall
then occurs. The difference between near-shore and open-lake is 1-3 ug/f on
average and tends to persist through most of the growing season until about
October. For O-4 m the open-lake spring levels are somewhat lower than the
September-October levels. The effect of averaging over 0-1T7 m can also be
seen in the decreased August values and increased September values over the
0-4 m levels. This is a result
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 Figure 2l Volume-monthly averaged chlorophyll "a" - EPA data.

of the vertical gradients in chlorophyll over the 0-17 m depth.

Figs. 25 and 26 show the vertical structure of the phytoplankton chlor-
ophyll data of the EPA. (Standard error bars are eliminated in this figure).
The surface inhibition is evident in May-July, 1972 and again in September
and October where maximum chlorophyll levels of up to 8 pg/f are observed in
the 4-17 m layer. The near-shore - open-lake gradient also appears to per—
sist into the 17-50 m layer which may reflect the temperature gradient in
that layer (see Figs. 17 and 18). The unusually high values of chlorophyll
in February and March, 1973 are quite different than the March CCIW data. A
qualitative comparison of Figs. 25 and 26 with the temperature structure
shown in Figs. 17 and 18 indicates the significant effect of the temperature
regime and the associated horizontal and vertical dispersion.

The general pattern of a spring peak, midsummer decline and fall peak
follows that of earlier years. However, the open-lake spring peak during
IFYGL of 5 ug/f in June is lower than previcus years, when average peaks gen-
erally ranged from 7 to 9 ug/% (Thomann, et al. , 1975). Further, the spring
peak tends to occur at different times apparently depending on environmental"
conditions in any one year.
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The winter data shown in Figs. 24-26 indicate significantly higher val-
ues than recorded previously. The mean values of 2-h4 ug/f are twice as high
as in earlier years and significantly different than CCIW data collected
during the same period (see Fig. 27). It is unfortunate that only limited
data were obtained in May, 1973. The absence of lakewide data during that
month preclude statements about spring chlorophyll conditions during 1973.
Figure 27 shows similar averages for the CCIW data. Here the absence of

E 0—4-METER AVERAGE E Q OBSERVED DATA *1SE
4 8r
x or I/ﬁ
NEAR SHORE § 3

Q. ’ ™
2 r i \ ;
o oL S oren LAkE i ~
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z
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l—
=
< 8r
Ef 6 ‘ !
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> a4l EQ‘
a &5 \
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0

JTEmtAaTmt g Ty TaTsT o NI Dl T eI M AT My
1972 1973

Figure 27 Volume-monthly averaged chlorophyll "a'" - CCIW data.
(OOPS and temperature cruises).

August, 1972 data is significant since one cannot tell whether a bi-modal
pattern occurred in the CCIW data. A casual inspection of Figs. 27 and 24
indicates a tendency for higher values in the CCIW data. For example, in
July, 1972, CCIW near-shore, 0-4 m mean is about 8 ug/f in contrast to an
EPA mean. of about 6 ug/%.- Table 4 and Fig. 28 provide some further compari-
sons between the two data sets.

Table 4 indicates that for O-4 m and from May-September, 1972, CCIW data
is generally higher than EPA data. However, for L-1T7 m, near-shore, CCIW
data is always less than FPA data in some instances by significant amounts of
greater than 2 ug/%. TFor the open-lake, CCIW data is consistently higher
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than EPA until September and in July reached a maximum difference of means of
almost 3 pg/f. This is almost a 50% difference in the two means. The March,
1973 data indicates a substantial difference of about 100% between the two
data sets, with EPA means of 2-4 pg/2 and CCIW means of less than 2 ug/%.
Because CCIW data did not extend to depths greater than 50 m, the whole lake
CCIW mean during the growing season is biased by the lack of data at the
deeper depths.

A regression analysis comparing the two data sets averaged over the var-
ious regions of the lake gave the following:

CCIW Chlor. (ug/f) = 0.37 + 0.94(EPA Chlor., ug/%)

with an r2 = 0.65 and a residual standard error of estimate of 1.7 pg/f. The
two sets therefore correlated well with each other (both hypothesis of slope
= 1 and intercept = 0 are accepted) although the residual error is quite
large and amounts to almost 50% of the mean.

Figure 28 shows the variation in the within-segment standard error. of
the mean (volume weighted, Eq. 4) for the 0-17 m, near-shore data. The
seasonal variation in this statistic is evident with average values during
the growing seasons of 1.5-2.0 pg/f. Winter values of ug/% are indicated.
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Tigure 28  EPA and CCIW chlorophyll variations O-17 m, near shore;
(a) Mean, (vol. averaged) (b) within-segment std. error
(vol. averaged). ’

- 56 -



The standard error of the mean of 1.5 Ug/f indicates that for average segment
values of 6 ug/%, the "true" mean may be expected to lie in the range from 3
to 9 pg/f with 95% confidence. With standard errors of 1.5-2.0 ug/% during
May-September, on a statistical basis, many of the differences in Table 4 are
not significant. The July, October, November and March conditions do appear
significantly different however with the most significant difference in
March, 1973.

Figure 29 shows a comparison between the variation within a segment and
the variation from segment to segment for 0O-4 m and near-shore and open-lake
regions (Eq. 4 and 5). As seen, the gradients around the near-shore "ring"
are significant and average about 2-3 pg/% or about 40-50% of the overall
regional mean. For the open lake, the segment-segment variation of the means
averages about 1-2 ug/2 or some 30-50% of the open-lake mean. These compari-
song of variability indicate in a general way, that the variance within a
10 x 40 km grid is somewhat less than the variance on a scale of about 100 x
400 km.
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52 \
Z P prmm—
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) e ,/\ <
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=
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e
>
I
“ 0
J'FIM'A‘MIJIJ]AISIOIN plJ'Fimialm!
1972 1973

Figure 29 Comparison of within-segment and segment-segment variability
in chlorophyll, EPA data.

Figure 30 summarizes the comparisons between the two data sets and indi-
cates that on a segment-segment comparison, approximately 60% of the segments
agreed with each other. ©Note that, for example, for June, 1972, less than
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50% of the segments showed no statistical difference between the two data
sources. This is a guantitative expression of the obvious qualitative dif-
ference shown in Fig. 21. On a regional basis, however, the comparisons are
favorable and average 93%. As indicated previously, similar results were
obtained through regression analyses between the two data sets.

The comparisons lead one to conclude that for the chlorophyll data dur-
ing IFYGL, some significant differences do exist on the segment spatial scale.
The general behavior of the data is however similar, as for example., in the
sustained gradient between near-shore and open-lake biomass levels and peak
values in June-July and September. The differences in mean values of several
ug/% chlorophyll must however be recognized especially in the verification
analyses discussed later,

Zooplankton

The data base for the zooplankton compartments in Lake 3 is that of
MeNaught et al. (1975) and is reviewed in some detail in that report. For
fixed stations on each cruise (June—October, 1972} zooplankton species and
density (number/m®) for various depth intervals were available. A total of
27 species were identified by McNaught et al. (1975) and were assigned, in
this work, to either herbivorous (Zooplankton #1) or a carnivorous (Zooplank-
ton #2) group. Table 5 shows this assignment. Dry weights and carbon con-
centrations for each specie were estimated. Log means and log statistics of

TABLE 5

ASSIGNMENT OF ZOOPLANKTON SPECIES TO
ZOOPLANKTON GROUPS

Zooplankton Zooplankton
Species Group (1) Species Group (1)

1. Eubosmina coregoni H 15. Tropocyclops prasinus C

2, Bosmina longirostris H 18. Calanoid copepodites H

3. Bosmina (unknown) H 19. Diaptomus minutus C

4, Daphnia galeata H 20. Diaptomus oregonensis C

5. Daphnia retrocurva H 21. Diaptomus sicilis C

6. Daphnia longiremis H 22. Limnocalanus macrurus C

8. Ceriodaphnia H 23. Furytemora affinis H

9. Chydorus spaericus H 2Lh. Polyphemus pediculus H
10. Holopedium gibberum H 25. Alona H
11. Cyclopoid Copepodites c . 26. Diaphanosomna C
12. Cyclops bicuspidatus C 27. Diaptomus siciloides C
13. Cyclops vernalis C

(1) H = herbivorous group, #1
¢ carnivorous group, #2

1
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the numbers of organisms was then performed and converted to mg/f for each
segment and month. Since the depth interval reported by McNaught et al.
(1975) was slightly different than the segment layering of the Lake 3 grid,
the assignments in Table 6 were used. Any sums of numbers across species
groups that were zero were taken as .0001 in computing the log means. All
numbers were corrected for net efficiency as suggested by McNaught (1975) and
shown in Table 6. :

TABLE 6

DEPTH INTERVALS, SEGMENTS AND EFFICIENCY
CORRECTIONS FOR ZOOPLANKTON DATA

Assigned Net

Depth Lake 3 Depth Efficiency

Interval (m) Segments Interval (m) Correction
0-5 1-26 0-5 1.67
5.10 -0-10 1.67
10-15 2752 0-15 1.88
15-20 0-20 1.88
20-25 0-25 2.13
25-30 53-62 0-30 2.13
30-40 0=k 2.13
40-50 0-50 2.21
50-100 0-100 2.21
100-150 63-65 0-150 2.21
150-200 66-67 0-200 2.21
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Figs. 31-33 summarize the results of this data reduction to the Lake 3
grid. As noted by McNaught et al. (1975) peak zooplankton production
occurred in August, 1972 and the population declined rapidly thereafter.
This is shown in Fig. 31 which represents the open-lake volume averaged
data. The substantial vertical gradient in both zooplankton can be noted
where for the herbivorous group, a vertical gradient of about 0.1 mg C/L can
be noticed during the peak month. The total zooplankton carbon in the sur-
face layer reaches a maximum value of about 0.2 mg C/% and about 0.05 mg C/%
for the L4-17 m layer. Figure 32 shows the spatial distribution of the her-
bivorous zooplankton group during August, 1972. The horizontal "patchiness"
is clear and the rapid decrease of zooplankton with depth is seen. During
this month, it is interesting to note that there is no clear near-shore -
open-~lake gradients except in the Toronto region.

The variability in within-segment and segment-segment data for the
0-17 m average is shown in Fig. 33. During August, 1972, segment-segment
standard deviations ranged upwards of 0.1 Ug C/&. This can alsc be seen
from the contour plots of Fig. 32 which indicates almost a one order of mag-
nitude range in zooplankton carbon over the 0-17 m open-lake region. This,
of course, then reflects the averaging over the 0-17 m depth interval.

HERBIVOROUS @
0.10 - zoorLankTON
NO. 1

CARNIVOROUS ZOOPLANKTON NO. 2

0.05 \ 4—717 m

[
0—4m
\\\\ 4—17m
2
,g/” ¢ ==

TaltmtyTyTaTsTo
1972

ZOOPLANKTON, mg C/I

1972

Figure 231 Zooplankton carbon, 0-4 m and L-17 m, open lake volume
averaged (Data from McNaught, et al., 1975).
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groups, 0-17 m open-lake averages (Data from McNaught,
et al., 1975).

The data given in the Appendix and summarized in the figures therefore
indicates a peak of some 0.2 mg C/f% total zooplankton carbon for O-4 m in

August and a standard error between segments of about 0.07 mg C/% or 40% of
the regional mean.

Phosphorus

The Lake 3 model as described in Section IV incorporates two forms of
phosphorus: available phosphorus for phytoplankton growth and unavailable
phosphorus; the latter form including both detrital phosphorus and intermedi-
ate dissolved forms. Total phosphorus in the water column can be computed
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from these forms and the phosphorus equivalent of the phytoplankton and zoo-
plankton. The question of the degree to which various phogphorus forms in
the input can ultimately contribute to phytoplankton growth is a difficult
one and the subject of continuing research. This review of the observed
phosphorus IFYGL data is therefore directed as much to an elucidation of each
of the key phosphorus forms as it is to presenting the data for comparison

to the Lake 3 model.

As will be seen, the phosphorus data as collected by the EPA is, in
some instances, at consgiderable variance with that of the CCIW. Within the
EPA data set itself, difficulties were encountered, specifically the erratic
behavior of the dissolved orthophosphate phosphorus (DOP). For example,
throughout 1972, the DOP is often simply reported as .00l mg/% and average
values never exceeded 3.5 pg/%. Boyd and Eadie (1977) in their review of
the two data sets have expressed similar concerns over the dissolved ortho-
phosphate data. Figure 34 illustrates one of the difficulties with the phos-
phorus data in this case, the total phosphorus (TP). The EPA contour plot
for June shows considerably higher near-shore total phosphorus levels than
CCIW but lower open-lake concentrations. It should be recalled (Fig. 7) that
the spatial coverage of the 00PS cruises was somewhat limited and consider-
ably more data from the U.S. near-shore region is represented in the EPA data
set.

Figures 35 and 36 show the TP and TDP for 0-17 meters near-shore vs.
open-lake and for the two data sets. The comparison between mean values for
all layers is shown in Table 7. The EPA near-shore TP data is generally
higher than that of the CCIW but both tend to indicate a lateral gradient
throughout the sampling period. The EPA gradient between near-shore and the
open-lake ranges from 5-10 g P/L for total phosphorus. Since a similar
sustained gradient does not exist for the TDP (except for May, 1972) the high
near-shore values are almost exclusively due to particulate P forms. The
CCIW TP data shows some seasonal variation with winter increases of some
5 ug P/%. A substantial difference occurs between EPA and CCIW in the TDP
data during October-December, 1972 where the latter data set rises to 15 ug/f
in November as opposed to the EPA values of about 7.5 ug/L. Figure 37 shows
the vertical structure in the DOP, CCIW data and indicates some near-shore -
open~lake variability but principally indicates the surface layer decreases
due to phytoplankton growth. The DOP therefore shows the general uptake by
the phytoplankton during the spring and summer months. Minimum values for
this data set occur in September, 1972 and the lake returns to vertical homo-
geneity by January, 1973.

Figure 38 is a further comparison of the variability of the two data
seteg. The top figure shows the within-segment standard error of the mean for
the 0-17 m open-lake region calculated from Egq. (4). The lower figure shows
the standard deviation of the segment means (Eq. 5). In general, EPA data
are more variable both on the within-segment scale as well as the segment-
segment scale. The EPA standard deviations exceed CCIW by about 2 ug P/%
during 1972 and by as much as 10 ug P/R in the spring of 1973. The lower
figure is particularly interesting since it indicates a degree of in-homo-
genellty in the open-lake region and therefore reflects the presence of open—
lake gradients of about L-6 ng P/% of total phosphorus. The comparison of
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DEPTH INTERVAL, m
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whole lake averages is shown in Table 7 and Fig. 39 and with the exception
of May, 1972, the mean of both data sets is within 1_6 vg P/&. TFor an
overall annual mean of about 20 ug P/& this represents a + 25% difference,

a not inconsequential difference. Table T displays the differences across
several averaging levels and shows a maximum difference of 29 ug P/% in the
0-4 m near-shore layer. In most cases, the near-shore EPA data exceeds that
of CCIW and again reflects the more extensive data in that region. It is,
of course, impossible, at this stage, to distinguish real sampling differ-
ences from biases due to individual laboratory techniques. As shown by
Robertson, et al. (1974), the CCIW and EPA labs differed in their measure-
ment of a replicate ILake Ontario sample by as much as 20 ug P/R (EPA>CCIW)
in September, 1972 and for a four month test differed by an average 3 ug P/%
(CCTIW>EPA).

Given these differences, some general conclusions can however be drawn
from the observed phosphorus data. First, near-shore - open-lake total
phosphorus gradients of at least 5 ug P/{ appear to persist for a substan-
tial part of the year and is principally of the particulate form. Whole
lake averages range from 17 to 24 ug P/ and near-shore values for the 0-17
m depth interval exceed 30 ug/% during September-October, 1972. Standard
errors of the mean near-shore total phosphorus data range from 2 to 9 ug
P/%.

CCIW MEAN—EPA MEAN

1

30 —
25
O

o--g 0\5{3
20 — “O==8= ~

/ \~g/0 o ~0” o ’O/ o
o

WHOLE LAKE TOTAL PHOSPHORUS, ug/
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10 —
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5 0O CCIW DATA
0
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Figure 39 Comparison of EPA and CCIW whole lake mean, total phosphorus
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Figure Lo Variation in nitrogen components, EPA data, 0-17 m volume-
monthly average.

Nitrogen

Figures 40-42 show the behavior of several components of nitrogen during
IFYGL over different averaging regions; Fig. 40 for the EPA data set and Fig.
L1 for the CCIW data set. As noted in the former figure, the uptake of
nitrate nitrogen results in minimum values during August with an increase in
nitrate to 0.2 mg/% during the full overturn. This is in general agreement
with Fig. b1 although the CCIW data shown in that figure indicate substan-
tially lower nitrate levels during May, June, July and September. A compar-
ison between the two data sets is shown in Table 8. Both data sets show
maximum values of ammonis nitrogen of 0.02 mg/f which differs significantly
from earlier 1967 data (Thomann, et al. 1975) which showed maximum values of
greater than .05 mg N/{ of ammonia.
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The vertical distribution of the nitrate nitrogen data are shown in Fig.
42. Some evidence of early uptake of nitrogen in the near-shore region dur-.
ing May is evident. (However, the differences between the CCIW and EPA data
sets should be recalled). It is interesting to note the substantial vertical
gradient during the summer months where for example, in July, O-4 m NO3-N
open-lake levels are about 0.07 mg/L but are at a level of 0.2 mg/% in the
4-17 m depth interval. The comparable CCIW data show O-4 m concentration of
.01 mg/% ana 4-1T7 m concentration of 0.03 mg/%. These latter values and
similar values in September would indicate some limitation on phytoplankton
growth due to low nitrogen levels. DNitrate nitrogen concentrations of about
0.25 mg/% in the waters from 50 m to the bottom provide a long-term nutrient

pool.
Silica

Silica is an important nutrient for diatoms and represents a means of
examining the behavior of this phytoplankton group. The first version of
Lake 1 did not include this variable, but later extensions (see Section VIII)
incorporate the kinetic uptake of silica and its effect on growth of the
phytoplankton. TFigure 43 summarizes the dissolved silica data from the CCIW
data set and indicates that thls variable may influence phytoplankton growth

especially during June-July. During this time, values reach levels of 0.1
mg Si/% and less which is at levels reported as half saturation constants.
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Figure 41  Variation in nitrogen components, CCIW data, 0-17 m volume-—
monthly average.
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NITRATE NITROGEN, mg/I
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DISSOLVED SILICA, mg Si/!

The differences between the near shore and open lake regions are interesting:
in the spring, near-shore silica values are about 0.2 mg/% less than the open
lake, whereas in the fall, near-shore values are about 0.1 mg/% greater than
the open lake. Thig dynamic difference is probably a reflection of near-
shore diatom flowering in the spring and overspreading the entire lake by
July. The fall difference appears to reflect a sustained diatom gradient
between the open lake and near-shore. The data shown in Fig. 43 are used in
the extended kinetic framework of the Lake 3 as discussed in the latter part
of the next sectlon.
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Figure L3  Volume-monthly averaged dissolved silica, CCIW data.
DISCUSSION

An overall measure of the comparison between the two data sets is given
by Figure 4L which displays the total number of segment-—variables by month
for which there was no difference between the two sets. The Figure follows
Eq. (18) for equal weights of the variables: chlorophyll, total phosphorus,
total dissolved phospherus, NHi; and NO3z. As shown, on a segment-segment
basis, 53% of the segment-variables showed no statistical difference, i.e.
on the average about half of the places at which the five variables could be
compared displayed no difference between CCIW and EPA. On a regional basis,
the comparisons indicate that on the average about 8L4L% of the regional aver-
ages showed no statistical differences.
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Figure LYy Overall statistical comparison of EPA and CCIW data sets.

One concludes from this compilation of data that the basic seasonal
trends in the principal Lake Ontarioc variables are as previously described
(Thomann, et al. 1975), i.e. a bi-modal variation in phytoplankton chloro-
prhyll, a simple seasonal peak in zooplankton and decreases 1o near-limiting
levels of phosphorus and nitrogen. However, these trends become apparent
only after aggregations and averaging over regions of the lake. Any one seg-
ment of the lake appears considerably more erratic. Furthermore, the degree
of agreement between the EPA and CCIW data sets 1s somewhat marginal at best
as 1llustrated by the fact that on a segment-segment comparison level for
chlorophyll, only 60% of the segments agreed statistically. During one month
(October, 1972), only 40% of the segments showed no statistical difference in
thelr mean values between the two data sets. On the other hand, in regional
comparisons (e.g. near-shore - open-lake), agreement improved to 95% between
the two data bases for chlorophyll.

The results also tend to indicate a relatively high degree of variabil-
ity in all data both within a segment and from segment to segment within a
region. Values of standard errors of the mean for most of the key variables
averaged some 25-50% of the mean. This kind of statistical variability is
undoubtedly a reflection of the cruise schedules and station density both of
which result in "gaps" in the data over both time and space. In sampling
water bodies of the size of Lake Ontario, little can be done to substantially
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reduce these gaps. What can be done however is to recognize the kind of var-
iability that this data analysis indicates and to interpret single cruise
data, crulse transect data, single station data and similar types of analyses
with caution.

From a verification analysis point of view, the analyses of the observed
data as summarized in this section introduces some real problems. Since the
two data bases agree only within about 50% on a segment scale, it indicates
that at that scale, the data may not be of sufficient density in time and
space to provide a godd basis for comparison to calculated output. On a
regional scale however, the data sets generally do agree and aggregated Lake
3 output can then be statistically compared to the observed regionally aver—
aged data. The analyses of the observed data also indicate that the more
prudent course of action is not to merge the two data sets but to compare
model output to each of the data sets separately. The next section then
explores the verification of the Lake 3 model given the observed data analy-
sis with associated variability.
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SECTION VIT
VERIFICATION ANALYSIS OF LAKE 3

INTRODUCTION

The purpose of this Section 1s to present in some detail, the results of
comparisons of the observed IFYGL data to the Lake 3 model. Within this gen-
eral. purpose, there are several other objectives:

1. To provide a quantitative verification of Lake 3 using as a starting
basis, the kinetics of the earlier whole lake model.

2. To show the sensitivity and behavior of Lake 3 as compared to the
observed data variability during IFYGL.

3. To highlight the need for quantitative verification of three-dimen-
sional eutrophication models.

The degree of credibility of the analysis framework will obviously
deperid on how well the model represents the real world. The preceding sec-
tion has reviewed the IFYGL data base and has shown that the variability of
the data on a segment-segment level is quite high and that only when suitable
spatial averages are computed does the observed data show any consistent
structure. Further, it was shown in the last section that the two primary
data sources, the EPA and CCIW dats often do not agree and in a number of
instances, disagree markedly. The analysis of the credibility of the Lake 3
model must therefore recognize the inherent difficulty in even specifying
observed conditions. The tests given in Section IV incorporates the varia-
bility of the observed data in testing the validity of the model.

The basic philosophy underlying the use of the term "verification" for
the analyses presented here proceeds from the earlier work of Thomann, et al.
(1975). That work was a "second level" calibration of a whole lake model to
a set of data representing an average of four years of observations. (The
basic model had previously been applied in other water bodies, but not large
lakes). Using that work as a starting point, the verification analysis is
conducted using an independent data set (the IFYGL data) and expanding into
three dimensions. The procedure then is to utilize an earlier calibration in
a different setting and determine how well the Lake 3 model "holds up.”" Fur-
ther explorations beyond this point are then carried out to explore different
kinetic variations to further improve, if possible, the verification status
of the Lake 3 model.

Simons (1976) has reported on a similar analysis of the basic kinetics
in a 3~dimensional model using CCIW data. That analysis, however, was re-~
stricted to a single set of kinetics. This work as indicated earlier ex-
plores model credibility at various spatial averaging schemes and quantita-
tilvely analyzes the resulting model comparisons to observed data. Additional
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analyses have also been carried out for the Rochester embayment.

Average temperature, incoming solar radiation, nutrient inputs and river
inflows were used in the earlier work. A kinetic structure was postulated
(based on applications in estuarine systems) and Lake 1 model output was com-—
pared to the observed (1967-70) data. The same kinetic structure was initi-
ally employed in this work under both IFYGL conditions and average conditions
using the Lake 3 model segmentation. A number of runs were computed and the
results of the verification analysis have therefore been compiled into three
phases representing the approximate chronological order of the investigation.

Phase I: Preliminary phase - a) Sensitivity analysis of Lake 3 to gen-
eral Lake circulation, b) comparisons of Lake 3 to the IFYGL data using both
average (non IFYGL) input and gradual inclusion of some IFYGL conditions.

Phase II: Complete incorporation of IFYGL conditions, specifically
solar radiation, water temperature, nutrient inputs and vertical and hori-
zontal dispersion - Lake 1 kinetics and parameter values are used throughout.

Phase III: IFYGL conditions, but with variations in the parameter wval-
ues and changes in the kinetic structure.

Table 9 is a summary of the principal Lake 3 runs and does not include
all of the various runs that were made under a variety of problem situations.

The difference between Phase I and Phase IT runs provide indications of
the degree to which average envirommental conditions impact the model results.
The sensitivity of the Lake 3 model to the temperature and dispersion struc-
tures and other inputs peculiar to IFYGL can therefore be explored given the
Phase I results.

Within Phase I, a series of runs were made, each of which incorporated
more of the actual IFYGL environmental conditions. For example, Run #3
incorporated IFYGL initial conditions as measured in May, 1972 by the EPA
together with IFYGL solar radiation and temperature data. Phase II, given
by Run #4 represents inclusion of as much of the IFYGL conditions as could
be incorporated with the exception of an IFYGL advective transport regime.
Therefore, for the given kinetic structure of Lake 1, Run #L represents the
"best" test of the verification of the Lake 3 model, since it includes IFYGL
environmental conditions as input without any change in the Lake 1 model
kinetics and parameter values.

The runs of Phase III are intended to show some logical extensions in
the development of the Lake 3 model and incorporate various changes in the
kinetic structure and parameter values.

The following sub-sections review the results of the verification ana-
lysis of the Take 3 model.

PRELIMINARY PHASE T
Sensgitivity of Lake 3 Model -~ Lake Circulation

The Phase I effort is aimed at further understanding of the behavior of
the model under several different conditions on key model components. One
of the components that is often considered critical to a large lake model is
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the specification of the general lake circulation, i.e. the net advective
transport. As noted previously, for the Lake 3 model the general circulation
is externally inputted from observed data and one might ask, "How sensitive
are the water gquality computations to changes in the Lake circulation"? Some
effort was therefore devoted at thisgs stage to testing the behavior of the
model, specifically the phytoplankton biomass (although all variables were
considered) to changes in the flow regime. Several runs were made using
average temperature and solar radiation conditions and Lake 1 kinetics to
provide some insight into this gquestion. 1In the initial run, the “best esti-
mate" of the flow regime was inputted. Fig. 45 shows the interfacial veloci-
ties used in this circulation regime and represents a synthesis of observed
currents and other information prior to IFYGL. The sensitivity of the phyto-
plankton calculations was estimated by running the model under: a) a rever-
sal of velocity direction by 180°, D) all velocity magnitudes set to zero and
¢) all velocity magnitudes set to 0.1 of velocities shown in Fig. 45. The
vertical and horizontal dispersion regimes remained the same during each run.

The results of the sensitivity of phytoplankton in the O-4 m layer and
for the spring bloom are shown in Fig. 46. These results are expressed as
the difference between a sensitivity run and the base condition or "correct"
flow run. Figure 46 (a) shows that the effect of flow reversal for the Ilake
as a whole is relatively small (the effect at the exit end to the St. lLawrence
is a boundary effect and not entirely representative of the actual sensitiv-
ity). At most, the difference is about 0-2 ug/L during the spring bloom.

The effect of the zero flow case (Fig. 46 (b)) is however considerably more
significant especially for Segment #5, the entrance of the Niagara River.

The substantial buildup in that segment is due to a lack of advection out of
the segment. Only dispersion is acting to decrease concentrations at the
location. Elsewhere throughout the lake however, the effect is less although
st11ll significant. It should be recognized however that this zero flow case
represents a most severe sensitivity test since it assumes that the Lake is
motionless throughout the entire year.

Fig. 46 (c) indicates that at velocities equal to 1/10 of the base case
velocities, the chlorophyll values do not differ significantly between the
two cases. Note that even a small amount of advection considerably modifies
the results in Segment #5, the Niagara River segment. The results of these
sensitivity runs to lake circulation indicate that for the lake as a whole,
on scales of about 10 x 40 km, errors in horizontal circulation magnitude and
direction do not appear to significantly influence chlorophyll levels and
indicate that system kinetics and time variable vertical dispersion effects
are of generally greater importance.

Initial Comparison Runs

As shown in Table 9, the first two runs of the Preliminary Phase I,
simply used average (non-IFYGL) conditions for the Lake, and provide a basis
for determining the degree to which the Lake 3 model depends on the actual
IFYGL conditions. Run #1 uses January initial conditions as given in the
earlier work. Run #2 uses January initial conditions where the total phos-—
phorus was reduced 5 Ug/L. Run #3 is intended to indicate the change in
results 1f observed May, 1972 conditions (as observed by EPA) together with
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the 1972 solar radiation and 1972-T3 temperature are included. Run #3 presum-
ably then represents a better run in the sense that the initial conditions

are chosen from the observed data. But, these runs do not yet represent the
"full" inclusion of IFYGL conditions.

Not all segments had equal amounts of data and in some cases, significant
data gaps existed for various months. Figure 47 shows a typical comparison
for phytoplankton for Segment #16, Run #1. EPA data are used in the Figure.
The gaps in the record can be seen as well as the region of no statistically
significant difference between model and observed mean (Eq. (14)) and the
monthly differences between model mean and the observed mean. "Insufficient
data" indicates that the variance of the sample mean could not be computed due
to only one sample in the segment. The range of the no difference region is
significant and as shown is as much as i_h ug chlorophyll/%. The application
of Egs. (15) to (17) would therefore lead to V scores of zero for months such
as July to a maximum overestimation of 3.7 ug/% in June.

Computations such as represented in Fig. 4T are carried out for each seg-
ment so that the comparison can also be examined spatially. A typical result
for Run #1 and June, 1972 conditions is shown in Fig. 48 which indicates the
region of the Lake where the run verified observed data and those regions
where the model overestimated the segment mean.

Figures 49 show comparisons between the three runs of the Preliminary
Phase I and the EPA phytoplankton data using spatial averaging on to eight
sub-regions of the Lake 3 model. As shown, for Run #1, the phytoplankton
chlorophyll is overestimated in both the 0-4 m and 0-1T7 layers. Run #2 with
reduced phosphorus initial conditions appears to do considerably better. Run
#3, does poorly again in the O-4 m layer but does well.in the 0-17 m layer.
However, one of the purposes of this report is to quantitatively describe the
behavior of Lake 3 compared to observed data. Therefore, using the simple
statistical comparisons given in Section V, a more quantitative comparison
can be made. TFigure 50 shows the % of segments that were verified by the
phytoplankton output from the model under two averaging schemes. Thus, for
Run #1, June, 1972, 46% of the 63 segments at which a comparison could be
made between observed and computed monthly phytoplankton were verified by the
model using an approximate 5% chance of a Type I error. TFor the phytoplankton
chlorophyll in Fig. 50, the segment-segment comparison indicates an average
level in 1972 of about 50-60% verification with a noticeable downward trend
toward the fall of 1972. Verification is poor in winter of 1973 and reflects
the high values of chlorophyll reported by the EPA for that period in contrast
to the CCIW data. It can also be noted that the inclusion of observed May,
1972 initial conditions did not substantively improve the verification level.

When the verification is compared on the basis of the eight averaging
regions of the Lake, Fig. 40 (b), the verification improves considerably in
1972 but not in the winter of 1973. On this spatial averaging level, the in-
clusion of May, 1972 conditions did improve the verification and for 1972,
Run #3 using the eight regions averaged 84% verification, i.e. about only one
region out of the eight did not verify in 1972. The winter 1973 picture is
quite poor and reflects model inability to capture a winter "bloom".
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Fig. 51 shows that when six variables are included in the verification
scheme and a segment-segment comparison is drawn, that again 40-60% verifica-
tion is achieved in 1972 and lesgs than that in 1973. The downward trend is
not as obvious in contrast to the phytoplankton verification.

These runs in the Prelininary Phase indicate that the segment-segment
verification average about 50% while the averaging over eight regions in-
creases the verification level by an additional 30-40%. These runs are com-
pared to the EPA data. This is the first indication that the Lake 3 model
verification is poorer as the spatial definition is refined and performs well
only at a larger spatial averaging than the 10 x 40 km grid. The gquestion at
this point then is, "Can improvement be obtained by including more of the
actual IFYGL conditions?" The Phase II run was therefore constructed to pro-
vide an in-depth verification analysis of the Lake 3 model using the Lake 1
kinetics and IFYGL conditions. The results of that analysis follow.

PHASE II - "FULL" IFYGIL, VERIFICATION ANALYSIS

The basic input data representing IFYGL conditiomns of solar radiation,
riverflow, nutrient inputs and water temperature have been discussed pre-
viously in Section VI. As noted there, straight line approximations to each
of these variables were used and input was prepared for each model segment,
where appropriate.
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Determination of IFYGL Dispersion

The next step in the analysis was to obtain an estimate of the horizontal
and vertical dispersion regime during IFYGL. Accordingly, water temperature
as observed during IFYGL was used as a tracer variable to determine sn esti-
mate of the appropriate dispersion regime. As noted previously the sensiti-~
vity of the model solutions to the advective transport regime is relatively
small on the scale of the Lake 3 model segmentation.

Kullenberg, et al. (1973, 1974) have reviewed the horizontal and verti-
cal dispersion in Lake Ontario during IFYGL and have correlated dye disper-
sion tests to several external driving forces such as wind, speed, vertical
shear in the horizontal current and the vertical density structure. During
stratification, a range of 1-10 cm?/sec in the vertical dispersion was esti-
mated - about a factor of four lower than for the open ocean. Based on the
formulation of Kullenberg et al. and recognizing that the mean monthly wind
speed and current structure are relatively constant (within the spatial and
temporal averaging in this analysis), the principal effect on the vertical
dispersion arises from the vertical temperature structure. Figures 15
through 18 of Section VI have detailed the observed temperature structure
during IFYGL. Using Kullenberg et al. (1973, 1974) as a starting point, a
horizontal and vertical dispersion regime was postulated and a verification
analysis using the IFYGL data was performed.

The associated comparisons of the calculated mean values to the observed
data is shown in Figure 52. As shown, the verification on the near-shore,
opeu-lake spatial scale is excellent. It should also be recalled (See
Section VI, Water Temperature) that the statistical comparison between the
two temperature data sets of CCIW and NOAA indicated a poor comparison on a
segment to segment level, but an excellent comparison on the near-shore open-
lake spatial scale. The dispersion regime that resulted in the output of
Fig. 52 was then used in subsequent runs together with actual temperature
data (not computed) for various segments throughout the lake as described in
Section VI.

Results

Figure 53 shows the near-shore, open-lake comparison of the computed
chlorophyll levels to observed data from Run #4, (Table 9). Calculated val-
ues were generally higher than observed for the 0-L m depth average were
closer to the observed data for a 0-1T7 m average. The spring peak is too
high although comparisons appear more favorable, when compared with the CCIW
data. The 1973 winter conditions are not verified due to the use of kinetics
that reflect growth of plankton at more elevated temperatures. The spring
bloom in 1973 is also overestimated by Run #4. A rigorous statistical com-
parison indicates that this run is not substantially different from the first
three preliminary runs indicating that on the whole the inclusion of more
representative IFYGL conditions did not materially affect the results. For
example, the segment-segment average score was 55% (for 1972 data only) and
the eight segment average was about Th%, both scores of which are similar to
the earlier runs. Results for the various nubtrients were also similar to the
earlier three runs. A series of regression analyses were also conducted on
Run #b4 between calculated and observed values following Equation 19 and some
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results for chlorophyll are shown in Fig. 54. The regression for the June
data is over all. epilimnion segments and shows that the model did not predict
the spatial variations. This is true even though only about 6 weeks of pro-
totype time had elapsed since the assignment of initial conditions directly
from observed data. Approximately only 20% of the spatial variability in the
data were accounted for by the model. There is an obvious greater range and
variability in the observed data from segment to segment than is forecast by
the model. The residual standard error is about 2 ug/L. The calculated
slope of 0.5 indicates the model consistently overestimated the data. Median
relative error for the chlorophyll was about 40% for 1972. TFigure 5Lb shows
the regression analysis for the eight averaging regions, for 1972 data only
and for both 1972 and 1973. For the first case, almost 80% of the variabil-
ity was captured by the model but the slope of about 0.6 indicates that the
model overestimated the data from month to month. Median relative error was
sbout 30%. The inclusion of the 1973 data significantly worsened the situa-
tion due to the winter data of 2-6 ug/f which was not generated by the model.

These results therefore indicate that at best, with the available data,
Lake 1 kinetics and IFYCL conditions that 50-60% of segment-segment chloro-
phyll could be verified and 75-85% of regional averages could be verified.
Further improvement in the verification statistics was therefore sought by
changes first in the model parameters and then in the basic model kinetic
structure.

PHASE IIT - REVISED KINETICS AND PARAMETERS

The preceding analysis indicated that in general calculated values were
higher than observed especially in the upper layers and are generally lower
than observed winter values. Two options are open: first, adjustment of sys-
tem parameters of given Lake 1 kinetic structure and second, revision and
ypdate of the kinetic interactions and parameter values based on data and
understanding developed since the original conception of the Lake 1 kinetics.
For the first option, several runs were prepared with varying parameter val-
ues such as variable extinction coefficlent, nutrient decomposition rates and
settling rates.

Each run was again approximately similar to earlier runs with the excep-
tion of an overall settling rate of 0.5 m/day. This run, designated Run #5
in Table 9, resulted in a segment-segment chlorophyll score of 67% and a
eight region chlorophyll score of 91%, for the 1972 data only which is an
important improvement over Run #4. For all data, including the winter of
1973, the respective scores drop to 50% and 65% respectively. Figure 55 shows
the comparison of Run #5 to the averaged data and qualitatively indicates the
improvement resulting from the increased settling rate. Figure 56 shows the
computed contours for June and August 1972, Run #5. These results can be com-
pared to the observed data contours of Figs. 21 and 22. The point of course
of the entire verification analysis is to make the qualitative comparisons of
contour plots more quantitative. The median segment-segment relative error
for chlorophyll in 1972 was 27% and the regional error was 22%, both of which
represent a significant reduction from earlier runs.
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The most significant improvement was in the regression analysis as shown
in Fig. 57. These results can be contrasted to those in Fig. 5k. For Run
#5, and the eight regions, intercept and slope were not significantly differ-
ent from zero and unity, respectively, indicating essentially a '"perfect"
verification. The residual standard error is about 0.8 pg/f. Therefore, for
this run at the regional level, a "no statistical difference" between observed
and computed values corresponded to a median relative error of 22% and a resi-
dual standard error of 0.8 ug chlorophyll/%.

A single change therefore of the settling velocity significantly improved
the verification status. Segment-segment chiorophyll performance was gener-
ally improved as was the regional average performance. The five fold increase
in sinking velocity to 0.5 m/day, is to some extent a result of the finer ver-
tical grid used in the Lake 3 model as opposed to the Lake 1 model. Although
a sinking velocity of 0.5 m/day is justified in the literature, a run using
an updated kinetic system was incorporated to provide a basis for comparison
between the simple kinetic structure of Lake 1 with a more complicated kine-
tic structure discussed below.
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Iake 1A Kinetices

The Take 1A kinetics have been developed as part of eutrophication models
constructed for the Lake Huron and Saginaw Bay system and for Lake Erie
(Di Toro and Matystik, 1978; Di Toro and Connolly, 1978). A systems diagram
for the updated kinetics is shown in Fig. 58. The additional state variables
include a division of total phytoplankton chlorophyll into distom and "others"
chlorophyll compartments and unavailable and available silica.

The principal kinetic changes are as follows:

1) Use of thresheld nutrient limitation in contrast to product expres-
sions. Therefore the growth rate is limited by

[Pou-P] , m] [Si]

Min(KSp ¥ [P0, P] K+ [N] E_ + [si])

where Ksp’ K .., are the half saturation constants for phosphorus [POA-P],

K. s
sN sSi
nitrogen [N] and silica [Si], respectively.

2} Mineralization of unavailable to available forms through a Michaelis-
Menton recycle expression with chlorophyll. Therefore, the general expression
for conversion of unavailable forms is

R

[Unavaill - [Availl

for B = K eT—20 [chl-a] [Unavaill
[chl-a] + K

sPp

where K = mineralization rate € 20°C, KS = half-saturationconstant for
chlorophyll [chl-a] limitation. p

3) Several adjustments to parameters of the basic kinetics. Table 10
lists the parameter values of principal interest. In addition, some vertical
mixing was introduced across the boundary between segments 1 and 2, using the
values of vertical dispersion estimated from the Lake 3 temperature calibra-
tion. The updated kinetics were then used with the Lake 1 model geometry
(see Fig. 3) to calibrate the IFYGL data set for open lake epilimnion and
hypolimnion. The results of this calibration using the parameter values of
Table 10 are shown in Figs. 59 and 60. The principal features of the inter-
active system are properly obtained by the model. The relative distribution
of diatoms and "others" (non-diatoms) is however only marginally calculated
by the model. All chemical variable results are quite good. The verifica-
tion statistics for this calibration of the two segment model are reviewed in
Section VIIT.

For Lake 3, the updated kinetics were then inputted using the IFYGL con-
ditions and the results subjected to verification statistical analysis. The
objective of this final run was to determine whether the segment-segment ver-
ification status could be significantly improved by kinetics that presumably
represent a more complete understanding of the phytoplankton-nutrient system.
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TABLE 10. PRINCIPAL PARAMETER VALUES - LAKE 1A KTNETICS

Value
Description Diatoms Others Unilts
Phytoplankton Growth
Saturated Growth Rate @ 20°C 2.1 1.6 day_l
Temperature Coef. 1.09 1.08 None
Saturating Light Intensity 225.0 350 langleys/day
Half Saturation Const-Phos. 2.0 2.0 ug P/L
Half Saturation Const-Nit. 25.0 25.0 ug N/8
Half Saturation Const-Silica 1006.0 - ug Si/%
Carbon to chlorophyll ratio 100.0 100.0 ug C/ug chl-a
Phosphorus to chlorophyll ratio 1.0 1.0 ug P/ug chl-a
Nitrogen to chlorophyll ratio 15.0 15.0 ug N/ug chl-a
Silica to chlorophyll ratio 40.0 - Ug Si/pg chl-a
Settling rate for chlorophyll 0.2 m/day
Phytoplankton Respiration
Endogeneous Respir. Rate @ 20°C .04 0T day_l
Temperature coef. 1.08 1.08 None
Avail., fraction of respired phyto. 0.5 0.5 None
Herbivorous Zooplankton
Grazing Rate A .07 /mg C/day-°C
Half Sat. Const. for grazing limit. 10 ug chl-a/%
Half Sat. Const. for assimilation limit. 5 Ug chl-a/%
Maximum assim. eff. 0.6 None,
Respiration rate @ 20°C 0.03 day
Respiration Temperature Coef. 1.045 None
Carnivorous Zooplankton
Grazing Rate .195 L/mg C/day-°C
Respiration Rate @ 20°C 0.007 day *
Nutrilents
Unavail. Nit & Phos Minersl. Rate @ 20°C .03 day_l
Temp Coef for Nit & Phos Rates 1.08 Nonel
Unavail. Silica Mineral. Rate @ 20°C L0175 day—
Half Sat. Const for chlor. Limitation 10 ug chia/f
Settling rate of particulate forms 0.2 m/day
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Figure 61 shows the comparison of the regional average output to regional
average data as before. As indicated, the computed behavior of the phyto-
plankton is somewhat different than earlier runs due principally to the inter-
actions between the diatom and non-diatom groups. The run does not capture
the midsummer decline as well as earlier runs but does reproduce the fall
conditions. In contrast to all previous runs, Run #6 does somewhat better in
1973. However, one generally would conclude that the inclusion of the more
complicated kinetics did not markedly improve the qualitative comparison.
Verification scores and regression analyses were similar to Rum #4. Median
relative error showed some improvement on the regional basis and averaged

27%.

Overall, the results of all of these runs and verification analyses indi-
cate that the model as presently conceived performs markedly better at larger
space scales. Best performance was with the original Lake 1 kinetics but
with a settling velocity of 0.5 m/day. The updated and more complicated
kinetic structure resulted in only & marginal improvement in model verifica-
tion status. Medlan relative error in chlorophyll ranged from 22-32% on a
regional basis and 30-40% on a segment-segment basis. A more detailed dis-
cussion of these results, together with the analysis of the Rochester Embay-
ment is given in Section VIII.
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SECTION VIII
THE ROCHESTER EMBAYMENT ANALYSTS

PURPOSE AND SCOPE

The Rochester embayment is located along the south shore of Lake Ontario
" and serves as a water supply for the city of Rocheﬁter, New York (Fig. 62).
The Genesee River with an average flow of 3,000 ft~/sec., discharges into the
embayment. Phytoplankton biomass in the embayment, as indicated by chloro-
phyll a concentration, reaches a spring peak on the order of 25 g/l as com-
pared to a mean peak of 6-10 ug/l in the open lake water of Lake Ontario. A
marked phytoplankton chlorophyll a concentration gradient is also observed in
this embayment. The special characteristics of geomorphology and phyto-
plankton concentration in the embayment is one of the motivations for this
research work.

This work is parallel to the analysis of the Lake 3 phytoplankton model
of Lake Ontario. An identical three-dimensional, time variable model is used
to carry out this investigation of Rochester embayment. This model is class-
ified as a "small grid" model with spatial scale on the order of 1 x 3 km
defining the Rochester embayment. The Lake 3 model utilizes larger grids
with a scale on the order of 10 x 40 km defining Lake Ontario. Temporally,
the model is constructed to provide analysis of the seasonal changes of
plankton and nutrients.

The purposes of this analysis are: to estimate model credibility on a
smaller scale than the Lakes scale and to test the sensitivity of phyto-
plankton in the embayment to different nutrient inputs, hydrodynamic trans-
port regimes and open lake boundary conditions. The effort is therefore
directed to the problem of constructing near-shore eutrophication models
where a sizeable fraction of the model boundary:is given by open-lake
conditions.

The embayment ares is defined by segment 17 and the lower segments of
the larger Lake 3 model. Figs. 2 and 62 show the location of segment 17 in
Lake Ontario. The embayment is about 50 km long, 10 km wide and the depth
reaches a maximum of 90 meters. The vertical segmentation as shown in Fig.
63 in the embayment is identical to that of the Lake 3 model. The embayment
is divided into a grid of T2 segments in four layers; O-4 m, 4-17 m, 17-50 m
and below 50 m. The thermocline is set at 1T meters during the vertical
stratification period. The upper two layers, O-4 meters and 4-17 meters are
considered to represent the epilimnion. The distribution of available data
together with the desire to be consistent with the Lake 3 grid influenced the
selection of these depths. The boundaries between horizontal sections follow
the 17 meter and 50 meter contour lines. Segment 21 is the segment which
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ROCHESTER EMBAYMENT SEGMENTATION

Embayment Model Location ™~
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receives the discharge of the Genesee River. Since marked phytoplankton
concentration gradients are observed in the nearshore region, smaller seg-
ments were used in that region.

DATA BASE AND MODEL INPUT

The data sources for this investigation were obtained from the following:

1. Environmental Protection Agency's Water Qualilty Storage and
Retrieval System, STORET _
2. Report to the International Joint Commission on the Pollu-

tion of Lake Ontario and the International Section of the
St. Lawrence River (1969)

3. Limnological Data Reports, Lake Ontario, 1966-1969, Canada
Centre for Inland Waters, CCIW

L. U.S. IFYGL Coastal Chain Program. (1973).

The U.S. IFYGL stations in the embayment are the major data which were
retrieved from STORET. Figure 6l shows the spatial distribution of these
stations. Spatial density of sampling stations is such that some segments
contain no sampling stations which can result in difficulties during valida-
tion of the small-grid model.
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43°15° . s/ o ¢
g . 5 KM
Ngeﬁﬂ ¥ IRONDEQUOIT BAY : !
GE ROCHESTER l 2 MILE
Tigure 6L U.S. EPA water quality and coastal chain stations in

Rochester embayment - IFYGL

Segment statistics for each variable such as monthly mean, standard
deviation, etc. are complled by each segment for model comparison using
latitude/longitude polygon method. Details are given in Section V. The
temporal distribution of the STORET IFYGL data is from May, 1972 to June,
1973.

For transport and dispersion calibration, an annual time variable heat
flux function is inputted to the top layer of the embayment and is advected
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and dispersed throughout the entire body. The output is then compared to the
measured data to determine the validity of assumed transport regime. The
heat flux forcing function was taken as similar to that of the Lake 3 model
(See Fig. 13).

Water temperature data, as with the Lake 3 model, were employed in two
ways: as a tracer variable. for the calibration of the dispersion regime and
as input into-the phytoplankton model.

A marked temperature gradient is observed in the embayment. The Genesee
River's discharge has an obvious effect on themal distribution in near-shore
embayment. For example, the temperature in near-shore segments (e.g. seg-
ment 21, 42 and further downstream near-shore segments) are lower than that
of more open-water sections during November because the Genesee River has
cooled while the open lake temperature is still elevated at the beginning of
winter. .The temperature data were obtained from STORET, CCIW and U.S5. IFYGL
coastal chain program. Groups of segments were defined as regions and each
regilon had its own time variable temperature function inputted. Table 11
shows the grouping of segments into regions and Fig. 65 shows a typical tem-
perature function for region 1 composed of the three outer surface segments.
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Figure 65 Temperature input functions for Region 1,
segments 1, 2 & 3.
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Table 11. Rochester Embayment segment groupings for temperature

analysils
DEPTH SEGMENTS OF ROCHESTER EMBAYMENT  TEMPERATURE
REGION

0-4 meter 1, 2, 3 1
L, 5, 6, 7 2

8, 9, 10, 11, 12 3

13, 1k, 15 L

16, 17, 18 5

19, 20 6

21 7

22, 23 8

2L, 25, 26, 27 9

417 meter 28, 29, 30 10
31, 32, 33, 34 11

35, 36, 37, 38, 39 12

ho, 41, k2 13

L3, 4 1k

45, 46, 47 15

L8 16

L9, 50 17

51, 52, 53, 5 18

17-50 meter 55, 56, 5T 19
58, 59, 60, 61 20

62, 63, 64, 65, 66 21

67, 68, 69 22

Below 50 meter TO, TL, T2 23

Initial conditions were chosen from STORET data. Due to the lack of
data in the beginning of 1972 during IFYGL, the first day for this modeling
work is taken as May 1, 1972. This allows the choice of initial concentra-
tion for the model from measured data. In countrast to the Lake 3 work, no
sensitivity runs were made with variable initial conditions. Since the
hydraulic detention time of the embayment is about 10 days, the initial con-
ditions generally do not dominate the solution.

Time variable boundary concentration inputs are taken from Lake 3 seg- .
ment average values which were compiled from the STORET IFYGL data base.

The major tributary into the embayment is the Genesee River, the inputs

of which were taken from STORET data. Assignment of straight line input
functions to each of the model variables is based on these data.
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The Rochester area 1s the second largest source of municipal waste dis-
charging directly to Lake Ontario. Waste discharges from Rochester enter
Lake Ontario either directly or via the Genesee River. The waste inputs of
the metropolitan Rochester area, including all municipal, industrial inputs
and the Genesee River is about 9% of phosphorus, 5.4% of nitrogen and 1.4%
of chloride, load from all sources discharged to Lake Ontario (IJC, 1969).
The near~-shore muncipal discharges are based on the IJC Report (1969) and the
work of Casey and Salbach (197k4).

Figure 66 show assumed Genesee time variable concentrations to the
phytoplankton model. Table 12 is the waste loading data from the muncipal
discharges which are assumed constant in time.

TABLE 12. Nutrient input from municipél discharges
to Rochester embayment

Input Segment
System 11 22 23 24 Total
Loads in 1bs/day

Nitrogen
Non-living
Organic N 1,085 1,199 22 - 2,306
Ammonia N 3,285 3,630 66 - 6,981
Nitrate N 270 299 6 - 575
Total N 4,640 5,128 ok - 9,862

Phosghorus

Non-living

Organic P 565 619 17 - 1,201

Inorganic P 1,260 1,381 38 - 2,679

Total P 1,825 2,000 55 - 3,880
CALIBRATION

Transport and Dispersion

The advective and dispersive regime for the model geometry must be
established so that i1t can be used as input into the phytoplankton model.
The same approach as used in Lake 3 was applied in the Rochester analysis.
It is assumed that the advective component is known (e.g. from coastal chain
data and other modeling work). The vertical and horizontal dispersion is
estimated from water temperature date with an external heat flux in the top
layer. In addition, for the Rochester embayment, some chloride gradients
do exist, so chloride concentration was used as a further trace for the ad-
vective-dispersive regime.
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U.S. IFYGL Coastal Chain Program (1973) provided near-shore current vel-
ocity measurements at the western end of the embayment {see Fig. 6&). Velo-
city is measured by the along-shore component (u) and component normal to
shore (v). Temporal distribution of data is from May to October, 1972.

Due to the relatively small magnitude of the current veloclty normal to
the shore, it was neglected as an advective component and assumed to be in-
corporated in the lateral dispersion. The general direction of flow is
towards the east. The flow was then estimated by taking the average along-
shore current velocity for each section between 4, 17 and 50 meter contour
lines. The discharge of the Genesee River (3,000 cfs) is added to segment
21 and flows were balanced. Figure 67 shows the estimated transport regime
of the top layer which was then used as input into the phytoplankton model.
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Figure 67 Assumed upper layer (0-4 m) transport regime in Rochester embayment,
flow in cfs.

The dispersion regime is taken as similar to that of the Lake 3 model.
The vertical exchange between the segments of second layer and third layer
is varied throughout the year to simulate thermocline formation during the
vertical stratification period from mid-May to mid-September. The vertical
exchange within the epilimnion and hypolimnion is held constant (20 cm?/sec)
throughout the year. The horizontal exchange is used to simulate the thermal
bar effect from April to June between the embayment boundary and the open
lake water body. That is, during the thermal bar period, the embayment does
not exchange with the open lake although advective inputs continue to enter
from the western end of the embayment.

Figure 68 shows a typical comparison of model output to chloride and
temperature data for segment 21. Simlilar results were obtained at other
segments. The calibration is considered sufficient for this first phase of
investigation and is especially interesting since it was obtained with the
first run of the model. The transport regime as indicated above together
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with the assumed dispersion regime from Lake 3 proved sufficient. No de-
tailed statistical comparisons (as in Lake 3) were conducted at this stage
of the analysis.
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Figure 68 Typical calibration of advective and dispersive regime,
chloride and temperature, segment 21.
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Phytoplankton and Nutrients

The kinetic structure, number of variables and parameters used in the
calibration of the Rochester embayment phytoplankton model are the same as
those used in_Lake 1 (Thomann, et al., 1975). Boundary and initial condi-
tions were specified as described previously.

Figures 69 to T2 show the calibration of model output to data for seg-
ment 21 and segment 60; two segments representative of results obtained
throughout the model. Two points may be noted: a) the general trends are
duplicated although for segment 21, the peak value of 15-25 ug/l chlorophyll
was not reached by the model, b) there is a considerable degree of noise in
the data reflecting the variable inputs from the Genesee and the lakewide
input transport.

Tt should be indicated that the results shown in Figs. 69 to 72 repre-
sent a single run of the phytoplankton model using a coustant transport
regime, variable dispersion, variable Genesee River input, constant munici-
pal input and variable boundary conditions. Lake 1 kinetics are used through-
out wilth constant parameters.

The spring peak of phytoplankton chlorophyll a for segment 21 is calcu-
lated at about 15 ug/l. A maximum peak of about 18 pg/l is calculated for
segment 27, which is located at the eastern boundary of the embayment. The
reasons for this are discussed below in the section on sensitivity analysis.

Analysis of model output indicates that both nitrogen and phosphorus
nutrient limitation occurs although the limitation is not severe at any time
in the year. This can also be seen from inspection of the nitrogen and
available phosphorus data in Figs. 69 to 72. Levels are generally high rela-
tive to half-saturation constants. Nitrogen has its most pronounced effect
throughout the entire embayment in the July and August period. Analyses of
comparisons between observed and computed values and regional averaging have
also been carried out analogously to the preceding section on Lake 3. The
embayment was divided into near-shore, middle and far-shore regions where
near-shore is approximately a 1 km distance perpendicular to the shoreline.
The middle region is from about 1 km to 5 km and the far shore region is 5 km
to 10 km from shore. Figure T3 shows the comparison for these regions and
for 0-17 m. The substantial near-shore peak of 33 uUg chlorophyll/% was not
reproduced by the model. This may result from the constant transport used
throughout the computation. The model calculates a spatial gradient of about
5 pg/f (for 1-10 km?) in contrast to the approximate 2 pg/L gradient in the
Lake 3 scale (10-100 km?).

» Statistical comparison indicated 53% of segment chlorophyll verified
and about 44% of regional average chlorophyll verified. Average residual
standard error of estimates for June-October 1972 on a segment-segment basis
averaged about 2.4 ug chlorophyll/%. These results indicate that the model
only marginally captures the high frequency small spatial scale phenomena.
As noted, this may be due in part to the simplified hydrodynamic transport
used at thls stage; further work should explore the possibility that a more
realistic transport regime would improve the verification status of the
Rochester embayment model.
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Figure 73
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SENSITIVITY ANALYSIS

Nutrient Loads

In order to understand the behavior of the Rochester embayment dynamics,
g series of sensitlvity analyses have been carried out using different
nutrient loadings and transport regimes. The purpose is simply to explore
the nutrient load and transport effect on the phytoplankton concentrations
in the embayment.

Analysis of different levels of the Genesee River input and boundary
concentration which is transported to the model boundary from near shore
and open lake water permits estimates of the relative contribution of each
phytoplankton growth in the embayment. This would be the first inidcation
of the expected effect of nutrient reduction programs of sources directly
discharging to the embayment. Some typical results which are compared to
the base run (the calibration run discussed previously) are shown in Figs.
T4 to 77 and are summarized in Fig. 78. These sensitivity runs, one with
zero Genesee River load and the other with boundary concentrations increased
by 1.5 (but keeping the same Genesee River load) as in base run are par-
ticularly informative. First, it can be seen that the removal of the
Genesee load has no effect on phytoplankton in segment 21 and only a slight
effect on segment 27. Nutrient concentrations are however reduced every-
where. This provides an interesting example of a response in nutrients due
to a load reduction but without an accompanying reduction in biomass. This
is principally due to the transport into and through the model boundaries
which influence the growth kinetics of the phytoplankton.

The concentrations of each variable however do respond directly where-
boundary concentrations were increased by 50%. The phytoplankton chloro-
phyll a increases about 5 ug/L at spring peak in both segments 21 and 27.
This indicates the relative importance and dominance of the transport
through the model. 1In order to demonstrate this importance, Table 13 has
been prepared. The comparison was prepared by calculating the advective-
dispersive flux across the model boundaries and comparing it to the direct-
discharge inputs. As indicated, the relative mass contribution during
June-August of the Genesee and municipal inputs is small. The dominant in-
put is from the long-shore transport. Relatively little flux occurs across
the lateral boundaries of the model with the open lake. Therefore, the
near-shore loading rate from the western boundary plays an important role
on the concentration of nutrients in the embayment and because this trans-
port also advects biomass into the embayment, the western boundary provides
a significant effect on the phytoplankton. Recognizing the 10 day detention
time in the embayment, observed phytoplankton in the embayment during aver-
age long shore eastward drift is dominated by inputs from the rest of the
lake rather than from within Rochester embayment. Since the Niagara River
influences the boundary concentrastion transported into the embayment (from
the Lake 3 work) these results indicate the indirect influence of the
Niagara input on the quality of the Rochester embayment.

Transport

Two sensitivity runs were also prepared by changing the magnitude of
the transport regime through the embayment. The first run is with a
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flow at 0.5 that of the base run and the second with zero transport, although
lateral and vertical dispersion is maintained. The concentration of each
variable increases somewhat at the 50% decrease in flow reflecting the shift

to the more dominant influence of the Genesee River. However, the calculated
concentration is significantly increased if the flow is assumed to be zero,
especially in segment 21 and 28 which are the segments which receive the
Genesee River. The only transport 1s by dispersion and therefore the residence
time is greatly increased giving the phytoplankton more time to grow; thus, in
segment 21 at zero net transport, calculated chlorophyll levels reached 26 ug/2
under the base run. It is also interesting to note that the spring peak and
fall peak of phytoplankton happen earlier than those of the base run. The fall
bloom is also higher than the spring peak in segments 21 and 48. Under zero
flow conditions, phytoplankton growth is more limited by phosphorus than
nitrogen.

DISCUSSION

A small grid, three dimensional, time variable phytoplankton model is used
to describe the behavior of phytoplankton concentration in the Rochester embay-
ment. This model is identical to and embedded in one region of the Lake 3
model of Lake Ontario. The parameters used herein are the same as those used
in the Lake 1 model. Transport calibration is done using temperature and
chloride as conservative tracers. The agreement between calculated and
measured data achieved indicates that the Rochester Embayment transport regime
is consistent with observation. FEPA IFYGL data were used for phytoplankton
calibration between May 1, 1972 and April 30, 1973. The results from the
first calibration run are favorable but do not completely explain local pulses
of chlorophyll. The results indicate the importance of the boundary concen-
trations on the internal dynamics of the Rochester embayment.

Sensitivity runs indicate that the peak phytoplankton concentration
reached in the embayment is strongly influenced by the advective component of
the hydrodynamic regime. The boundary concentration of nutrients and plankton
at the western boundary which is transported into the embayment strongly
influences the phytoplankton concentration in the embayment. The Genesee River
load and Rochester municipal discharge has a minor effect on phytoplankton
concentration in area of discharge. The effect of these loads is magnified
further downstream (in the eastern segments of the embayment).
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ROCH/EMBAY SEGMENT 27
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TABLE 13. Comparison of nutrient flux from the Genesee River,
municipal discharges and lake boundary

Ave. June, July and August Nutrient Flux

Total P Total N
#/day % #/day %
Genesee River
Loading Rate 5,469 17,541
Municipal Discharge
from Rochester Area 3,880 9,862
9,349 8% 27,403 1.6%
Advective-Dispersive
Flux-Transport along
shore
0-L4 meter 25,701 - 297,325
L 17 meter 53,379 807,620
17-50 meter 26,491 506,401
Below 50 meter 6,338 120,710
111,909  92% 1,732,056  99.0%
Dispersive Flux
from Main Lake
0-4 meter 32 227
417 meter -15 -2,917
17-50 meter 178 -3,75k
Below 50 meter 113 -4,032
308 0% -10,476  -0.6%
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SECTION IX
DISCUSSION AND SUMMARY OF RESULTS

In this Section, the questions initially posed at the beginning of the
Report are examined in the light of the preceding results. How good is this
model? At what scale is the model better or worse? What is the level of
credibility of the modeling framework? Do more complicated kinetic struc-
tures improve the performance of the model?

Several general points seem to emerge. The underlying data base col-
lected during IFYGL exhibits significant spatial and temporal variation at
scales of 10 X U0 km. Only as the data are aggregated into larger regions
(e.g. nearshore, open-lake) and longer time scales of months does any regu-
larity or deterministic structure emerge from the data set. Also, the two
data bases available (CCIW and EPA) only agree within certain limits. For
example, for chlorophyll on the segment-segment scale (10 X 40 km), only 60%
of the segments exhibited no statistical difference and the average relative
error was 30%. On a regional basis however, 93% of the segments passed a
"t" test.

The modeling framework, in general, duplicates the major features of
chlorophyll and nutrient behavior in the lLake, i.e. near shore-open lake dif-
ferences and spatial occurrence of the spring bloom (e.g. see Fig. 56). The
original Lake 1 kinetics (calibrated on earlier years) when placed into the
IFYGL conditions and a three-dimensional framework generally overestimated
the chlorophyll levels with median relative errors ranging from 30-40% for
different scales of Lake Ontario and 50% for the "fine scale" Rochester
embayment. It is at the segment-segment level where major differences can
occur, i.e. relative errors of greater than 100% and entire months where very
few segments were verified by the model under any of the three statistical
tests. The purpose of the additional analyses of the Lake 3 kinetic struc-
ture was to determine whether it was possible to improve the level of veri-
fication in a significant way at the different spatial scales.

CHLOROPHYLL

Figure 79 is a complete summary of the chlorophyll verification statis-
tics plotted relative to the scale of the model. The most notable feature is
the general decrease in the performance of the modeling framework at smaller
" spatial scales, i.e. the model performance improves as the level of aggrega-
tion increases to the eight regions and the whole lake (see Fig. 3). At
these latter scales, for Run #L which represent no change in the original
kinetic structure, the percent of segment that verified was about 75%, resi-
dual errors were about 0.5 lg chlorophyll/f% and median relative error was
about 30%. Run #5 which represented a change of sinking velocity from the
original kinetics to 0.5 m/day indicates a general level of improvement in
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model performance. Run #6, which includes an extensive updated kinetic
structure did not result in a significant improvement at the 200-10,000 km?
level but did at the whole lake level only because that kinetic set was first
"tuned" to the data using the two segment model.

It is concluded from the results of Figure T9 that as one progresses to
smaller spatial scales, especially to the scale of Rochester embayment,
hydrodynamic transport and local phenomena become more and more significant.
Often however data are not available to gpecifically quantify these phenomena.
At the larger spatial scales, system kinetics dominates and the scale of the
hydrodynamic structure is decreased. Increased kinetic complexity did not
appear to materially affect model status over the simpler kinetic structure.
A calibration effort to a given year at the whole lake scale can reduce
median relative errors in chlorophyll to about 10% (Run #6) but the 3-dimen-
sional version of the same model at horizontal scales of 200-1000 km? results
in an increase in the error by more than three to about 35%.

With the available data base therefore for a large lake such as Lake
Ontario, the chlorophyll verification status of the model ranges from an
average 10% error at the whole lake scale to 50% at the local embayment scale.

ALT, VARIABLES

The status of the model can also be described in terms of the relative
error across all variables, i.e. the pooling of the relative error of all
segments, months and variables. The resulting distribution of error repre~
sents a single measure of all of the variables simultaneously and provides a
simple and direct answer to the guestion of model credibility across all
state variables locations and months.

Since Run #5 generally performed more adequately than the other runs,
Fig. 80 has been selected to represent the behavior of the relative error
for all variables. This figure shows the variation of the median relative
error month by month during 1972 for the three spatial scales. At the Lake 3
scale, the average relative error (median) for the year is 4L4% with a peak of
60% in August. Generally, the peak error increased to over 300% for some
segments in November. For the eight regions, the 1972 all-variable error
decreased slightly to 35% which closely parallels the change in relative
error for chlorophyll (Fig. 79(b)). Finally for the whole lake scale, the
average relative error is }Zz_indicating again the improved performance at
the larger space scales.
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