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The standard error of the mean of 1.5 pg/Q indicates that for average segment 
values of 6 pg/R, the "true" mean may be expected to lie in the range from 3 
to 9 pg/Q with 95% confidence. 
May-September, on a statistical basis, many of the differences in Table 4 are 
not significant. The July, October, November and March conditions do appear 
significantly different however with the most significant difference in 
March, 1973. 

With standard errors of 1.5-2.0 pg/Q during 

Figure 29 shows a comparison between the variation within a segment and 
the variation from segment to segment for 0-4 m and near-shore and open-lake 
regions (Eq. 4 and 5). As seen, the gradients around the near-shore "ring" 
are significant and average about 2-3 pg/Q or about 40-50% of the overall 
regional mean. For the open lake, the segment-segment variation of the means 
averages about 1-2 pg/R or some 30-50% of the open-lake mean. These compari- 
sons of variability indicate in a general way, that the variance within a 
10 x 40 km grid is somewhat less than the variance on a scale of about 100 x 
400 km. 

- 
\ NEAR SHORE, 0-14 METERS 

ca' 
0-l 
z >  2 
I-0 

EN SEGMENTS z 4  

!2z 
a m  
w 3'0 
05 
% 
a ?  4 

4 "8 2 

- 

;z 
I- >. 
I a 0 

1972 1973 

Figure 29 Comparison of within-segment and segment-segment variability 
in chlorophyll, EPA data. 

Figure 30 summarizes the comparisons between the two data sets and indi- 
cates that on a segment-segment comparison, approximately 60% of the segments 
agreed with each other. Note that, for example, for June, 1972, less than 
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50% of the segments showed no statistical difference between the two data 
sources. This is a quantitative expression !of the obvious qualitative dif- 
ference shown in Fig. 21. On a regional basis, however, the comparisons are 
favorable and average 93%. As indicated previously, similar results were 
obtained through regression analyses between the two data sets. 

The comparisons lead one to conclude that for the chlorophyll data dur- 
ing IFYGL, some significant differences do exist on the segment spatial scale. 
The general behavior of the data is however similar, as for example, in the 
sustained gradient between near-shore and open-lake biomass levels and peak 
values in June-July and September. The differences in mean values of several 
pg/R chlorophyll must however be recognized especially in the verification 
analyses discussed later. 

Zooplankton 

McNaught et al. (1975) and is reviewed in some detail in that report. For 
fixed stations on each cruise (June-October, 1972) zooplankton species and 
density (number/m3) for various depth intervals were available. 
27 species were identified by McBaught et al. (1975) and were assigned, in 
this work, to either herbivorous (Zooplankton #1) or a carnivorous (Zooplank- 
ton #2) group. 
centrations for each specie were estimated. Log means and log statistics of 

The data base for the zooplankton compartments in Lake 3 is that of 

A total of 

Table 5 shows this assignment. Dry weights and carbon con- 

TABLE 5 
ASSIGNMENT OF ZOOPLANKTON SPECIES TO 

ZOOPLANKTON GROUPS 

Zooplankton Zooplankton 
Species Group (1) Species Group (1) 

1. Eubosmina coregoni 
2. Bosmina longirostris 
3. Bosmina (unknown) 
4. Daphnia galeata 
5. Daphnia retrocurva 
6. Daphnia longiremis 
8. Ceriodaphnia 
9. Chydorus spaericus 
10. Holopedium gibberum 
11. Cyclopoid Copepodites 
12. Cyclops bicuspidatus 
13. Cyclops vernalis 

H 
H 
H 
H 
H 
H 
H 
H 
H 
C 
C 
C 

15 
18 * 
19 - 
20. 
21 rn 
22. 
23. 
24. 
25 0 
26 a 
27. 

Tropocyclops prasinus 
Calanoid copepodites 
Diaptomus minutus 
Diaptomus oregonensis 
Diaptomus sicilis 
Limnocalanus rnacrurus 
Eurytemora affinis 
Polyphemus pediculus 
Al ona 
Diaphanosoma 
Diaptonius sic iloides 

C 
H 
i: 
C 
C 
C 
H 
H 
H 
C 
C 

(1) H = herbivorous group, #1 
C = carnivorous group, #2 
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the numbers of organisms was then performed and converted to mg/R for each 
segment and month. Since the depth interval reported by McNaught et al. 
(1975) was slightly different than the segment layering of the Lake 3 grid, 
the assignments in Table 6 were used. 
groups that were zero were taken as .0001 in computing the log means. All 
numbers were corrected for net efficiency as suggested by McNaught (1975) and 
shown in Table 6. 

Any sums of numbers across species 

TABLE 6 
DEPTH INTERVALS, SEGMENTS AND EFFICIENCY 

CORRECTIONS FOR ZOOPLANKTON DATA 

As signed Net 
Depth Lake 3 Depth Efficiency 

Interval (m) Segments Interval (m) Correct ion 

0-5 1-26 0-5 1.67 

5-10 

10-15 

15-20 
27-52 

-~ ~ ~- - 

0-10 

0-15 

0-20 

1.67 
1.88 
1.88 

20-25 

25-30 

30-40 

40-50 

0-25 

53-62 0-30 
0-40 

0-50 

2.13 

2.13 

2.13 

2.21 

50-100 

100-150 63-65 
0-100 

0-150 

2.21 

2.21 

150-200 66-67 0-200 2.21 
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Figs. 31-33 summarize the results of this data reduction to the Lake 3 
grid. 
occurred in August, 1972 and the population declined rapidly thereafter. 
This is shown in Fig. 31 which represents the open-lake volume averaged 
data. The substantial vertical gradient in both zooplankton can be noted 
where for the herbivorous group, a vertical gradient of about 0.1 mg C/R can 
be noticed during the peak month. The total zooplankton carbon in the sur- 
face layer reaches a maximum value of about 0.2 mg C/R and about 0.05 mg C/R 
for the 4-17 m layer. Figure 32 shows the spatial distribution of the her- 
bivorous zooplankton group during August, 1972. The horizontal "patchiness" 
is clear and the rapid decrease of zooplankton with depth is seen. During 
this month, it is interesting to note that there is no clear near-shore - 
open-lake gradients except in the Toronto region. 

As noted by McNaught et al. (1975) peak zooplankton production 

The variability in within-segment and segment-segment data for the 
0-17 m average is shown in Fig. 33. During August, 1972, segment-segment 
standard deviations ranged upwards of 0.1 pg C/R. 
from the contour plots of Fig. 32 which indicates almost a one order of mag- 
nitude range in zooplankton carbon over the 0-17 m open-lake region. This, 
of course, then reflects the averaging over the 0-17 m depth interval. 

This can also be seen 

0.10 

- '3 0.05 

z- 
o o  

a 
8 

F 
b 
Y z 
-I 

0.2 
8 
N 

0.1 

0 

Figure 

HERBIVOROUS @ - ZOOPLANK TON 

- 

TOTAL ZOOPLANKTON 

CARNIVOROUS ZOOPLANKTON NO. 2 

/*A@ - 
' A ' M ' J  ' J ' A ' S ' O  

1972 

1972 

31 Zooplankton carbon, 0-4 m and 4-17 m y  open lake volume 
averaged (Data from McNaught, et al., 1975). 
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Figure 33 Mean and standard errors, herbivorous and carnivorous 
groups , 0-17 m open-lake averages (Data from McNaught , 
et al., 1975). 

The data given in the Appendix and summarized in the figures therefore 
indicates a peak of some 0.2 mg C/R total zooplankton carbon for 0-4 m in 
August and a standard error between segments of about 0.07 mg C/R or 40% of 
the regional mean. 

Phosphorus 

phosphorus: available phosphorus for phytoplankton growth and unavailable 
phosphorus; the latter form including both detrital phosphorus and intermedi- 
ate dissolved forms. 

The Lake 3 model as described in Section IV incorporates two forms of 

Total phosphorus in the water column can be computed 
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TOTAL PHOSPHORUS, pg/l 

4r 

47 

4r 

43 

EPA DATA, JUNE 1972 

lpo 71° 

4-17 m 

790 770 
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CCIW-OOPS DATA, JUNE 1972 

79" 7 7O 

4-17 m 

790 

I 

790 779 

Figure 34 Comparison of EPA (left) and CCIW (.right) total phosphorus 
(vg P/R) June 1972. 
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from these forms and the phosphorus equivalent of the phytoplankton and zoo- 
plankton. The question of the degree to which various phosphorus forms in 
the input can ultimately contribute to phytoplankton growth is a difficult 
one and the subject of continuing research. This review of the observed 
phosphorus IFYGL data is therefore directed as much to an elucidation of each 
of the key phosphorus forms as it is to presenting the data for comparison 
to the Lake 3 model. 

As will be seen, the phosphorus data as collected by the EPA is, in 
some instances, at considerable variance with that of the CCIW. 'Within the 
EPA data set itself, difficulties were encountered, specifically the erratic 
behavior of the dissolved orthophosphate phosphorus (DOP). For exmple, 
throughout 1972, the DOP is often simply reported as .001 mg/Q and average 
values never exceeded 3.5 pg/Q. Boyd and Eadie (1977) in their review of 
the two data sets have expressed similar concerns over the dissolved ortho- 
phosphate data. 
phorus data in this case, the total phosphorus (TP). The EPA contour plot 
for June shows considerably higher near-shore total phosphorus levels than 
CCIW but lower open-lake concentrations. It should be recalled (Fig. 7) that 
the spatial coverage of the OOPS cruises was somewhat limited and consider- 
ably more data from the U.S. near-shore region is represented in the EPA data 
set. 

Figure 34 illustrates one of the difficulties with the phos- 

Figures 35 and 36 show the TP and TDP for 0-17 meters near-shore vs. 
open-lake and for the two data sets. The comparison between mean values for 
all layers is shown in Table 7. The EPA near-shore TP data is generally 
higher than that of the CCIW but both tend to indicate a lateral gradient 
throughout the sampling period. The EPA gradient between near-shore and the 
open-lake ranges from 5-10 ug P/Q for total phosphorus. 
sustained gradient does not exist for the TDP (except for May, 1972) the high 
near-shore values are almost exclusively due to particulate P forms. The 
CCIW TP data shows some seasonal variation with winter increases of some 
5 1J.g P/Q. 
data during October-December, 1972 where the latter data set rises to 15 pg/Q 
in November as opposed to the EPA values of about 7.5 pg/Q. Figure 37 shows 
the vertical structure in the DOP, CCIW data and indicates some near-shore - 
open-lake variability but principally indicates the surface layer decreases 
due to phytoplankton growth. The DOP therefore shows the general uptake by 
the phytoplankton during the spring and summer months. Minimum values for 
this data set occur in September, 1972 and the lake returns to vertical homo- 
geneity by January, 1973. 

Since a similar 

A substantial difference occurs between EPA and CCIW in the TDP 

Figure 38 is a further comparison of the variability of the two data 
sets. The top figure shows the within-segment standard error of the mean for. 
the 0-17 m open-lake region calculated from Eq. tb). 
the standard deviation of the segment means (.Eq. 5). In general, EPA data 
are more variable both on the within-segment scale as well as the segment- 
segment scale, The EPA standard deviations exceed CCIW by about 2 ug P/Q 
during 1972 and by as much as 10 pg P/R in the spring of 1973. The lower 
figure is particularly interesting since it indicates a degree of in-homo- 
geneity in the open-lake region and therefore reflects the presence of open- 
lake gradients of about 4-6 pg P/R of total phosphorus. The comparison of 

The lower figure shows 
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ORTHO-PHOSPHOROUS, pg P/I (CCIW DATA) 
0 5 10 15 20 0 5 10 15 20 

0 5 10 15 20 0 5 10 15 20 

(NO DATA FOR AUG 172) 

0 5 10 15 20 

NEAR SHORE 
0 OPEN LAKE 

Figure 37 Vertical variation of total dissolved phosphorus 
(pg P/R), 0-17 m, CCIW data. 
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whole lake averages is shown in Table 7 and Fig. 39 and with the exception 
of May, 1972, the mean of both data sets is within + 6 pg P/R. 
overall annual mean of about 20 pg P/R this represents a + 25% difference, 
a not inconsequential difference. Table 7 displays the differences across 
several averaging levels and shows a maximum difference of 29 pg P/Q in the 
0-4 m near-shore layer. 
of CCIW and again reflects the more extensive data in that region. It is, 
of course, impossible, at this stage., to distinguish real sampling differ- 
ences from biases due to individual laboratory techniques. As shown by 
Robertson, et al. (1974), the CCIW and EPA labs differed in their measure- 
ment of a replicate Lake Ontario sample by as much as 20 pg P/R (EPAXCIW) 
in September, 1972 and for a four month test differed by an average 3 pg P/R 

For an 

In most cases, the near-shore EPA data exceeds that 

(CCIW>EPA). 

Given these differences, some general conclusions can however be drawn 
from the observed phosphorus data. First, near-shore - open-lake total 
phosphorus gradients of at least 5 pg P/R appear to persist for a substan- 
tial part of the year and is principally of the particulate form. 
lake averages range from 17 to 24 sJg P/R and near-shore values for the 0-17 
m depth interval exceed 30 pg/R during September-October, 1972. 

Whole 

Standard 
errors of the mean near-shore total phosphorus data range from 2 to 9 pg 
P/Q. 
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Figure 39 Comparison of EPA and CCIW whole lake mean, total phosphorus 
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Figure 40 Variation in nitrogen components, EPA data, 0-17 m volume- 
monthly average. 

Nitrogen 

Figures 40-42 show the behavior of several components of nitrogen during 
IFYGL over different averaging regions; Fig. 40 for the EPA data set and Fig. 
41 for the CCIW data set. 
nitrate nitrogen results in minimum values during August with an increase in 
nitrate to 0.2 mg/R during the full overturn. 
with Fig. 41 although the CCIW data shown in that figure indicate substan- 
tially lower nitrate levels during May, June, July and September. A compar- 
ison between the two data sets is shown in Table 8. 
maximum values of ammonia nitrogen of 0.02 mg/Q which differs significantly 
from earlier 1967 data (Thomann, et al. 1975) which showed maximum values of 
greater than .05 mg N/Q of ammonia. 

As noted in the former figure, the uptake of 

This is in general agreement 

Both data sets show 
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The vertical distribution of the nitrate nitrogen data are shown in Fig. 
Some evidence of early uptake of nitrogen in the near-shore region dur- 

(However, the differences between -the CCIW and EPA data 
42. 
ing May is evident. 
sets should be recalled). 
gradient during the summer months where for example, in July, 0-4 m NO3-N 
open-lake levels are about 0.07 mg/R but are at a level of 0.2 mg/R in the 
4-17 m depth interval. 
.01 mg/R ana 4-17 m concentration of 0.03 mg/R. 
similar values in September would indicate some limitation on phytoplankton 
growth due to low nitrogen levels. Nitrate nitrogen concentrations of about 
0.25 mg/R in the waters from 50 m to the bottom provide a long-term nutrient 
pool. 

Silica 

It is interesting to note the substantial vertical, 

The comparable CCIW data show 0-4 m concentration of 
These latter values and 

Silica is an important nutrient for diatoms and represents a means of 
examining the behavior of this phytoplankton group. The first version of 
Lake 1 did not include this variable, but later extensions (see Section VIII) 
incorporate the kinetic uptake of silica and its effect on growth of the 
phytoplankton. Figure 43 summarizes the dissolved silica data from the CCIW 
data set and indicates that this variable may influence phytoplankton growth 
especially during June-July. During this time, values reach levels of 0.1 
mg Si/R and less which is at levels reported as half saturation constants. 
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Figure 41 Variation in nitrogen components, CCIW data, 0-17 m volume- 
monthly average. 
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NITRATE NITROGEN, mg/l 
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Figure 42 Vertical distribution, nitrate nitrogen, EPA data 
May-October I) 1972. 
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The differences between the near shore and open lake regions are interesting: 
in the spring, near-shore silica values are about 0.2 mg/Q less than the open 
lake, whereas in the fall, near-shore values are about 0.1 mg/Q greater than 
the open lake. This dynamic difference is probably a reflection of near- 
shore diatom flowering in the spring and overspreading the entire lake by 
July. The fall difference appears to reflect a sustained diatom gradient 
between the open lake and near-shore. The data shown in Fig. 43 are used in 
the extended kinetic framework of the Lake 3 as discussed in the latter part 
of the next section. 
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Figure 43 Volume-monthly averaged dissolved silica, CCIW data. 

DISCUSSION 

An overall measure of the comparison between the two data sets is given 
by Figure 44 which displays the total number of segment-variables by month 
for which there was no difference between the two sets. The Figure follows 
Eq. (18) for equal weights of the variables: chlorophyll, total phosphorus, 
total dissolved phosphorus, NH3 and NO3. As shown, on a segment-segment 
basis, 53% of the segment-variables showed no statistical difference, i.e. 
on the average about half of the places at which the five variables could be 
compared displayed no difference between CCIW and EPA. On a regional basis, 
the comparisons indicate that on the average about 84% of the regional aver- 
ages showed no statistical differences. 
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Figure 44 Overall statistical comparison of EPA and CCIW data sets. 

One concludes from this compilation of data that the basic seasonal 
trends in the principal Lake Ontario variables are as previously described 
(Thomann, et al. 1975), i.e. a bi-modal variation in phytoplankton chloro- 
phyll, a simple seasonal peak in zooplankton and decreases to near-limiting 
levels of phosphorus and nitrogen. However, these trends become apparent 
only after aggregations and averaging over regions of the lake. Any one seg- 
ment of the lake appears considerably more erratic. Furthermore, the degree 
of agreement between the EPA and CCIW data sets is somewhat marginal at best 
as illustrated by the fact that on a segment-segment comparison level for 
chlorophyll, only 60% of the segments agreed statistically. During one month 
(October, 19721, only 40% of the segments showed no statistical difference in 
their mean values between the two data sets. On the other hand, in regional 
comparisons (e.g. near-shore - open-lake), agreement improved to 95% between 
the two data bases for chlorophyll. 

The results also tend to indicate a relatively high degree of variabil- 
ity in all data both within a segment and from segment to segment within a 
region. Values of standard errors of the mean for most of the key variables 
averaged some 25-50% of the mean. This kind of statistical variability is 
undoubtedly a reflection of the cruise schedules and station density both of 
which result in "gaps" in the data over both time and space. 
water bodies of the size of Lake Ontario, little can be done to substantially 

In sampling 
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reduce these gaps. What can be done however is to recognize the kind of var- 
iability that this data analysis indicates and to interpret single cruise 
data, cruise transect data, single station data and similar types of analyses 
with caution. 

From a verification analysis point of view, the analyses of the observed 
data as summarized in this section introduces some real problems. Since the 
two data bases agree only within about 50% on a segment scale, it indicates 
that at that scale, the data may not be of sufficient density in time and 
space to provide a good basis for comparison to calculated output. On a 
regional scale however, the data sets generally do agree and aggregated Lake 
3 output can then be statistically compared to the observe& regionally aver- 
aged data. The analyses of the observed data also indicate that the more 
prudent course of action is not to merge the two data sets but to compare 
model output to each of the data sets separately. The next section then 
explores the verification of the Lake 3 model given the observed data analy- 
sis with associated variability. 
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SECTION VI1 

VERIFICATION ANALYSIS OF LA.KE 3 

INTRODUCTION 

The purpose of this Section is to present in some detail, the results of 
comparisons of the observed IFYGL data to the Lake 3 model. Within this gen- 
eral purpose, there are several other objectives: 

1. To provide a quantitative verification of Lake 3 using as a starting 
basis, the kinetics of the earlier whole lake model. 

2. To show the sensitivity and behavior of Lake 3 as compared to the 
observed data variability during IFYGL. 

3. To highlight the need for quantitative verification of three-dimen- 
sional eutrophication models. 

The degree of credibility of the analysis framework will obviously 
depend on how well the model represents the real world. The preceding sec- 
tion has reviewed the IFYGL data base and has shown that the variability of 
the data on a segment-segment level is quite high and that only when suitable 
spatial averages are computed does the observed data show any consistent 
structure. Further, it was shown in the last section that the two primary 
data sources, the EPA and CCIW data often do not agree and in a number of 
instances, disagree markedly. The analysis of the credibility of the Lake 3 
model must therefore recognize the inherent difficulty in even specifying 
observed conditions. 
bility of the observed data in testing the validity of the model. 

The tests given in Section IV incorporates the varia- 

The basic philosophy underlying the use of the term "verification" for 
the analyses presented here proceeds from the earlier work of Thomann, et al. 
(1975). That work was a "second level" calibration of a whole lake model to 
a set of data representing an average of four years of observations. (The 
basic model had previously been applied in other water bodies, but not large 
lakes). 
conducted using an independent data set (the IFYGL data) and expanding into 
three dimensions. The procedure then is to utilize an earlier calibration in 
a different setting and determine how well the Lake 3 model "holds up." Fur- 
ther explorations beyond this point are then carried out to explore different 
kinetic variations to further improve , if possible, the verification status 
of the Lake 3 model. 

Using that work as a starting point, the verification analysis is 

Simons (1976) has reported on a similar analysis of the basic kinetics 
in a 3-dimensional model using CCIW data. That analysis, however, was re- 
stricted to a single set of kinetics. This work as indicated earlier ex- 
plores model credibility at various spatial averaging schemes and quantita- 
tively analyzes the resulting model comparisons to observed data. Additional 
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analyses have also been carried out for the Rochester embayment. 

Average temperature, incoming solar radiation, nutrient inputs and river 
inflows were used in the earlier work. A kinetic structure was postulated 
(based on applications in estuarine systems) and Lake 1 model output was com- 
pared to the observed (1967-70) data. The same kinetic structure was initi- 
ally employed in this work under both IFYGL conditions and average conditions 
using the Lake 3 model segmentation. A number of runs were computed and the 
results of the verification analysis have therefore been compiled into three 
phases representing the approximate chronological order of the investigation. 

Preliminary phase - a) Sensitivity analysis of Lake 3 to gen- 
eral Lake circulation, b) comparisons of Lake 3 to the IFYGL data using both 
average (non IFYGL) input and gradual inclusion of some IFYGL conditions. 

solar radiation, water temperature, nutrient inputs and vertical and hori- 
zontal dispersion - Lake 1 kinetics and parameter values are used throughout. 
ues and changes in the kinetic structure. 

all of the various runs that were made under a variety of problem situations. 

Phase I: 

Phase 11: Complete incorporation of IFYGL conditions, specifically 

Phase 111: IFYGL conditions, but with variations in the parameter val- 

Table 9 is a swnmary of the principal Lake 3 runs and does not include 

The difference between Phase I and Phase I1 runs provide indications of 
the degree to which average environmental conditions impact the model results. 
The sensitivity of the Lake 3 model to the temperature and dispersion struc- 
tures and other inputs peculiar to IFYGL can therefore be explored given the 
Phase I results. 

Within Phase I, a series of runs were made, each of which incorporated 
more of the actual IFYGL environmental conditions. For example, Run #3 
incorporated IFYGL initial conditions as measured in May, 1972 by the EPA 
together with IFYGL solar radiation and temperature data. Phase 11, given 
by Run #4 represents inclusion of as much of the IFYGL conditions as could 
be incorporated with the exception of an IFYGL advective transport regime. 
Therefore, for the given kinetic structure of Lake 1, Run #4 represents the 
"best" test of the verification of the Lake 3 model, since it includes IFYGL 
environmental conditions as input without any change in the Lake 1 model 
kinetics and parameter values. 

The runs of Phase I11 are intended to show some logical extensions in 
the development of the Lake 3 model and incorporate various changes in the 
kinetic structure and parameter values. 

The following sub-sections review the results of the verification ana- 
lysis of the Lake 3 model. 

PRELIMINARY PJXASE I 
Sensitivity of Lake 3 Model. - Lake Circulation 

The Phase I effort is aimed at further understanding of the behavior of 
the model under several different conditions on key model components. One 
of the components that is often considered critical to a large lake model is 
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the specification of the general lake circulation, i.e. the net advective 
transport. As noted previously, for the Lake 3 model the general circulation 
is externally inputted from observed data and one might ask, "How sensitive 
are the water quality computations to changes in the Lake circulation"? Some 
effort was therefore devoted at this stage to testing the behavior of the 
model, specifically the phytoplankton biomass (although all variables were 
considered) to changes in the flow regime. 
average temperature and solar radiation conditions and Lake 1 kinetics to 
provide some insight into this question. In the initial run, the "best esti- 
mate" of the flow regime was inputted. Fig. 45 shows the interfacial veloci- 
ties used in this circulation regime and represents a synthesis of observed 
currents and other information prior to IFYGL. The sensitivity of the phyto- 
plankton calculations was estimated by running the model under: 
sal of velocity direction by 180°, b) all velocity magnitudes set to zero and 
c) all velocity magnitudes set to 0.1 of velocities shown in Fig. 45. The 
vertical and horizontal dispersion regimes remained the same during each run. 

Several runs were made using 

a) a rever- 

The results of the sensitivity of phytoplankton in the 0-4 m layer and 
for the spring bloom are shown in Fig. 46. 
the difference between a sensitivity run and the base condition or "correct" 
flow run. Figure 46 (a) .shows that the effect of flow reversal for the Lake 
as a whole is relatively small (the effect at the exit end to the St. Lawrence 
is a boundary effect and not entirely representative of the actual sensitiv- 
ity). At most, the difference is about 0-2 pg/R during the spring bloom. 
The effect of the zero flow case (Fig. 46 (b)) is however considerably more 
significant especially for Segment #5, the entrance of the Niagara River. 
The substantial buildup in that segment is due to a lack of advection out of 
the segment. Only dispersion is acting to decrease concentrations at the 
location. Elsewhere throughout the lake however, the effect is less although 
still significant. It should be recognized however that this zero flow case 
represents a most severe sensitivity test since it assumes that the Lake is 
motionless throughout the entire year. 

These results are expressed as 

Fig. 46 (c) indicates that at velocities equal to 1/10 of the base case 
velocities, the chlorophyll values do not differ significantly between the 
two cases. Note that even a small amount of advection considerably modifies 
the results in Segment #5, the Niagara River segment. The results of these 
sensitivity runs to lake circulation indicate that for the lake as a whole, 
on scales of about 10 x 40 Inn, errors in horizontal circulation magnitude and 
direction do not appear to significantly influence chlorophyll levels and 
indicate that system kinetics and time variable vertical dispersion effects 
are of generally greater importance. 

Initial Comparison Runs 
As shown in Table 9, the first two runs of the Preliminary Phase I, 

simply used average (non-IFYGL) conditions for the Lake, and provide a basis 
for determining the degree to which the Lake 3 model depends on the actual 
IFYGL conditions. Run #1 uses January initial conditions as given in the 
earlier work. Run #2 uses January initial conditions where the total phos- 
phorus was reduced 5 vg/%. 
results if observed May, 1972 conditions (as observed by EPA) together with 

Run #3 is intended to indicate the change in 
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Sensitivity of phytoplankton chlorophyll to changes 
in lake circulation. 
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the 1972 solar radiation and 1972-73 temperature are included. Run #3 presum- 
ably then represents a better run in the sense that the initial conditions 
are chosen from the observed. data. 
"full" inclusion of IFYGL conditions. 

But, these runs do not yet represent the 

Not all segments had equal amounts of data and in some cases, significant 
data gaps existed for various months. 
for phytoplankton for Segment #16, Run #l. EPA data are used in the Figure. 
The gaps in the record can be seen as well as the region of no statistically 
significant difference between model and observed mean (Eq. (14)) and the 
monthly differences between model mean and the observed mean. "Insufficient 
data" indicates that the variance of the sample mean could not be computed due 
to only one sample in the segment. The range of the no difference region is 
significant and as shown is as much as + 4 pg chlorophyll/R. The application 
of Eqs. (15) to (17) would therefore lea'd to V scores of zero for months such 
as July to a maximum overestimation of 3.7 pg/R in June. 

Figure 47 shows a typical comparison 

Computations such as represented in Fig. 47 are carried out for each seg- 
ment so that the comparison can also be examined spatially. A typical result 
for Run #1 and June, 1972 conditions is shown in Fig. 48 which indicates the 
region of the Lake where the run verified observed data and those regions 
where the model overestimated the segment mean. 

Figures 49 show comparisons between the three runs of the Preliminary 
Phase I and the EPA phytoplankton data using spatial averaging on to eight 
sub-regions of the Lake 3 model. As shown, for Run #1, the phytoplankton 
chlorophyll is Overestimated in both the 0-4 m and 0-17 layers. 
reduced phosphorus initial conditions appears to do considerably better. Run 
#3, does poorly again in the 0-4 m layer but does well in the 0-17 m layer. 
However, one of the purposes of this report is to quantitatively describe the 
behavior of Lake 3 compared to observed data. Therefore, using the simple 
statistical comparisons given in Section V, a more quantitative comparison 
can be made. Figure 50 shows the % of segments that were verified by the 
phytoplankton output from the model upder two averaging schemes. Thus, for 
Run #1, June, 1972, 46% of the 63 segments at which a comparison could be 
made between observed and computed monthly phytoplankton were verified by the 
model using an approximate 5% chance of a vpe I error. 
chlorophyll in Fig. 50, the segment-segment comparison indicates an average 
level in 1972 of about 50-60% verification with a noticeable downward trend 
toward the fall of 1972. 
the high values of chlorophyll reported by the EPA for that period in contrast 
to the CCIW data. 
1972 initial conditions did not substantively improve the verification level. 

Run #2 with 

For the phytoplankton 

Verification is poor in winter of 1973 and reflects 

It can also be noted that the inclusion of observed May, 

When the verification is compared on the basis of the eight averaging 
regions of the Lake, Fig. 40 (.b), the verification improves considerably in 
1972 but not in the winter of 1973. On this spatial averaging level, the in- 
clusion of May, 1972 conditions did improve the verification and for 1972, 
Run #3 using the eight regions averaged 84% verification, i.e. about only one 
region out of the eight did not verify in 1972. The winter 1973 picture is 
quite poor and reflects model inability to capture a winter "bloom". 
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Figure 47 Typical comparison, chlorophyll, segment #16, Run #l. 
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Figure 48 Distribution of phytoplankton verification score, 
June 1972, Run #1. 
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Fig. 51 shows that when six variables are included in the verification 
scheme and a sewent-segment comparison is drawn, that again 40-60% verifica- 
tion is achieved in 1972 and less than that in 1973. The downward trend is 
not as obvious in contrast to the phytoplankton verification. 

These runs in the Prelininary Phase indicate that the segment-segment 
verification average about 50% while the averaging over eight regions in- 
creases the verification level by an additional 30-40%. 
pared to the EPA data. This is the first indication that the Lake 3 model 
verification is poorer as the spatial definition is refined and performs well 
only at a larger spatial averaging than the 10 x 40 km grid. The question at 
this point then is, "Can improvement be obtained by including more of the 
actual IFYGL conditions?" The Phase I1 run was therefore constructed to pro- 
vide an in-depth verification analysis of the Lake 3 model using the Lake 1 
kinetics and IFYGL conditions. The results of that analysis follow. 

These runs are com- 

PHASE I1 - "FULL" IFYGL VERIFICATION ANALYSIS 
The basic input data representing IFYGL conditions of solar radiation, 

riverflow, nutrient inputs and water temperature have been discussed pre- 
viously in Section VI. As noted there, straight line approximations to each 
of these variables were used and input was prepared for each model segment, 
where appropriate. 
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Figure 51 Segment-variable verification, Preliminary Phase I 
Runs 1-3. 
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Determination of IFYGL Dispersion 

and vertical dispersion regime during IFYGL. Accordingly, water temperature 
as observed during IFYGL was used as a tracer variable to determine an esti- 
mate of the appropriate dispersion regime. As noted previously the sensiti- 
vity of the model solutions to the advective transport regime is relatively 
small on the scale of the Lake 3 model segmentation. 

The next step in the analysis was to obtain an estimate of the horizontal 

Kullenberg, et al. (1973, 1974) have reviewed the horizontal and verti- 
cal dispersion in Lake Ontario during IFYGL and have correlated dye disper- 
sioa tests to several external driving forces such as wind, speed, vertical 
shear in the horizontal current and the vertical density structure. During 
stratification, a range of 1-10 cm2/sec in the vertical dispersion was esti- 
mated - about a factor of four lower than for the open ocean. Based on the 
formulation of Kullenberg et al. and recognizing that the mean monthly wind 
speed and current structure are relatively constant (within the spatial and 
temporal averaging in this analysis), the principal effect on the vertical 
dispersion arises from the vertical temperature structure. Figures 15 
through 18 of Section VI have detailed the observed temperature structure 
during IFYGL. 
horizontal and vertical'dispersion regime was postulated and a verification 
analysis using the IFYGL data was performed. 

Using Kullenberg et al. (1973, 1974) as a starting point, a 

The associated comparisons of the calculated mean values to the observed 
data is shown in Figure 52. As shown, the verification on the near-shore, 
open-lake spatial scale is excellent. 
Section VI, Water Temperature) that the statistical comparison between the 
two temperature data sets of CCIW and NOAA indicated a poor comparison on a 
segment to segment level, but an excellent comparispn on the near-shore open- 
lake spatial scale. The dispersion regime that resulted in the output of 
Fig. 52 was then used in subsequent runs together with actual temperature 
data (not computed) for various segments throughout the lake as described in 
Section VI. 

It should also be recalled (See 

Results 

chlorophyll levels to observed data from Run #4, (Table 9). 
ues were generally higher than observed for the 0-4 m depth average were 
closer to the observed data for a 0-17 m average. The spring peak is too 
high although comparisons appear more favorable, when compared with the CCIW 
data. The 1973 winter conditions are not verified due to the use of kinetics 
that reflect growth of plankton at more elevated temperatures. The spring 
bloom in 1973 is also overestimated by Run #4. 
parison indicates that this run is not substantially different from the first 
three preliminary runs indicating that on the whole the inclusion of more 
representative IFYGL conditions did not materially affect the results. For 
example, the segment-segment average score was 55% (for 1972 data only) and 
the eight segment average was about 74%, both scores of which are similar to 
the earlier runs. Results for the Various nutrients were also similar to the 
earlier three runs. A series of regression analyses were also conducted on 
Run #4 between calculated and observed values following Equation 19 and some 

Figure 53 shows the near-shore, open-lake comparison of the computed 
Calculated val- 

A rigorous statistical com- 
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results for chlorophyll are shown in Fig. 54. 
data is over alLepilimnion segments and shows that the model did not predict 
the spatial variations. 
totype time had elapsed since the assignment of initial conditions directly 
from observed data. 
data were accounted for by the model. There is an obvious greater range and 
variability in the observed data from segment to segment than is forecast by 
the model. The residual standard error is about 2 pg/R. 
slope of 0.5 indicates the model consistently overestimated the data. 
relative error for the chlorophyll was about 40% for 1972. Figure 54b shows 
the regression analysis for the eight averaging regions, for 1972 data only 
and for both 1972 and 1973. For the first case, almost 80% of the variabil- 
ity was captured by the model but the slope of about 0.6 indicates that the 
model overestimated the data from month to month. Median relative error was 
about 30%. The inclusion of the 1973 data significantly worsened the situa- 
tion due to the winter data of 2-6 pg/R which was not generated by the model. 

The regression for the June 

This is true even though only about 6 weeks of pro- 

Approximately only 20% of the spatial variability in the 

The calculated 
Median 

These results therefore indicate that at best , with the available data, 
Lake 1 kinetics and IFYGL conditions that 50-60% of segment-segment chloro- 
phyll could be verified and 75-85% of regional averages could be verified. 
Further improvement in the verification statistics was therefore sought by 
changes first in the model parameters and then in the basic model kinetic 
structure. 

PHASE I11 - REVISED KINETICS AND PARAMETERS 
The preceding analysis indicated that in general calculated values were 

higher than observed especially in the upper layers and are generally lower 
than observed winter values. Two options are open: first, adjustment of sys- 
tem parameters of given Lake 1 kinetic structure and second, revision and 
update of the kinetic interactions and parameter values based on data and 
understanding developed since the original conception of the Lake 1 kinetics. 
For the first option, several runs were prepared with varying parameter val- 
ues such as variable extinction coefficient, nutrient decomposition rates and 
settling rates. 

Each run was again approximately similar to earlier runs with the excep- 
tion of an overall settling rate of 0.5 m/day. 
in Table 9, resulted in a segment-segment chlorophyll score of 67% and a 
eight region chlorophyll score of 91%, for the 1972 data only which is an 
important improvement over Run #4. For all data, including the winter of 
1973, the respective scores drop to 50% and 65% respectively. 
the comparison of Run #5 to the averaged data and qualitatively indicates the 
improvement resulting from the increased settling rate. Figure 56 shows the 
computed contours for June and August 1972, Run #5. These results can be com- 
pared to the observed data contours of Figs. 21 and 22. The point of course 
of the entire verification analysis is to make the qualitative comparisons Of 
contour plots more quantitative. The median segment-segment relative error 
for chlorophyll in 1972 was 27% and the regional error was 22%, both of which 
represent a significant reduction from earlier runs. 

This run, designated Run #5 

Figure 55 shows 
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Figure 54 Chlorophyll regression analysis: calculated vs. observed EPA data, 
Run #4 a) June 1972 b) eight regions 
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Figure 55 Chlorophyll comparison, Run #5, sinking velocity - 0.5 m/day. 

The most significant improvement was in the regression analysis as shown 
in Fig. 57. These results can be contrasted to those in Fig. 54. For Run 
#5, and the eight regions, intercept and slope were not significantly differ- 
ent from zero and unity, respectively, indicating essentially a "perfect" 
verification. The residual standard error is about 0.8 pg/R. Therefore, for 
this run at the regional level, a "no statistical difference" between observed 
and computed values corresponded to a median relative error of 22% and a resi- 
dual standard error of 0.8 pg chlorophyll/Q. 

A single change therefore of the settling velocity significantly improved 
the verification status. 
ally improved as was the regional average performance. The five fold increase 
in sinking velocity to 0.5 m/day, is to some extent a result of the finer ver- 
tical grid used in the Lake 3 model as opposed to the Lake 1 model. 
a sinking velocity of 0.5 m/day is justified in the literature, a run using 
an updated kinetic system was incorporated to provide a basis for comparison 
between the simple kinetic structure of Lake 1 with a more complicated kine- 
tic structure discussed below. 

Segment-segment chlorophyll performance was gener- 

Although 
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Lake lA Kinetics 
The Lake 1A kinetics have been developed as part of eutrophication models 

constructed for the Lake Huron and Saginaw Bay system and for Lake Erie 
(Di Toro and Matystik, 1978; Di Toro and Connolly, 1978). 
for the updated kinetics is shown in Fig. 58. 
include a division of total phytoplankton chlorophyll into diatom and "others" 
chlorophyll compartments and unavailable and available silica. 

A systems diagram 
The additional state variables 

The principal kinetic changes are as follows: 

1) Use of threshold nutrient limitation in contrast to product expres- 
sions. Therefore the growth rate is limited by 

where KSDY KsNY KsSiY are the half saturation constants for phosphorus [POq-P], - 
nitrogen [N] and silica [S.], respectively. 

Menton recycle expression with chlorophyll. 
for conversion of unavailable forms is 

1 
2) Mineralization of unavailable to available forms through a 

Therefore, the general 

R 
[Unavail] + [Avail] 

Michaelis- 
expression 

where K = mineralization rate @ 2OoC, K = half-saturationconstant for 

3) Several adjustments to parameters of the basic kinetics. Table 10 

SP chlorophyll [chl-a] limitation. 

lists the parameter values of principal interest. In addition, some vertical 
mixing was introduced across the boundary between segments 1 and 2, using the 
values of vertical dispersion estimated from the Lake 3 temperature calibra- 
tion. The updated kinetics were then used with the Lake 1 model geometry 
(see Fig. 3) to calibrate the IFYGL data set for open lake epilimnion and 
hypolimnion. The results of this calibration using the parameter values of 
Table 10 are shown in Figs. 59 and 60. The principal features of the inter- 
active system are properly obtained by the model. The 'relative distribution 
of diatoms and "others" (non-diatoms) is however only marginally calculated 
by the model. All chemical variable results are quite good. The verifica- 
tion statistics for this calibration of the two segnent model are reviewed in 
Sect ion VIII. 

For Lake 3, the updated kinetics were then inputted using the IFYGL con- 
ditions and the results subjected to verification statistical analysis. The 
objective of this final run was to determine whether the segment-segment ver- 
ification status could be significantly improved by kinetics that presumably 
represent a more complete understanding of the phytoplankton-nutrient system. 
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Figure 56 Computed chlorophyll contours, Run #5. 
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Figure 58 Systems diagram, updated Lake 1A kinetics. 
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TABLE 10. PRINCIPAL PARAMETER VALUES - LAKE 1A KINETICS 
Value 

Description Diatoms Others Units 

Phytoplankton Growth 

Saturated Growth Rate @ 2OoC 2.1 1.6 day-’ 
Temperature Coef. 1.09 1.08 None 
Saturating Light Intensity 225.0 350 langleys/day 
Half Saturation Const-Phos. 2.0 2.0 ?a P/Q 
Half Saturation Const-Nit . 25.0 25.0 I-lg N/Q 
Half Saturation Const-Silica 100.0 - I.lg Si/Q 
Carbon to chlorophyll ratio 100.0 100.0 C / W  ch1-a 
Phosphorus to chlorophyll ratio 1.0 1.0 I-lg P/vg ch1-a 
Nitrogen to chlorophyll ratio 15.0 15.0 l.lg N/vg ch1-a 
Silica to chlorophyll ratio 40.0 - vg Si/pg chl-a 
Settling rate for chlorophyll 0.2 m/day 

Phytoplankton Respiration 

Endogeneous Respir. Rate @ 2OoC .04 07 day-’ 
Temperature coef. 1.08 1.08 None 
Avail. fraction of respired phyto. 0.5 0.5 None 

Herbivorous Zooplankton 

Grazing Rate * 07 R/mg C/day-OC 
Half Sat. Const. for grazing limit. 10 pg chl-a/R 
Half Sat. Const. for assimilation limit. 5 pg chl-a/R 
Maximum assim. eff. 0.6 None 
Respiration rate @ 2OoC 0.03 day-’ 
Respiration Temperature Coef. 1.045 None 

Carnivorous Zooplankton 

Grazing Rate 
Respiration Rate @ 2OoC 

.195 R/mg C/day-OC 
0.007 day-’ 

Nutrients 

Unavail. Nit & Phos Mineral. Rate @ 2OoC .03 day-’ 
Temp Coef for Nit & Phos Rates 1.08 None 
Unavail. Silica Mineral. Rate @ 2OoC .0175 day-’ 
Half Sat. Const for chlor. Limitation 10 pg chla/R 
Settling rate of particulate forms 0.2 m/day 
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Figure 61 shows the comparison of the regional average output to regional 
average data as before. As indicated, the computed behavior of the phyto- 
plankton is somewhat different than earlier runs due principally to the inter- 
actions between the diatom and non-diatom groups. The run does not capture 
the midsummer decline as well as earlier runs but does reproduce the fall 
conditions. 
1973. However, one generally would conclude that the inclusion of the more 
complicated kinetics did not markedly improve the qualitative comparison. 
Verification scores and regression analyses were similar to Run #4. Median 
relative error showed some improvement on the regional basis and averaged 
27%. 

In contrast to all previous runs, Run #6 does somewhat better in 

Overall, the results of all of these runs and verification analyses indi- 
cate that the model as presently conceived performs markedly better at larger 
space scales. Best performance was with the original Lake 1 kinetics but 
with a settling velocity of 0.5 m/day. 
kinetic structure resulted in only a marginal improvement in model verifica- 
tion status. 
regional basis and 30-40% on a segment-segment basis. A more detailed dis- 
cussion of these results, together with the analysis of the Rochester Embay- 
ment is given in Section VIII. 

The updated and more complicated 

Median relative error in chlorophyll ranged from 22-32% on a 
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SECTION VI11 
THE ROCKESTER EMBAYMENT ANALYSIS 

PURPOSE AND SCOPE 
The Rochester embayment is located along the south shore of Lake Ontario 

and serves as a water supply for the city of Roche ter, New York (Fig. 62). 
The Genesee River with an average flow of 3,000 ft /see., discharges into the 
embayment. Phytoplankton biomass in the embayment, as indicated by chloro- 
phyll a concentration, reaches a spring peak on the order of 25 pg/l as com- 
pared to a mean peak of 6-10 pg/l in the open lake water of Lake Ontario. A 
marked phytoplankton chlorophyll a concentration gradient is also observed in 
this embayment. The special characteristics of geomorphology and phyto- 
plankton concentration in the embayment is one of the motivations for this 
research work. 

3 

This work is parallel to the analysis of the Lake 3 phytoplankton model 
of Lake Ontario. An identical three-dimensional, time variable model is used 
to carry out this investigation of Rochester embayment. This model is class- 
ified as a "small grid" model with spatial scale on the order of 1 x 3 km 
defining the Rochester embayment. The Lake 3 model utilizes larger grids 
with a scale on the order of 10 x 40 km defining Lake Ontario. 
the model is constructed to provide analysis of the seasonal changes of 
plankton and nutrients. 

Temporally, 

The purposes of this analysis are: to estimate model credibility on a 
smaller scale than the Lakes scale and to test the sensitivity of phyto- 
plankton in the embayment to different nutrient inputs, hydrodynamic trans- 
port regimes and open lake boundary conditions. .The effort is therefore 
directed to the problem of constructing near-shore eutrophication models 
where a sizeable fraction of the model boundary:is given by open-lake 
conditions. 

The embayment area is defined by segment 17 and the lower segments of 
the larger Lake 3 model. Figs. 2 and 62 show the location of segment 17 in 
Lake Ontario. The embayment is about 50 km long, 10 km wide and the depth 
reaches a maxinum of 90 meters. The vertical segmentation as shown in Fig. 
63 in the embayment is identical to that of the Lake 3 model. The embayment 
is divided into a grid of 72 segments in four layers; 0-4 my 4-17 my 17-50 m 
and below 50 m. The thermocline is set at 17 meters during the vertical 
stratification period. The upper two layers, 0-4 meters and 4-17 meters are 
considered to represent the epilimnion. The distribution of available data 
together with the desire to be consistent with the Lake 3 grid influenced the 
selection of these depths. The boundaries between horizontal sections follow 
the 17 meter and 50 meter contour lines. Segment 21 is the segment which 
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Plgure 63 Rochester embayment segmentation. 
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receives the discharge of the Genesee River. Since marked phytoplankton 
concentration gradients are observed in the nearshore region, smaller seg- 
ments were used in that region. 

DATA BASE AND MODEL INPUT 

The data sources for this investigation were obtained from the following: 

1. Environmental Protection Agency's Water Quality Storage and 

2. Report to the International Joint Commission on the Pollu- 
Retrieval System, STORET 

tion of Lake Ontario and the International Section of the 
St. Lawrence River (1969) 

Centre for Inland Waters, CCIW 
3. Limnological Data Reports, Lake Ontario, 1966-1969, Canada 

4. U.S. IFYGL Coastal Chain Program. (1973). 

The U.S. IFYGL stations in the embayment are the major data which were 
retrieved from STORET. 
stations. Spatial density of sampling stations is such that some segments 
contain no sampling stations which can result in difficulties during valida- 
tion of the small-grid model. 

Figure 64 shows the spatial distribution of these 

77O 50' 77040' 77'30' 77O20' 77O10' 
43: 25' 1 I I 1 I 

Tigure 64 U.S. EPA water quality and coastal chain stations in 
Rochester embayment - IFYGL 

Segment statistics for each variable such as monthly mean, standard 
deviation, etc. are compiled by each segment for model comparison using 
latitude/longitude polygon method. Details are given in Section V. The 
temporal distribution of the STORET IFYGL data is from May, 1972 to June, 
1973. 

For transport and dispersion calibration, an annual time variable heat 
flux function is inputted to the top layer of the embayment and is advected 
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and dispersed throughout the entire body. 
measured data to determine the validity of assumed transport regime. 
heat flux forcing function was taken as similar to that of the Lake 3 model 
(See Fig. 13). 

The output is then compared to the 
The 

Water temperature data, as with the Lake 3 model, were employed in two 
ways: as a tracer variable.for the calibration of the dispersion regime and 
as input into the phytoplankton model. 

A marked temperature gradient is observed in the embayment. The Genesee 
River's discharge has an obvious effect on themal distribution in near-shore 
embayment. For example, the temperature in near-shore segments (e.g. seg- 
ment 21, 42 and further downstream near-shore segments) are lower than that 
of more open-water sections during November because the Genesee River has 
cooled while the open lake temperature is still elevated at the beginning of 
winter. .The temperature data were obtained from STORET, CCIW and U.S. IFYGL 
coastal chain program. Groups of segments were defined as regions and each 
region had its own time variable temperature function inputted. 
shows the grouping of segments into regions and Fig. 65 shows a typical tem- 
perature function for region 1 composed of the three outer surface segments. 

Table 11 

25 

20 

e, 
0 . 

15 
3 
I- 
Q 
CT 
2 10 
E w 
I- 

5 

0 

e 

e 

Figure 65 Temperature input functions for Region 1, 
segments 1, 2 & 3. 
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Table 11. Rochester Embayment segment groupings for temperature 
analysis 

DEPTH SEGMENTS OF ROCHESTER EKBAYMENT TEMPERATURE 
REGION 

0-4 meter 1, 2, 3 
4, 5, 67 7 
8, 9, 10, 11, 12 
13, 14, 15 
16, 17, 18 
19, 20 
21 
22, 23 
24, 25, 26, 27 

4-17 meter 28, 29, 30 
31, 32, 33, 34 

40, 41, 42 
35;36, 37, 38, 39 

43, 44 
45, 46, 47 
48 
49, 50 
51, 52, 53, 54 

10 
11 
12 
13 
14 
15 
16 
17 
18 

17-50 meter 55, 56, 57 
58, 59, 60, 61 
62, 63, 64, 65, 66 
67, 68, 69 

19 
20 
21 
22 

23 

data 
work 
t ion 

Initial conditions were chosen from STORET data. Due to the lack of 
in the beginning of 1972 during IFYGL, the first day for this modeling 
is taken as May 1, 1972. This allows the choice of initial concentra- 
for the model from measured data. In contrast to the Lake 3 work, no 

sensitivity runs were made with variable initial conditions. Since the 
hydraulic detention time of the embayment is about 10 days, the initial con- 
ditions generally do not dominate the solution. 

Time variable boundary concentration inputs are taken from Lake 3 seg- 
ment average values which were compiled from the STORET IFYGL data base. 

The major tributary into the embayment is the Genesee River, the inputs 
of which were taken from STORET data. Assignment of straight line input 
functions to each of the model variables is based on these data. 
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The Rochester area is the second largest source of municipal waste dis- 
charging directly to Lake Ontario. Waste discharges from Rochester enter 
Lake Ontario either directly or via the Genesee River. The waste inputs of 
the metropolitan Rochester area, including all municipal, industrial inputs 
and the Genesee River is about 9% of phosphorus, 5.4% of nitrogen and 1.4% 
of chloride, load from all sources discharged to Lake Ontario (IJC, 1969). 
The near-shore muncipal discharges are based on the IJC Report (1969) and the 
work of Casey and Salbach (1974). 

Figure 66 show assumed Genesee time variable concentrations to the 
phytoplankton model. 
discharges which are assumed constant in time. 

Table 12 is the waste loading data from the muncipal 

TABLE 12. Nutrient input from municipal discharges 
to Rochester embayment 

Input Segment 

Loads in lbs/day 
System 11 22 23 24 Tot a1 

Nitrogen 

Non-living 
Organic N i, 085 1 , 199 22 - 2,306 
Ammonia N 3,285 3 , 630 66 - 6 , 981 

575 Nitrate N 270 299 6 - 
Total N 4 , 640 5,128 94 - 9,862 

Phosphorus 

Non-living 
Organic P 565 619 17 - 1,201 
Inorganic P 1,260 1,381 38 - 2 7 679 

Total P 1,825 2 , 000 55 - 3 , 880 

CALIBRATION 

Transport and Dispersion 

established so that it can be used as input into the phytoplankton model. 
The same approach as used in Lake 3 was applied in the Rochester analysis. 
It is assumed that the advective component is known (e.g. from coastal chain 
data and other modeling work). The vertical and horizontal dispersion is 
estimated from water temperature data with an external heat flux in the top 
layer. In addition, for the Rochester embayment, some chloride gradients 
do exist, so chloride concentration was used as a further trace for the ad- 
vective-dispersive regime. 

The advective and dispersive regime for the model geometry must be 

- 112 - 



U. S. IFYGL Coastal Chain Program (1973) provided near-shore current vel- 
ocity measurements at the western end of the embayment (see Fig. 64). 
city is measured by the along-shore component (u) and component normal to 
shore (v). Temporal distribution of data is from May to October, 1972. 

Velo- 

Due to the relatively small magnitude of the current velocity normal to 
the shore, it was neglected as an advective component and assumed to be in- 
corporated in the lateral dispersion. 
towards the east. The flow was then estimated by taking the average along- 
shore current velocity for each section between 4, 17 and 50 meter contour 
Lines. The discharge of the Genesee River (3,000 cfs) is added to segment 
21 and flows were balanced. Figure 67 shows the estimated transport regime 
of the top layer which was then used as input into the phytoplankton model. 

The general direction of flow is 

Figure 67 Assumed upper layer (0-4 m) transport regime in Rochester embayment, 
flow in cfs. 

The dispersion regime is taken as similar to that of the Lake 3 model. 
The vertical exchange between the segments of second layer and third layer 
is varied throughout the year to simulate thermocline formation during the 
vertical stratification period from mid-May to mid-September. The vertical 
exchange within the epilimnion and hypolimnion is held constant (20 cm2/sec ) 
throughout the year. The horizontal exchange is used to simulate the thermal 
bar effect from April to June between the embayment boundary and the open 
lake water body. That is, during the thermal bar period, the embayment does 
not exchange with the open lake although advective inputs continue to enter 
from the western end of the embayment. 

Figure 68 shows a typical comparison of model output to chloride and 
temperature data for segment 21. Similar results were obtained at other 
segments. The calibration is considered sufficient for this first phase of 
investigation and is especially interesting since it was obtained with the 
first run of the model. The transport regime as indicated above together 
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with the assumed dispersion regime from Lake 3 proved sufficient. 
tailed statistical comparisons (as in Lake 3) were conducted at this stage 
of the analysis. 

NO de- 
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Figure 68 Typical calibration of advective and dispersive regime, 
chloride and temperature, segment 21. 
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- 115 - 



1972 1973 

5 0.03 
E 

ROCHlEMBAY SEGMENT 21 B A S E  R U N  

60 120 180 240 300 360 
1972 1973 

0.02 

0.01 

0 

- 116 - 



RQCH / EMBAY SEGMENT 60 B A S E  R U N  
30 

10 9 
2 I 
I 
0 

0 

1972 1973 

PI 
0 
a - 0.3 25% g E 0.2 
a. --I 
a 
0 
0 0.1 
N 

0 i I I I 1 I 
0 60 120 180 240 300 360 

1972 1973 

-J- 0.8 
a m  
53 E 0.6 - z- 
* 0.4 EZ 
z 0.2 

0 

1- 

w 
Y w  

a +  
I---- 

1972 1973 
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Phytoplankton and Nutrients 

The kinetic structure, number of variables and parameters used in the 
calibration of the Rochester embayment phytoplankton model are the same as 
those used in-Lake 1 (Thomann, et al., 1975). Boundary and initial condi- 
tions were specified as described previously. 

Figures 69 to 72 show the calibration of model output to data for seg- 
ment 21 and segment 60; two segments representative of results obtained 
throughout the model. Two points may be noted: a) the general trends are 
duplicated although for segment 21, the peak value of 15-25 pg/l chlorophyll 
was not reached by the model, b) there is a considerable degree of noise in 
the data reflecting the variable inputs from the Genesee and the lakewide 
input transport. 

It should be indicated that the results shown in Figs. 69 to 72 repre- 
sent a single run of the phytoplankton model using a constant transport 
regime, variable dispersion, variable Genesee River input, constant munici- 
pal input and variable boundary conditions. Lake 1 kinetics are used through- 
out with constant parameters. 

The spring peak of phytoplankton chlorophyll a for segment 21 is calcu- 
lated at about 15 pg/l. 
segment 27, which is located at the eastern boundary of the embayment. The 
reasons for this are discussed below in the section on sensitivity analysis. 

A maximum peak of about 18 pg/l is calculated for 

Analysis of model output indicates that both nitrogen and phosphorus 
nutrient limitation occurs although the limitation is not severe at any time 
in the year. This can also be seen from inspection of the nitrogen and 
available phosphorus data in Figs. 69 to 72. 
tive to half-saturation constants. Nitrogen has its most pronounced effect 
throughout the entire embayment in the July and August period. Analyses of 
comparisons between observed and computed values and regional averaging have 
also been carried out analogously to the preceding section on Lake 3. The 
embayment was divided into near-shore, middle and far-shore regions where 
near-shore is approximately a 1 km distance perpendicular to the shoreline. 
The middle region is from about 1 km to 5 km and the far shore region is 5 km 
to 10 km from shore. Figure 73 shows the comparison for these regions and 
for 0-17 m. 
reproduced by the model. This may result from the constant transport used 
throughout the computation. The model calculates a spatial gradient of about 
5 pg/% (for 1-10 km2) in contrast to the approximate 2 pg/% gradient in the 
Lake 3 scale (10-100 km2). 

Levels are generally high rela- 

The substantial near-shore peak of 33 pg chlorophyll/% was not 

Statistical comparison indicated 53% of segment chlorophyll verified 
Average residual and about 44% of regional average chlorophyll verified. 

standard error of estimates for June-October 1972 on a segment-segment basis 
averaged about 2.4 pg chlorophyll/%. 
only marginally captures the high frequency small spatial scale phenomena. 
As noted, this may be due in part to the simplified hydrodynamic transport 
used at this stage; further work should explore the possibility that a more 
realistic transport regime would improve the verification status of the 
Rochester embayment model. 

These results indicate that the model 
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SENSITIVITY ANALYSIS 

Nutrient Lo ads 

In order to understand the behavior of the Rochester embayment dynamics, 
a series of sensitivity analyses have been carried out using different 
nutrient loadings and transport regimes. The purpose is simply to explore 
the nutrient load and transport effect on the phytoplankton concentrations 
in the embayment . 

Analysis of different levels of the Genesee River input and boundary 
concentration which is transported to the model boundary from near shore 
and open lake water permits estimates of the relative contribution of each 
phytoplankton growth in the embayment. This would be the first inidcation 
of the expected effect of nutrient reduction programs of sources directly 
discharging to the embayment. Some typical results which are compared to 
the base run (the calibration run discussed previously) are shown in Figs. 
74 to 77 and are summarized in Fig. 78. These sensitivity runs, one with 
zero Genesee River load and the other with boundary concentrations increased 
by 1.5 (but keeping the same Genesee River load) as in base run are par- 
ticularly informative. First, it can be seen that the removal of the 
Genesee load has no effect on phytoplankton in segment 21 and only a slight 
effect on segment 27. Nutrient concentrations are however reduced every- 
where. This provides an interesting example of a response in nutrients due 
to a load reduction but without an accompanying reduction in biomass. This 
is principally due to the transport into and through the model boundaries 
which influence the growth kinetics of the phytoplankton. 

boundary concentrations were increased by 50%. The phytoplankton chloro- 
phyll a increases about 5 ug/R at spring peak in both segments 21 and 27. 
This indicates the relative importance and dominance of the transport 
through the model. In order to demonstrate this importance, Table 13 has 
been prepared. The comparison was prepared by calculating the advective- 
dispersive flux across the model boundaries and comparing it to the direct- 
discharge inputs. As indicated, the relative mass contribution during 
June-August of the Genesee and municipal inputs is small. The dominant in- 
put is from the long-shore transport. Relatively little flux occurs across 
the lateral boundaries of the model with the open lake. 
near-shore loading rate from the western boundary plays an'important role 
on the concentration of nutrients in the embayment and because this trans- 
port also advects biomass into the embayment, the western boundary provides 
a significant effect on the phytoplankton. Recognizing the 10 day detention 
time in the ernbayment, observed phytoplankton in the embayment during aver- 
age long shore eastward drift is dominated by inputs from the rest of the 
lake rather than from within Rochester embayment. Since the Niagara River 
influences the boundary concentration transported into the embayment (from 
the Lake 3 work) these results indicate the indirect influence of the 
Niagara input on the quality of the Rochester embayment. 

The concentrations of each variable however do respond directly where' 

Therefore, the 

Transport 

the transport regime through the embayment. The first run is with a 
Two sensitivity runs were also prepared by changing the magnitude of 
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flow at 0.5 that of the base run and the second with zero transport although 
lateral and vertical dispersion is maintained. The concentration of each 
variable increases somewhat at the 50% decrease in flow reflecting the shift 
to the more dominant influence of the Genesee River. However, the calculated 
concentration is significantly increased if the flow is assumed to be zero, 
especially in segment 21 and 28 which are the segments which receive the 
Genesee River. The only transport is by dispersion and therefore the residence 
time is greatly increased giving the phytoplankton more time to grow; thus, in 
segment 21 at zero net transport, calculated chlorophyll levels reached 26 ug/R 
under the base run. It is also interesting to note that the spring peak and 
fall peak of phytoplankton happen earlier than those of the base run. The fall 
bloom is also higher than the spring peak in segments 21 and 48. Under zero 
flow conditions, phytoplankton growth is more limited by phosphorus than 
nitrogen - 
DISCUSSION 

A small grid, three dimensional, time variable phytoplankton model is used 
to describe the behavior of phytoplankton concentration in the Rochester embay- 
ment. This model is identical to and embedded in one region of the Lake 3 
model of Lake Ontario. The parameters used herein are the same as those used 
in the Lake 1 model. Transport calibration is done using temperature and 
chloride as conservative tracers, The agreement between calculated and 
measured data achieved indicates that the Rochester Embayment transport regime 
is consistent with observation. 
calibration between May 1, 1972 and April 30, 1973. The results from the 
first calibration run are favorable but do not completely explain local pulses 
of chlorophyll. The results indicate the importance of the boundary concen- 
trations on the internal dynamics of the Rochester embayment. 

Sensitivity runs indicate that the peak phytopl&kton concentration 
reached in the embayment is strongly influenced by the advective component of 
the hydrodynamic regime. The boundary concentration of nutrients and plankton 
at the western boundary which is transported into the embayment strongly 
influences the phytoplankton concentration in the embayment. 
load and Rochester municipal discharge has a minor effect on phytoplankton 
concentration in area of discharge. The effect of these loads is magnified 
further downstream (in the eastern segments of the embayment). 

EPA IFYGL data were used for phytoplankton 

The Genesee River 
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Figure 74 Effect of zero Genesee input and increased boundary 
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TABLE 13. Comparison of nutrient flux from the Genesee River, 
municipal discharges and lake boundary 

Ave. June, July and August Nutrient Flux 
Total P Total N 

#/day % #/day % 

Genesee River 
Loading Rate 5 Y 469 17,541 

Municipal Discharge 
from Rochester Area 3 880 9,862 

9,349 8% 27,403 1.6% 

Advective-Dispersive 
Flux-Tr ansport along 
shore 

0-4 meter 25 701 
4-17 meter 53,379 

297 9 325 
807 620 

17-50 meter 26 491 506,401 
Below 50 meter 6,338 120 710 

111y909 92% 1,732,056 99.0% 

Dispersive Flux 
from Main Lake 

0-4 meter 32 227 
4-17 meter -15 
17-50 meter 178 

-2,917 
-3 , 754 

113 -4 032 
308 0% -10,476 -0.6% 
- Below 50 meter 
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SECTION IX 
DISCUSSION AND SUMMARY OF RESULTS 

In this Section, the questions initially posed at the beginning of the 
Report are examined in the light of the preceding results. 
model? At what scale is the model better or worse? What is the level of 
credibility of the modeling framework? Do more complicated kinetic struc- 
tures improve the performance of the model? 

How good is this 

Several general points seem to emerge. The underlying data base col- 
lected during IFYGL exhibits significant spatial and temporal variation at 
scales of 10 X 40 km. Only as the data are aggregated into larger regions 
(e.g. nearshore, open-lake) and longer time scales of months does any regu- 
larity or deterministic structure emerge from the data set. Also, the two 
data bases available (CCIW and EPA) only agree within certain limits. For 
example, for chlorophyll on the segment-segment scale (10 X 40 km), only 60% 
of the segments exhibited no statistical difference and the average relative 
error was 30%. 
"t" test. 

On a regional basis however, 93% of the segments passed a 

The modeling framework, in general, duplicates the major features of 
chlorophyll and nutrient behavior in the Lake, i.e. near shore-open lake dif- 
ferences and spatial occurrence of khe s ring bloom (e.g. see Fig. 56). The 

IFYGL conditions and a three-dimensional framework generally overestimated 
the chlorophyll levels with median relative errors ranging from 30-40% for 
different scales of Lake Ontario and 50% for the "fine scale" Rochester 
embayment. It is at the segment-segment level where major differences can 
occur, <.e. relative errors of greater than 100% and entire months where very 
few segments were verified by the model under any of the three statistical 
tests. The purpose of the additional analyses of the Lake 3 kinetic struc- 
ture was to determine whether it was possible to improve the level of veri- 
fication in a significant way at the different spatial scales. 

CHLOROPHYLL 

original Lake 1 kinetics (calibrated on 3 arlier years) when placed into the 

Figure 79 is a complete summary of the chlorophyll verification statis- 
tics plotted relative to the scale of the model. The most notable feature is 
the general decrease in the performance of the modeling framework at smaller 
spatial scales, i.e. the model performance improves as the level of aggrega- 
tion increases to the eight regions and the whole lake (see Fig. 3). At 
these latter scales, for Run #4 which represent no change in the original 
kinetic structure, the percent of segment that verified was about 75%, resi- 
dual errors were about 0.5 vg chlorophyll/R and median relative error was 
about 30%. Run #5 which represented a change of sinking velocity from the 
original kinetics to 0.5 m/day indicates a general level of improvement in 
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model performance. Run #6, which includes an extensive updated kinetic 
structure did not result in a significant improvement at the 200-10,000 km2 
level but did at the whole lake level only because that kinetic set was first 
"tuned" to the data using the two segment model: 

It is concluded from the results of Figure 79 that as one progresses to 
smaller spatial scales, especially to the scale of Rochester embayment, 
hydrodynamic transport and local phenomena become more and more significant. 
Often however data are not available to specifically quantify these phenomena. 
At the larger spatial scales, system kinetics dominates and the scale of the 
hydrodynamic structure is decreased. Increased kinetic complexity did not 
appear to materially affect model status over the simpler kinetic structure. 
A calibration effort to a given year at the whole lake scale can reduce 
median relative errors in chlorophyll to about 10% (Run #6) but the 3-dimen- 
sional version of the same model at horizontal scales of 200-1000 km2 results 
in an increase in the error by more than three to about 35%. 

With the available data base therefore for a large lake such as Lake 
Ontario, the chlorophyll verification status of the model ranges from an 
average 10% error at the whole lake scale to 50% at the local embayment scale. 

ALTJ VARIABLES 

The status of the model can also be described in terms of the relative 
error across all variables, i.e. the pooling of the relative error of all 
segments, months and variables. The resulting distribution of error repre- 
sents a single measure of all of the variables simultaneously and provides a 
simple and direct answer to the question of model credibility across all 
state variables locations and months. 

Since Run #5 generally performed more adequately than the other runs, 
Fig. 80 has been selected to represent the behavior of the relative error 
for all variables. This figure shows the variation of the median relative 
error month by month during 1972 for the three spatial scales. At the Lake 3 
scale, the average relative error (median) for the year is 44% with a peak of 
60% in August. Generally, the peak error increased to over 300% for some 
segments in November. For the eight regions, the 1972 all-variable error 
decreased slightly to 35% which closely parallels the change in relative 
error for chlorophyll (Fig. 79cb)). Finally for the whole lake scale, the 
average relative error is indicating again the improved performance at 
the larger space scales. 
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