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ABSTRACT

In the 20th century the first transistor was invented and the first computing

device based on it was built. Since then, people have been looking for various ways to

reduce the size and cost of the electronic devices used in computers, cell phones and

other electronic products. When the feature sizes of these devices reach the nanometer

scale, the deterministic properties of materials are replaced by the uncertainty caused

by quantum effects. This brings challenges to the improvement of traditional devices

but also presents opportunities for the development of electronics based on quantum

mechanics. Quantum dots (QDs), semiconductor materials with quantum confinement

in all three dimensions, are a very important material platform for the implementation

of quantum mechanical devices.

III-V semiconductor self-assembled quantum dot molecules (QDMs), consisting

of two closely-spaced QDs, are of great interest as potential components for next-

generation optoelectronic devices. One of the attractive features of QDMs is the abil-

ity to manipulate, in-situ, the formation of delocalized molecular states with unique

optoelectronic and spin properties. The structure, geometry and compositional pro-

file of a QDM together determine the electronic and optical properties of that QDM.

Lateral QDMs (LQDMs), in particular, consist of two or more QDs placed close to

each other with a molecular axis perpendicular to the growth direction of the het-

erostructure, creating a QD complex structure with outstanding properties. LQDMs

have good scalability and provide the opportunity to independently control charge oc-

cupancy and quantum coupling. LQDMs grown by molecular beam epitaxy (MBE)

using partial GaAs capping and in-situ annealing of single InAs QDs create LQDMs

with a small inter-dot spacing and relatively homogeneous geometry. However, there

has been substantially less work on LQDMs than in Vertical QDMs (VQDMs) because
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the growth control in LQDMs is less precise and the energy level structure in LQDMs

is more complex than in VQDMs.

This dissertation focuses on the spectroscopic characterization of the optoelec-

tronic properties of these LQDMs under electric and magnetic fields. It covers the

experimental and theoretical foundation of the energy structure and optical properties

of LQDMs and techniques for manipulating the delocalized states in a single LQDM.

In chapter 5, a quantitative study of Coulomb interactions and charging effects in

the LQDMs’ ground states, combining both experimental and theoretical results. By

measuring the photoluminescence (PL) emitted by LQDMs as a function of both elec-

tric field along the growth direction and excitation laser power density we verify the

existence of delocalized molecular ground states under certain charge occupation. In

chapter 6 I present results and analysis that experimentally verify the existence of

delocalized molecular states in the first excited electron states of InGaAs LQDMs.

In chapter 7 I report the behavior of single LQDM photoluminescence from different

charge states and energy shells as a function of applied magnetic field. The para-

magnetic shift in the first excited states of LQDMs and the variation of g-factors in

different charge states suggests the electrons in the excited states can be localized in

individual dots by the magnetic fields. In chapter 8, I proposed a design for a four-

terminal device, in which a controllable vector electric field (including electric fields

along and perpendicular to the growth direction of the LQDMs) can be applied.
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Chapter 1

QUANTUM DOTS AND THEIR APPLICATIONS

1.1 Quantum Dots

Since the late 19th century, the development of semiconductors has been one of

the greatest driving forces in the progress of human civilization. The special energy

structure of semiconductors, with gaps between conduction and valence bands, has

enabled various applications such as transistors, light-emitting diodes (LEDs), solar

cells and many other optoelectronic devices that are being widely used. By combining

semiconductors with different bandgaps together, people can tailor the band structure

of the resulting heterostructures and implement functions that cannot be realized by

traditional materials. With the improvement of fabrication technology, novel devices

have been developed from heterostructures at the nanoscale including super lattices,

nanowires, and quantum dots (QD). QDs and their size effects were first discovered in

1981 by Ekimov et al. in solids.[20] In 1983, Brus et al. discovered the same phenomena

in colloidal QDs system.[21] In the beginning of the 21st century, the commercialization

of ensemble QD-based devices began and continues to move forward towards applica-

tions at the single dot level.

A quantum dot is a semiconductor material whose charge carriers are confined

in all three spatial dimensions by a surrounding material with a higher band gap.

The three dimensional confinement leads to discrete energy levels exactly following the

standard “particle in a box” model of quantum mechanics. Because of these discrete

energy levels, QDs are often referred to as “artificial atoms.” The energy levels of the

QDs can be controlled by growth conditions and subsequent processing that alters

the dimensions and geometry of the QDs. Because of this control, the optoelectronic

properties of QDs can be tailored for different device applications.
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A schematic plot of the energy structure of a QD is shown in Fig. 1.1 (a) and

(b). When the QD material (e.g. InAs) is surrounded by a material with larger band

gap (e.g. GaAs), charges are confined in a three-dimensional potential well. Additional

growth techniques that alter the size of the QD [7, 8] can be used to control the confined

energy levels. The smaller the QD, the larger the gap between the confined states of

the conduction band and valance band within the QD.

E0

E1

E0

E1

H0
H1H0

H1

(a) (b)

QD QD

Figure 1.1: The energy structure of QDs of different size. A smaller QD (a) will have
larger energy difference between quantized electron and hole states.

The energy states of QDs can be characterized with steady-state photolumi-

nescence (PL), absorption, reflection and PL excitation spectroscopy. Time-resolved

PL spectroscopy can be used to investigate the dynamics of charge-carrier excitation,

tunneling, and relaxation within the QDs. As shown in Fig. 1.2 (b), the PL spectrum

of a single QD shows discrete lines characteristic of the confined energy states. In an

ensemble of QDs, the PL spectrum consists of broad peaks with a full width at half

maximum (FWHM) of a few tens of meV (Fig 1.2 (a)). This broadening is a conse-

quence of the inhomogeneous distribution in QD size, strain, and alloy composition

inherent to QD growth.

1.2 Different Types of Quantum Dots and their Applications

There are several types of quantum dots which are produced by various methods.

Applications of quantum dots range from quantum computing devices to biological
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Figure 1.2: The PL spectrum of ensemble (a) and individual (b) QDs.

trackers based on their forms and properties. Solid state quantum dots are produced

by either a bottom-up process such as self-assembly (resulting in self assembled QDs,

SADs) or a top-down process such as lithography. These solid state quantum dots have

potential for the study and application of single QDs. On the other hand, quantum dots

produced by colloidal synthesis have attracted more attention in the area of biomedicine

and energy harvesting as quasi-bulk materials with tunable band gaps.

1.2.1 Colloidal quantum dots

Chemical synthesis is one of the most simple approaches to producing QDs in

colloidal form. The chemical precursors in a solution are decomposed during heating

and nucleate into colloidal nanoparticles. The most crucial aspect for synthesis of

colloidal QDs is controlling the nucleation time in order to produce QDs with desirable

sizes and well defined, monodisperse bandgaps. An example is shown in Figure 1.3:

with a nuclearation time difference of seconds, we can synthesis QDs with emission

wavelength ranges all over the visible spectrum.

The controllable bandgaps in colloidal QDs offers full-spectrum photon harvest-

ing and emission, which can be widely applied in optoelectronic devices such as light

emitting diodes[22], photovoltaic devices[23], photo-detectors[24], biological sensors[25]

and field-effect transistors[26]. The low-cost and relatively easy processing also makes

the research and commercialization of colloidal QDs very accessible.
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Figure 1.3: Colloidal CdSe QDs synthesized with nucleation time difference of
seconds.[1]

Although the synthesis is relatively straight forward, colloidal quantum dots

have more defects and surface states than self-assembled QDs, which can quench lumi-

nescence and charge mobility. Furthermore, the lack of precise control during the syn-

thesis of QDs also increases the size distribution in the colloidal QDs. This make them

a more complex system for fundamental research, especially for single QD applications

or quantum information processing. To enhance the localization of electron-hole pairs

and passivate the surface states of the colloidal QDs, overcoated shell layers of wide-

bandgap materials surrounding the QDs are commonly applied.[27] Another effect in

colloidal QDs that influences performance is the ”blinking” of the photoluminescence

emission of single quantum dots. The blinking is also related to surface states and

similar core-shell structures can substantially suppress the blinking.

1.2.2 Gate-defined quantum dots

Many developments in quantum information processing based on QDs has fo-

cused on GaAs-based gate-defined QDs (lithographic QDs). As is shown in Fig 1.4,

this type of QD is fabricated from GaAs / AlGaAs heterostructures that are epitaxially

grown[2]. A two-dimensional electron gas (2DEG) with thickness of a few nanometers

is formed by doping an AlGaAs layer underneath the top surface of the wafer. A set
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of metal gates are defined by electron-beam lithography on top of the heterostructures

to apply a negative voltage that locally depletes the 2DEG in an area of a few tens

of nanometers. This depletion provides the third-dimension of confinement to create a

quantum dot whose quantum properties emerge when the temperature is well below 1

K. Lithography techniques can easily be used to create laterally-oriented pairs of these

quantum dots.

Usually, quantum confinement and coupling in gate-defined QDs are studied via

electronic transport properties such as current or the number of electrons in the QDs.

The three-dimensional confinement makes it possible to detect and control individual

spins. Moreover, the nanofabrication techniques used to create this type of QD can

be scaled up to create more complex quantum circuits or spintronic devices. This

leads to a series of different spintronic devices. However, these types of devices are

not optically active because only electrons are spatially confined in three dimensions.

Recently Schinner et al. reported the approach to confine an electron and hole in

two separated quantum well layers of one gate-defined QDM, which realized optical

excitation and emission in gate-defined QDs.[28]

Graphene QDs have recently attracted considerable attention as a new type

of gate defined QD, [29, 30, 3] because of their very long spin-coherence time that

arises due to the absence of hyperfine coupling and small spin-orbit coupling. These

properties makes graphene QDs an excellent material for spin qubits. Defined by e-

beam lithography, the graphene layer serves as both the QD and the electrodes. Gate-

defined one-dimensional materials have also attracted broad attention[4]. By simply

depositing multiple narrow gates perpendicular to the nanowires, controllably-coupled

QD molecules can be achieved. (See Fig. 1.4.) Electrical measurements demonstrate

the control over electron tunneling in such devices.

1.3 Self-assembled Quantum Dots and their Applications

The self-assembly process for preparing solid-state QDs is driven by the strain

induced by the lattice mismatch of two different crystals. When a material with a
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Figure 1.4: QD device defined by electrodes on top surface of GaAs/ AlGaAs 2DEG.
(a) Schematic of the device. SEM image of (b) single-dot device and (c)
double dot device.[2]

large lattice constant is deposited on a substrate with a smaller lattice constant, strain

accumulates rapidly. When more than a few monolayers accumulate, an island of the

large lattice constant material is generated in order to release the strain. Compared

with the sol-gel process for producing colloidal QDs, self-assemby can produce QDs

with controllable locations, better uniformity and fewer surface states, which makes

them an ideal testbed for fundamental research into the physical properties of QDs.

In chapter 3, a more detailed introduction to the QD self-assembly process by MBE is

given.

Depending on the degree of lattice mismatch, the self-assembly technique can
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(a) (b)

Figure 1.5: (a) One typical design for gate-defined graphene QDs. Dark areas are
coverd by PMMA mask to protect graphene underneath from plasma
etching. The yellow areas are Au/ Ti contacts.[3] (b) SEM image of gate-
defined double QDs in InAs nanowire. The nanowire between source (S)
and drain (D) ohmic contacts are isolated by three top gates (GL, GC
and GR) into sections.[4]

be applied to many different systems. These include group IV materials (Si/Ge),

group III-V materials (InAs/ GaAs, InAs/ InP, GaN/ AlN), and QDs grown in III-V

nanowires. The advantage for self-assembled Ge/Si quantum dots is that they can

utilize advanced Si-based technology for device integration. For the development of

group III-V QD systems other than InAs/ GaAs, the most important driving force for

research is choosing materials with different bandgaps or lattice mismatch, which can

be utilized in laser emitters in blue (GaN/ AlGaN [31]) or infrared (InAs/ InP[32])

wavelengths. The self-assembled QDs embedded in nanowires also show outstanding

performance as candidate single-photon emitters and nano-sensors. The nanowires

serve as single-mode waveguides for the photon emitted from the QDs and enhance the

efficiency of photon extraction[5] (See Fig 1.6).

To find a balance between controllable location and ease of optical manipula-

tion, we focus specifically on epitaxially-grown QDs fabricated by InAs deposited on

GaAs. The growth technique of such QDs has been well-established. The most exciting

applications for InAs/GaAs QDs are in quantum information processing. The single

spins of electrons[33, 34] or holes[35, 36] in such QDs have long been considered to be

a promising candidate for quantum bits.
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(a) (b)

(c)

Figure 1.6: Different types of self-assembled QDs. (a) Cross-sectional image of Al-
GaAs multi-layer nanowires with QDs embedded. (b) Zoom-in of (a).
The QDs are in the triangular zone[5]. (b) The AFM images of InAs
QDs matched to InP (3 1 1)B substrate after deposition of 3.5 MLs InAs
layers.
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Chapter 2

QUANTUM CONFINEMENT AND COUPLING IN QUANTUM DOT
MOLECULES

2.1 Confinement of Single Quantum Dots

When the motion of electrons and holes are confined in a semiconductor struc-

ture, their allowed energy levels are defined by the model of particles in a finite square

potential well. We suppose the potential of the square well is V0, which should be

the band-edge difference between two semiconductor materials. We can describe the

wavefunction of the charges ψ by Schrodinger’s equation, as is represented below.
Eψ(R) = − ~2

2m
∂2ψ(R)
∂R2 + V0ψ(R) outside the well

Eψ(R) = − ~2
2m

∂2ψ(R)
∂R2 inside the well

(2.1)

where m is the effective mass of the charge carrier and R is the spatial location

of the charge. The dimension of R depends on the dimension of the confinement. In

a QD, the confinement is in all three spatial dimensions. To simplify the question, we

start by solving the one-dimensional confinement problem and utilize it to qualitatively

study the problem in a QD. Therefore, we use a scalar z to represent the spatial location

in one dimension.

The wavefunction inside the well has form similar to an infinitely deep well. It

can be written as

ψ(z) = C

cossin
 kz (2.2)
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where k is defined in terms of the energy ε = ~2k2/2m and C is an arbitrary constant.

Outside the well, ψ(z) can be written as

ψ(z) = Dexp(±κz) (2.3)

. where κ is defined in terms of the energy V0 − ε = ~2κ2/2m and D is an arbitrary

constant. To solve these equations and find the allowed energy in this well, we need to

consider two factors: 1) It must be possible to normalize this wavefunction and 2) The

wavefunctions and their derivatives must be continuous at the edge of the well. Based

on these requirements, we get a transcendental equation for k: tan

−cot

 (ka/2) =

√
2mV0

~2k2
− 1 (2.4)

By solving this equation, the allowed bound states are found. (See Fig. 2.1) In a three-

dimensional (3D) potential well system, the wavefunctions of the charges are a product

of sine waves in each dimension. In the case of infinite potential wells, the energies can

be given by

εnx,ny ,nz =
~2π2

2m
(
n2
x

a2
+
n2
y

b2
+
n2
z

c2
) (2.5)

Using similar methods to calculate energies in a one dimensional finite well, we can

calculate the energies in such a 3D system with finite confinements. Both electrons and

holes in a InAs QD are confined in this way. A schematic band diagram of type I and

type II QDs is represented in Fig. 2.1. Most research has been focued on type I QDs

in which electron and holes are confined in the same location. The strong overlap of

electron and hole wavefunctions leads to a strong optical activity (i.e. absorption and

emission). Type II QDs are fabricated by materials such as GaSb/GaAs and Si/Ge[37]

in which the electron and holes are confined in different spatial locations. The lateral

QDMs we studied are usually considered type I QDs but have some similarity to the

type II system.

In the real world, the confinement in a self-assembled QD also depends on its

morphology. For example, in the lateral direction, the confinement in the xy plane
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Figure 2.1: Schematic band diagram of (a) type I and (b) type II QDs. The wave-
functions of confined electron and hole energy states are also demon-
strated. The width of the arrows between energy states in (a) indication
the strength of the interband transition.

is more like a parabolic well. For a QD that has been through an In flush process

for height truncation, the shape of the confinement in the growth direction will be

more like a square well. The alloying during the growth, which modifies the barriers

of the InAs/GaAs interface, should also be considered during the simulation of QD

confinements [38].

The intraband spacing of the energy states increases when the size of the confine-

ment decreases. In large heterostructures, the intraband energy level spacing is smaller

than the energy available from the temperature, kT, and individual bands cannot be

observed. When the energy level spacing exceeds the phonon energy at a specific tem-

perature, the material will show quantum properties[6]. It is worth mentioning that

the quantized bandgap can only been observed in semiconductors. In metals, the Fermi

level lies in the center of a band, and this makes electrical and optical properties remain

constant with the decrease of the particle size. A schematic illustration of the density

of states in metal and semiconductor particles is shown in Fig. 2.2 (a).
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Normally, the size effect is able to be observed when the particle sizes is smaller

than the exciton Bohr radius of the QD materials. The exciton Bohr radius of bulk

InAs is 35 nm, which is much larger than the vertical size of a normal self-assembled

InAs QD. Fig. 2.2 (b) exhibits the densities of states in one band of a semiconductor as

Figure 2.2: (a) Schematic of the density of states in metal and semiconductor
nanoparticles. (b) Schematic of density of states as a function of
dimension[6].

a function of dimension. The three-dimensional confinement in a QD makes its energy
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states completely quantized, just like the orbitals in an atom. Since both electrons

and holes are Fermions, according to the Pauli exclusion principle, each allowed energy

state can be occupied by only two charges with opposite spin orientations. Therefore,

there will be finite number of charges in a QD. However, the optical and electrical

properties are especially sensitive to the number of charges in QDs because the tight

confinement drastically increases the wavefunction overlap between charges. Utilizing

these effects, QDs can be used to build transistors and memory storage devices[39, 40].

2.2 Optical Properties of Quantum Dots

The measurement of photoluminescence emission is one of the most convenient

methods to detect the energy structure of QDs. A schematic that shows the mechanism

for the emission of the photoluminescence in an InAs/GaAs QD is provided in Fig. 2.3.

In a non-resonant photoluminescence excitation and emission process, electrons in bulk

GaAs are excited and leave holes in the valence band of GaAs. Both carriers then

relax into QDs, recombine and emit PL. The energy of the PL emitted from the QD

is equal to the energy difference between the conduction and valence band states. The

Hamiltonian of PL energies is the difference between the initial state and final state,

which can be represented as:

HPL = Hi −Hf (2.6)

Under low excitation laser power, only the PL from the lowest unoccupied energy

states can be observed. With increasing laser power, more excitons occupy the lowest

energy levels and PL from the higher energies can also be observed. At cryogenic

temperatures, the PL emitted from single QDs should be sharp and discrete peaks

with linewidth much smaller than 1 meV.

2.2.1 Selection rules

The transition rates in different energy states in QDs can be derived from Fermi’s

golden rule, in which the intensity of optical transitions can be simplified to depend
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Figure 2.3: Schematic of the process of PL emission in QDs.

on a matrix element including the Bloch functions of different energy states. In an

interband transition, the matrix element is∫
φ∗j(z)φi(z)dz, (2.7)

an integral over the product of the envelope functions of the conduction and valence

bands. Note that the full matrix element includes the dipole operator, which is an-

tisymmetric, and the Bloch functions for the electron and hole, which have opposite

symmetry. This adds a constant term and thus the net matrix element is proportional

only to the integral of envelope wavefunctions as shown in Equation 2.7. In a three-

dimensional infinite square potential well, only transitions between electron and hole

energy states with the same indexes (δn = 0) are allowed. Although this rule does

not strictly apply to finite well models, the δn = 0 transitions still have the dominant.

A more complete set of selection rules includes the fact that the interdot transition is

allowed when the wavefunctions for both states have the same parity. A schematic is

also shown in Fig. 2.1

On the other hand, the selection rules for intraband transitions (transitions
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within conduction bands or within valence bands) is the opposite: the transition rate

will be non-zero only if the parity of one state is even and the other odd. This is

because the matrix elements for intraband transition is

< j|P̂z|i >= −i~
∫
φ∗j(z)

d

dz
φi(z)dz. (2.8)

The momentum operator p̂ is still antisymmetric, but the two Bloch states within a

single band have the same parity.

The optical transitions in a real QD may break these selection rules because the

QD geometry leads to wavefunctions that are not perfectly symmetrical. However, the

allowed states as shown in the selection rules still strongly dominate. We usually do

not consider the possible transitions that contradict the selection rules when analyzing

the experimental results.

2.2.2 Photoluminescence perturbation from electric field

The influence of electric field in a QD system can be divided into two parts.

First, the electric field tilts the shape of the confinement. As is shown in Fig. 2.4,

this tilting will drive the electrons and holes in the QD to opposite sides. The change

of PL energy caused by band bending driven by the electric field is called the Stark

shift. In a QD, the energy of spectral lines normally shifts toward the low energy side

with the increase of the electric field. The maximum separation between electrons and

holes depends on the size of the confinement along the electric field. Because of the

small size of the self-assembled QDs in the growth direction, the Stark shift caused

by the vertical electric field are normally subtle. However, by applying electric field

along the lateral direction, the energy can be tuned by the Stark effect over a relatively

large range. Therefore, applying a local electric field in the planar direction might be

a promising method to tune PL energies and overcome the non-uniformity of different

self assembled QDs.[41]

Another feature is that self-assembled QDs can be grown on a doped substrate

that can be used to inject charge carriers into the QDs and therefore cause Coulomb
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Figure 2.4: The band structure of a quantum well without (left) and with (right)
electric field. The electric field tilts both the valence and conduction
bands and lowers the energies of confined states for both electrons and
holes. The shapes of the wavefunctions are also perturbed.[7]

forces to influence the excitons. The injection of charges will cause a sharp PL energy

shift in the single QD PL, which is usually called a Coulomb shift. The direction of

Coulomb shift depends on the net effect of the spectator charge carrier on the electron

and hole in the exciton. Normally, the injection of one spectator electron will cause a

red shift of 4-6 meV in the PL energy of a single QD relative to the emission energy

of the neutral exciton containing only one electron and hole. This Coulomb shift is

considered a fingerprint in the PL signature of single QDs.

A comprehensive study of the Coulomb shift and many-body interactions in

single QDs has been done by Ediger, et al.[42] Fig. 2.5 (a) represents the PL energy

shifts of a single QD as function of the voltage applied along the growth (vertical)

direction. The vertical lines trace the Coulomb shift and mark the charging events.

Based on the different possible spin interactions in the initial and final states, the

PL energy from recombination between states with the same total charge occupation

can be different, which is called fine structure splitting. Fig. 2.5 (b) and (c) shows

the calculated PL spectra for charge states X- and X2-. It can be seen that the fine

structure splitting in X2- is caused by the final states with different spin orientations.

When a QD complex includes two or more QDs, the charge occupation is deter-

mined by both Coulomb interaction and interdot coupling. A pronounced example is

the PL of self-assembled vertical quantum dot molecules under an electric field applied
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Figure 2.5: (a) PL energy as a function of voltage along the growth direction of a
single QD. The intensity is represented with a color scale. The charging
events are marked by vertical lines. The calculated PL spectra for X-
and X2- states in a single cylindrical InAs QD is represented in (b) and
(c) respectively. The insets show the configuration of the initial states
and the charge carriers involved in the PL emissions. The black and red
lines represent PL with different polarizations.[8]
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along the growth direction. The electrons are injected into the QDs sequentially with

the increase of the electric field. When the energy levels in two QDs are degenerate

under the field, the electron (or hole) will be able to be delocalized over the two QDs.

A more detailed discussion of the tunneling of charge carriers in QDM is provided in

Sec. 2.3.

2.2.3 Photoluminescence perturbation from magnetic field

2.2.3.1 Zeeman splitting

Zeeman splitting is an effect that can be observed in quantum confined systems

under applied magnetic field. At zero magnetic field, the energies of charge carriers

with different non-zero spin states are degenerate. The spin “up” or “down” leads to a

magnetic moment parallel or antiparallel to the magnetic field. The magnetic field will

therefore split the energies of different spin orientations in initial and final states. In

low magnetic field, Zeeman splitting can be observed as a doubled PL peaks with the

energy difference linearly proportional to the static magnetic field. The perturbation

of the PL emission energy, also referred to as the Zeeman splitting is

∆EZeeman = −µBgexB (2.9)

The strength of Zeeman splitting is determined by gex, which is an essential property

of an electron-hole pair. g is the Lande g-factor, or dimensionless magnetic moment.

g is typically viewed as a set property of a specific material, but in the case of QDs or

QDMs it can be interpreted to arise from a weighted integral over the materials within

the extension of the envelope wavefunction of charge carriers.[43] The g-factor for the

spin of free electrons is 2. In a heterostructure, the g-factor influenced by factors such

as spin-orbit coupling. The two PL emission lines associated with two Landau levels

should be left or right-hand circularly polarized, respectively. In a QD with strong

confinement, the strength of Zeeman splitting in different charge configurations should

be basically the same because they are all determined by the difference of initial and

final states, in which one electron and one hole are always included.[44] In the real
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case, the charge occupation may influence the confinement in a dot and this will cause

the g factors of excitons in different charge states to be different.

2.2.3.2 Diamagnetic shift

The charge carriers in free space orbit in the plane normal to B at a cyclotron

angular frequency given by:

ωc =

∣∣∣∣eBm
∣∣∣∣ (2.10)

With 3D confinement, the movement of charge carriers will be confined by both mag-

netic field and the heterostructure. For theoretical simplification, we usually model the

lateral confinement in a single QD as a 2D parabolic well. This leads to the well-known

Fock-Darwin energy spectrum, which shows that the direction of the diamagnetic shift

in ground and excited shells have opposite direction in low magnetic field range [9],

which is given by

H = −~2∇2

2M
+

1

2
ωcLz +

1

8
Mω2

cr
2 (2.11)

where M is the confined charge’s mass, ωc is the cyclotron frequency, Lz is

the angular momentum in z direction and r is the radius of the wavefunction. The

calculated Fock-Darwin spectrum have criss-cross patterns as is shown in Fig. 2.6[9].

Compared with the calculated Fock-Darwin spectrum in Fig. 2.6 (b), the experimental

results show a signature with more complexity, which comes from the many-body

interactions in the QDs.

The quadratic positive energy shift of the excitons in the ground states of the

QDs is usually called the diamagnetic shift and is proportional to the area of the wave

functions of charge carriers. Both theoretical and experimental evidence shows that

the diamagnetic shift is strongly dependent on spectator charges[45] and the spatial

confinement structure of QDs[46]. A reversal in sign of the conventional diamagnetic

shift has been observed in type-II QD systems and type-I QDs with special charge

configurations.
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Figure 2.6: The computational Fock-Darwin spectrum (b) of a QD system as is
schematically shown in (a). (c) shows the experimental results of a set
of quasi-homogeneous QDs under magnetic fields, in which the Zeeman
fine splitting is unable to be observed.[9]
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Together with the Zeeman splitting, the PL energy Epl under magnetic field of

B can be fit by

Epl(B) = Epl(0)± 1/2µBgexB + aexB
2 (2.12)

where Epl(0) is the PL energy at 0 T, gex is the g factor of the exciton and aex is the

diamagnetic coefficient of the exciton.

In a quantum ring system with magnetic field along the growth direction, the

Aharonov-Bohm (A-B) effect is expected to be observed. Electrons are transferred

through the different sides of a quantum ring structure and their phase-change rates

will be increased or decreased by the magnetic field: this causes a phase difference of

the electrons on the both sides of the ring that oscillates as a function of magnetic field.

This effect has been observed in the quantum ring structures[47] and type-II quantum

dots[48] as the oscillation of photon emission energy as a function of magnetic field.

2.3 Inter-dot Coupling in Quantum Dot Molecules

The most simple QD molecule (QDM) contains two coupled dots separated by

a barrier. Because of the wavelike nature of the particles in quantum mechanics, the

electrons or holes in one QD will be able to penetrate through the barrier and be

trapped in the neighbor QD. The electron-hole recombination can happen to charges

in the same dot or different dots. Recombination of an electron and hole in the same

or different QDs are called direct and indirect transitions, respectively. The behavior

of coupled QDMs is analogus to hydrogen molecules except for the fact that no two

QDs are alike. The growth of self-assembled QDMs is driven by the lattice mismatch

between two different materials. It is impossible to fully eliminate the inhomogeneity

during the self-assembly and grow two identical QDs.

Krenner and Stinaff were the first to report observation of coupling in QDMs

as a function of applied electric field,[49]. Subsequent reports from these same groups

demonstrated that electric fields can be used to tune the energy levels of electron and

hole states of vertically-stacked quantum dots in and out of resonance and that the

presence of additional charges significantly alters the signatures of coupling due to both
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Coulomb and spin interactions.[10, 43, 50, 51, 52] Fig. 2.7 schematically depict the idea

of electrically controlling the interdot coupling for the hole states. To overcome the

inhomogeneity of QDs, an electric field is usually applied in-situ along the molecular

axis of QDMs to tune the different confined states of the two QDs relative to one

another. Fig. 2.7 (c) shows the energy of the neutral exciton (X0) as a function of

applied electric field. With the increase of electric field, the recombination energy of

the indirect transition will be altered linearly while the direct transition is perturbed

very little.

When the electric field aligns the electron or hole states of the two QDs, the

recombination energy of direct and indirect transitions should be indistinguishable and

the coherent coupling in a QDM will be turned on. The molecular state is split into

bonding and antibonding states with different parity in the wavefunction. These two

states have an energy splitting δ that depends on the tunneling rate of charge carriers:

the narrower the interdot barrier is, the larger the tunneling rate will be and the larger

the energy splitting between the two states will be.

A signature called anticrossing, which occurs at FX0 in Fig. 2.7 is the fingerprint

of the coupling between two QDs. Anticrossing occurs when there is interaction be-

tween two states. For example, the Hamiltonian of initial states in the neutral exciton

of vertical QDMs can be simply described as

HPL =

EX0 −tX0

−tX0 EX0 + edF

 (2.13)

in the basis of the direct recombination and indirect recombination. EX0 represents

the PL energy of direct recombination of neutral exciton, d is the distance between the

two QDs and -tX0 is the tunneling rate. Because there are no charges in the final state,

the PL signature of neutral exciton recombination is determined only by the energy

of the initial state. For the trion states with one charge remaining in the final state,

the tunneling in the final state also plays a role: the PL will include the anticrossing

patterns in both initial and final states.
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Figure 2.7: (a) Band diagram for the device that tune the energy levels in a VQDM
by electric field in the molecular axis. (b)Schematic of the band diagram
of the QDM when non-resonant (left) or resonant (right) coupling is
occurred. (c) Schematic of the initial and final states of neutral exciton
state in the QDM as a function of electric field.[10]
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Chapter 3

INAS / GAAS QUANTUM DOTS MOLECULES

Developments in molecular beam epitaxy have enabled the growth of a vari-

ety of complex QD structures including quantum dot molecules[16], quantum rings[53]

and quantum dot clusters[54]. Systems have been built with QDs spatially and ener-

getically close to each other, in order to overlap the wavefunctions and enhance the

controllable interaction between single QDs. The photon emission energies of indirect

transitions in a complexes of QDs tune strongly with applied electric field because

they involve electron and holes predominantly located in separated QDs. Among these

structures, stacked vertical QD molecules (VQDMs), consisting of two QDs stacked

along the growth direction, have drawn much attention [55, 52, 56, 57] because of the

precise control over geometry available in the VQDM configuration and the potential

applications in quantum information processing. On the other hand, laterally aligned

QD molecules (LQDMs) provide opportunities to independently control the charging/

inter-dot coupling and potential scalability.

In this chapter, I introduced the growth mechanism of self-assembled InGaAs

QDs, VQDMs and LQDMs. The research progress for different complexes of QDs and

current interests in this field are also summarized.

3.1 InAs / GaAs Quantum Dots

3.1.1 Advantages of III-V self-assembled quantum dots

In the most simple system of self-assembled QDs, each single QD can be con-

sidered as an individual building block. In such a system, QDs are fabricated from

one-step growth [58] and arbitrarily separated from each other spatially, They can also

be deterministically located in a position fixed by nanofabrication processes before
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growth, but numerous challenges to simultaneously controlling location and preserving

high optical quality remain. Such QD materials can be utilized to build up devices

such as light-emitting diodes, lasers, and single photon sources.

Compared with semiconductors in group IV, the III-V compounds have good

electron mobility and luminescence efficiency. Because the zinc blend lattice structure

in the III-V compound leads to stronger ionic character, the intrinsic mobilities of both

electrons and holes in III-V materials are larger than Si, which makes them a better

candidate for high-speed computation applications. Moreover, the direct bandgaps in

III-V materials make them optically active, which makes them suitable for optoelec-

tronic device applications and control operations within the spin coherence time via

ultrafast optical fields. The optical activity opens up a large range of applications in-

cluding lasers[59], single photon sources[60], detectors[61], optically-driven memory[62],

spin-photon interfaces[63], etc.

3.1.2 Fabrication of self-assembled quantum dots

3.1.2.1 InAs / GaAs

A wide range of III-V materials with different lattice constants provide many

possible modes for epitaxial growth. The three possible epitaxial growth modes are:

(a) Volmer-Weber mode (VW: island), (b) Frank-van der Merwe mode (FM: layer-by-

layer), (c) Stranski-Krastanow mode (SK: layer plus island), respectively (see Fig. 3.1

(a-c)). SK mode is the most common method to grow QDs (VW mode is also possible

to fabricate zero-dimensional materials, but will cause a large amount of defects, that

ruins the optical performance.). During the epitaxial growth, the growth mode is

determined by the competition between the adatom cohesive force and surface adhesive

force, which depend not only on the lattice mismatch between the substrate and the

deposited materials, but also on the thickness of the growing layers.

As is shown in Fig. 3.1 (d), GaAs and InAs have moderate lattice mismatch

(7%), which leads to SK mode growth that forms QDs. The large difference of bandgaps

between GaAs (1.42 eV at 300K, 1.52 near 4 K) and InAs (0.36 eV at 300K, 0.42 near
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（d）

Volmer-Weber Frank-van der Merwe Stranski-Krastanov

Figure 3.1: (a-c): The three growth modes during epitaxy.[11] (d) Plot of the lat-
tice constant of various III-V materials as functions of their minimum
bandgap, Eg[12].
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4 K) provides a strong confinement that leads to the quantum effects inside of the InAs

QDs. Based on the above-mentioned reasons, most of the work on self-assembled QDs

has been concentrated in InAs / GaAs systems.

3.1.2.2 Molecular beam epitaxy growth of self-assembled quantum dots

This dissertation concentrates on self-assembled InAs/GaAs QDs fabricated us-

ing solid source molecular beam epitaxy (MBE). In MBE growth, elements heated in

effusion cells sublimate and condense on the surface of a substrate wafer. The rela-

tive concentrations and flux rates can be precisely controlled to vary both material

composition and layer thicknesses.

QDs can be grown on a doped GaAs substrate in order to allow for electrical

control. A vertical electric field can be applied in between the Ohmic contact to the

doped GaAs substrate and a Schottky contact to undoped top layers on the other side.

The first step for the epitaxial growth of QDs is depositing a layer of undoped GaAs on

the doped GaAs substrate. The second step is forming single InAs QDs by Stranski-

Krastanov (SK) growth on the exposed GaAs surface. SK growth is also known as

“layer-plus-island growth” and occurs when InAs is deposited on the GaAs surface.

Because InAs has a larger lattice constant compared to that of GaAs, after a critical

thickness of InAs (typically 1.6 monolayers [ML]) it becomes energetically favorable

for additional InAs to aggregate into small clusters that minimize strain and surface

energy. Those clusters, which are the QDs, will be covered by GaAs and AlGaAs to

provide three-dimensional energy confinement. The layer grown before the aggregation

of clusters is called the wetting layer and can be considered as a superlattice structure

between that of GaAs and InAs QDs. The bandgap of this layer is in between GaAs

and InAs. Our samples typically have an AlGaAs layer between the QDs and the top

contact to reduce carrier tunneling from the Schottky contact. AlGaAs compounds

have almost same lattice constant as GaAs and large bandgap that can prevent the

escape of charges from the top surface of the sample. This AlGaAs layer is typically

covered with a thin layer of GaAs to prevent oxidation of the Al.
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The energy of the ground state PL emission in self-assembled InAs/GaAs QDs

normally ranges from 1.0 to 1.2 eV at cryogenic temperature, which makes the PL

measurements using Si-based detectors difficult. An In-flush technique is commonly

applied to partially truncate the QDs in order to control their size and increase PL

energy. The QDs will be partially capped by GaAs leaving the top part exposed.

During a high-temperature annealing process, the In on the top of the QDs will be

completely desorbed and removed.

3.2 Vertical Quantum Dot Molecules

3.2.1 Growth

To build up a system in which inter-dot coupling can be observed and controlled,

we need to produce complexes in which two or more QDs are close to each other. These

complexes are referred to as quantum dot molecules (QDMs). The growth of vertical

QDMs, which was developed in 1995, is one of the most well-established methods

to produce QDMs by MBE[13]. Vertical QDMs are fabricated by stacking two self-

assembled QD layers along the growth direction. First, a single layer of InAs QDs are

deposited on a GaAs (100) substrate and potentially truncated. GaAs is then deposited

as a spacer of controlled thickness and the GaAs surface is recovered. Afterwards,

the second layer of InAs QDs are grown on the top of the GaAs spacer layer. The

preferential growth of the QDs in the top layer above QDs in the lower layer is due

to the tensile stress caused by the buried QDs, which creates a preferential nucleation

site with smaller lattice mismatch right above those buried QDs. The probability of

alignment along the growth axis of the vertical QDMs decreases with the thickness of

the spacer layer. Cross-sectional TEM pictures of the as-grown material confirms that

the QDs on the top layer are well aligned with the bottom QDs. During the growth

of vertical QDMs, In-flush can be used to control the size and shape of both layers of

QDs. By utilizing this method, stacked QD arrays with more than two QDs along the

growth direction can also be built up.[64]
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Figure 3.2: Cross-sectional TEM images for vertical QDMs with spacer layer thick-
ness of (a) 46 and (b) 92 ML, respectively. (c) The vertical-stacked QD
arrays with interdot spacing of 36 ML. [13]

A small lateral position misalignment for the two vertically stacked QDs is

commonly observed in VQDMs. This causes the misalignment of the wavefunction

of excitons and therefore breaks the angular symmetry. This symmetry breaking can

have important consequences, including hole-spin mixing between light and heavy hole

components.[65] This effect can be observed by experimental phenomena such as optical

intensity of dark states and new anticrossing patterns between bright and dark states

under magnetic field. The hole-spin-mixing phenomena also provides a way to control

the spin orientations of holes.

3.2.2 Research progress

In recent years, research on VQDMs has made significant progress towards ap-

plications in quantum information processing. In 2001, Bayer et al. first observed the

molecular state in self-assembled VQDMs by optical spectroscopy. The energy gap

between two interacting PL emission lines from coupled QDs, which corresponds to

29



bonding and antiboding molecular states, decreases as a function of inter-dot spacing.

This fact has been shown to arise due to the change of tunneling rate between two

QDs as a function of interdot barrier thickness.[66] In order to switch the molecular

state in VQDMs in-situ, an external electric field is applied to control the coupling

of energy states in between two QDs. The first observed molecular states that show

the electric field tuning were reported by Krenner in 2005.[49] The optical signatures

of VQDMs under electric fields has been investigated by Stinaff et al. in 2006. This

results shows the different anticrossing patterns in neutral exciton and positive/ nega-

tive trion emissions. Numerous subsequent publications have explored the anticrossing

and x patterns in VQDMs to develop a comprehensive understanding of the spectral

signatures in VQDMs and the underlying spin and charrge interactions that create

these signatures. Here we briefly introduce this work as a starting point for analyzing

self-assembled QDMs.

To clearly indicate the charge configurations, we use the notation

eT eB

hT hB

,

where eT ( eB) indicates the number of electrons in the top (bottom) QD. Similarly

for holes. For example

0 1

1 1

 describes a QDM with one electron in the bottom

QD and one hole in each QD. As is shown in Fig. 3.3(a), Coulomb shifts, Stark shifts

and binding energies in the VQDM are similar to the case in single QD. However,

the anticrossing pattern, as introduced in section 2.3, makes the spectral signatures of

VQDMs much more complicated than the single QDs.

For the VQDMs sample studied in the example of Fig. 3.3, hole tunneling occurs

when the energy states of two holes are in resonance. The right column of Fig. 3.3(b)

shows the positive trion anticrossing pattern observed in VQDM samples with different

thickness.[10] The hole tunneling between initial states

1 0

1 1

 and

1 0

2 0

 leads to

the first anticrossing pattern with energy splitting denoted as δx+ . The hole tunneling

occurring in the final states

1 0

1 0

 and

1 0

0 1

 is associated with the anticrossing
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with energy splitting of δh. The diagonal PL lines across the initial state anticrossing

comes from the triplet state with two holes in the same spin orientation. Because of the

spin blockade, the interdot tunneling is forbidden in those states. It is also observed

that the anticrossing energies (δx+ and δh) strongly depends on the interdot spacing,

which determines the tunneling rate of holes. These results fits well with the calculated

results shown in the left column of Fig. 3.3(b).

3.2.3 Potential applications

The follow-up work toward applications in quantum information processing

(QIP) has been focused on the spin properties in the molecular states. The wave-

function extent and coupling rates in the QDMs can be tuned in situ by electric field

and this property can be utilized to build up electrically-controlled device. The g-factor

of holes was observed to be tunable in GaAs/InGaAs VQDMs in 2006.[43] By replacing

the GaAs interdot barrier to a GaAs/AlGaAs/GaAs sandwich structure, the g-factor

of electrons in the molecular state can also be switched by 50% by tuning the electric

field without charging the VQDMs.[67] Both of these results provide a path toward

electrical control of coherent spin projections using g-tensor modulation.

Both the spin states of electrons[68, 33] and holes can be used as a basis for

a qubit. Since the influence of nuclear spin is weaker for holes than electrons, hole

spin has longer dephasing time and has recently emerged as a better candidate for a

qubit. The unique properties of holes (such as hole-spin mixing observed in QDMs with

misalignment along the stacking direction[65]) in VQDMs have attracted considerable

attention, followed by a series of publications regarding the all-optical control of the

the spin orientations in entangled states of holes[69, 36] in a VQDM.

One shortcoming of the idea for electrical control in VQDMs is that it only allows

one-dimensional control. In recent years, research has been focusing on inducing strain

in situ to the lattice of QDs to change the band structure. Such methods have been

applied to VQDMs and successfully tuned the coherent tunneling rate in between the

neighbor QDs.[70]
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a

b

Figure 3.3: (a) (b)Theoretical and experimental results of PL energy anticrossing
in positive charged single VQDMs. Results in different tunnel barrier
thickness (2 nm, 4nm and 6 nm) are compared.[10]
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3.2.4 Limitations

In VQDMs, an electric field applied along the growth direction varies both the

quantum coupling and the charge occupancy of the QDs. The quantum coupling is

varied as the confined energy levels of the two QDMs are tuned in and out of resonance

with one another. The charge occupancy is controlled as the confined energy levels are

varied relative to Fermi level set by the substrate doping. For information process-

ing applications based on single charges or spins it is necessary to keep the charge

occupancy of a QDM constant (e. g. only one electron). Controlling the quantum

coupling independently provides an opportunity to modulate optoelectronic properties

for bit initialization, manipulation and readout. I now show that the LQDM geome-

try provides an opportunity to independently control charge occupancy and quantum

coupling.

3.3 Lateral Quantum Dot Molecules

3.3.1 Growth

The fabrication of LQDMs has advanced significantly in the last decade. Com-

pared with the growth of VQDMs, growing LQDM pairs with structural homogeneity

is more challenging. Although growth methods for producing LQDMs are straightfor-

ward in principle, rigorous control of the growth temperature, As flux and annealing

time is required. Subtle deviations in these factors will lead to completely different

quantum structures. The growth of InGaAs LQDMs is normally based on the pre-

grown “template” nanostructure, which changes the distribution of surface strain or

components locally on the substrate and causes the growth of QD complex surrounding

this nucleation site.[54] These growth mechanisms provide a path to growth of QDMs

in partially controlled locations. One method is to bury single InAs QDs followed by

in-situ selective etching to produce the nanoholes. An in-situ etching based on excess

gallium droplet is also a possible way to create nanoholes[71]. Ex-situ patterning on

the GaAs substrate can be used to grow location-controlled LQDMs[72, 73].
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The LQDMs discussed in this dissertation are grown by Salamo, Lee et al. in

university of Arkansas.[54] The template in this case is a single dome-shape InAs QD

grown in SK mode by MBE. The growth procedure is shown in Fig 3.4 (a). The

template single QDs were relaxed at the monolayer coverage of 1.65 ML, followed by

30 s of annealing for good uniformity of QDs. Afterwards, the surface temperature was

quenched to the capping temperature after the application of 10 ML of GaAs and 30

s of in situ growth annealing. Because InAs QDs have a larger lattice constant, the

GaAs layer will not cover the top of single QDs.[74] During the annealing, the applied

shallow GaAs layer will evolve dimer rows along [0 1 -1], which is called (2 X 4) surface

reconstruction[75]. Guided by the (2 X 4) surface reconstruction, the In in the single

QD will anisotropically diffuse along the direction of (0 1 -1) on GaAs surface and form

elongated islands . The surface strain will further split the elongated quantum rod into

two separated QD.

The geometry of InAs QDs grown from the template is related to the process

of surface reconstruction on the [1 0 0] surface of the GaAs. This process is dependent

on the monolayer coverage of the substrate/ adsorbate and the ambient conditions

(i. e. gas pressure, temperature, etc.). The relatively low capping temperature will

make the single QD diffuse while preserving the dome-shape of the original QD. As is

shown in Fig. 3.5, 480 C is a temperature at which it is possible to generate double

quantum dot molecules with the original dome-shape. When the capping temperature

is higher than this temperature, the single QDs diffuse and form nanorods; When

the capping temperature is lower than this temperature, the neighbor QDs merge as

bridged/ dimpled QD pairs with substantial connection between them.

Similar LQDMs structure can also be achieved by pre-patterned GaAs droplet

epitaxy. As flus was first applied on GaAs substrate sequentially to form the GaAs

nanoscale mound templates in low temperature. By controlling the growth conditions,

the morphology of the mound can be different.[54] InAs is deposited on substrates with

mounts generated by droplet epitaxy, creating LQDMs consisting of multiple single QDs

that surround the nanostructure caused by the surface strain distribution. During the
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Figure 3.4: (a) Sketch of the different stages during the growth of partially-capping
LQDMs. (b) (Left) The height profile of one typical LQDM grown by
partially-capping mechanism. The height is measured along the axis of
[0 1 -1] as is demonstrated on the AFM image of a single LQDM, as is
shown on the right hand side of (b).
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Figure 3.5: Evolution of nanostructure of partially-capped InAs QDs in different
temperatures.[14]

deposition of InAs, the QD complex will firstly diffuse along the preferential direction

to form LQDMs with two QDs. By continuing deposition of InAs, additional QDs

will be generated along other lattice axes. The geometry of the final QD complexes

depends strongly on the geometry of the initial GaAs mounds. These are promising

method to grow LQDMs contain more than two QDs[76].

Very recently, Folsch et al developed the method to grow QDs with single-

atom precision by using a scanning tunneling microscope (STM) tip to manipulate

the atoms.[77] This is a very important step towards the development of QD complex-

based devices. Considering the lateral arrangement, the energy structure and coupling

behaviors of this type of QD complex should be similar to the self-assembled LQDMs.

The ideal LQDM sample for the study of optical properties and inter-dot cou-

pling has the following characteristics:

1) The density of LQDMs should be small in order to allow single QD spec-

troscopy. For the templates based on self-assembled QDs, the LQDMs density is de-

cided by the state-of-the-art of single QD growth. LQDMs with densities of 1 X 108
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were achieved in 2012 using these methods.[71] The advantage of templates based on

ex-situ etching is that the density and location can be predetermined. For our LQDMs

sample, which is grown from partially-capping of single QDs, the ariel density is about

3 X 109/cm2. To investigate the properties of the LQDMs with such a large density, a

mask with apertures of order 1 µm is needed.

2) The center-to-center distance between two neighbor dots must be as small as

possible in order to have strong inter-dot coupling. Constrained by the pancake-shape

of self-assembled QDs, it is impossible to require the inter-dot distance in LQDMs to

be smaller than 30 nm, which is the typical diameter for single QDs. LQDMs grown

by partially-capping, ex-situ patterning nanoholes and in-situ gallium droplet etching

all result in LQDMs with center-to-center distance around 35 nm. However, the in-situ

selective etching over capped InAs results in LQDMs with 57 nm inter-dot distance.

3) The ratio of double-dot structure on the whole sample should be large. Be-

cause of the inhomogeneous nature during MBE growth, complexes with more than

two QDs and single QDs are expected to be found on some of the patterned sites.

in-situ gallium droplet etching, in situ selective etching and ex-situ patterning result

in double-dot ratio of 80, 61 and 40 percents respectively.

4) The vertical size of the LQDMs should be small to increase PL energy so

that the Si-based CCD can measure its photoluminescence sensivitively. As is shown

in Fig 3.4 (b), the peak height of our LQDMs is about 5 nm which is comparable with

those LQDMs grown from nanohole templates. According to Ref. [73], the heights of

the nanohole template LQDMs ranges from 5 nm to 10nm.

3.3.2 Research progress

Compared with the well-establish research on VQDMs, LQDMs are at a much

earlier stage of development. The large center-to-center distance between the neigh-

boring QDs (approximately 40 nm) makes the tunnel coupling much weaker than in

the VQDMs[78]. Because the tunnel coupling is weak, the experimental evidence for
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the existence of delocalized molecular-like states formed by coherent tunneling has only

been indirect.

In 2006, the instructive experimental results focused on LQDM coupling were

presented by Beirne et. al.[78]. By taking second order cross-correlation function

measurements between the PL lines of an individual LQDM, they observed substantial

antibunching of the neutral exciton recombination of the two neighboring QDs. This

result verified the presence of quantum coupling in the LQDMs. Also, they found the

dominant PL emission in a single LQDM can be switched by tuning the applied static

voltage along the molecular axis.

It is expected that the anticrossing signature observed in VQDMs can be dis-

covered in LQDMs. In 2007, a theoretical work towards coupling signature of LQDMs

was published by Szafran et al.[15]. Using circular and square disks as the confine-

ment potential, they predicted that the applied electric field that controls the coupling

will visibly deform the wavefunctions within each of the dots and mix the single-dot

energy levels. Following that, Wang et al. presented preliminary spectral evidence

showing anticrossing signatures of single LQDMs under lateral electric field, which in-

cludes spectral lines strongly dependent on lateral electric field similar to the calculated

results demonstrated by Szafran et al.[16].

The energies of the charge states in LQDMs is another focus of current research.

Using atomistic empirical pseudopotential calculations, Peng et al.[18] have prepared a

detailed model of the energetic states of a LQDM in which the two QDs are connected

by a basin of residual InAs left from the initial seed QD. The compositional profile

and growth techniques they model closely parallel the methods used to prepare our

samples. The results predict three groups of electron energy levels with two groups

delocalized over the entire LQDM for all values of the applied lateral electric field.

The results also predict anticrossings as a function of applied lateral fields in both the

negative trion (two electrons and one hole) spectra and positive trion (two holes and

one electron) spectra.
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Royo et al.[79] published their calculation results based on effective mass Hamil-

tonian of LQDMs, which indicates that the interdot distance will influence the emission

energy of several charged states and this can be used to indicate the molecular coupling.

Meanwhile, Munoz-Matutano et al[17]. reported the spectral results of charge control

in LQDMs by an applied bias along the LQDMs axis. The external bias controls both

the relative energies of the two QDs and the charge numbers in the LQDMs. Theoret-

ical modeling based on the aforementioned study by Royo supports the experimental

results and explains a measured energy shift of the negative trion as originating in

the coherent electron tunneling. However, no anticrossing pattern is observed in the

spectra, therefore the existence of the interdot tunneling can only be inferred.
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(a)

(b)

(c)

(d)

Figure 3.6: (a) Calculated exciton energy spectrum for LQDMs with circular confine-
ment with interdot distance with 20 nm as a function of lateral electric
field[15]. (b) PL spectrum of a LQDM as function of lateral field, the
dotted lines which given guides to the eyes suggested anticrossing[16].
(c) PL spectrum as function of lateral bias that only shows the charge
signature. The comparation between experimental and theoretical ener-
gies of different charge states are presented on its right hand side[17]. (d)
Top: color map of the PL intensity from the negative trion state as a
function of the PL energy (y axis) and the applied lateral electric field (x
axis). Bottom: Analysis of the transitions based on atomistic empirical
pseudopotential calculations[18].
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Chapter 4

EXPERIMENTAL SETUP FOR LATERAL QUANTUM DOTS
SPECTROSCOPY

4.1 Introduction

This chapter includes the following contents: (1) the optical path design of the

µ-PL measurement of the LQDMs, (2) the fabrication of the optical device structure for

LQDMs that applies electric field simply along the growth direction. This device was

used to acquire the data reported in chapter 5 and 7 and (3) the cryostat systems for

the optical measurements at low temperature with the application of electric/ magnetic

fields.

4.2 Constraints of Lateral Quantum Dot Molecules Optical Experiments

Compared to the well-established single QDs and VQDMs systems, the develop-

ment of understanding of optical properties of LQDMs have lagged behind for multiple

reasons. One of the most important reason is that the self-assembly process of LQDMs

is more complicated, which makes the optimization of shapes, sizes and densities of

LQDMs more difficult.

First, it is difficult to control the shape of the LQDMs during MBE growth. A

common method to manipulate the PL energy of single QDs and VQDMs is to truncate

the top of the QDs using the indium flush technique during the MBE growth.[80]

During this process, the top part of the dome-shaped QDs is removed and the QDs

is truncated to a pancake shape with smaller spatial confinement and larger energy

gaps. In VQDMs, the truncation process has two functions: first, it can adjust the

PL energies of QDs to the sensitive range of Si-based charge-coupled camera (CCD);

second, it can control the energy difference between the top and bottom dots in a single
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VQDMs, which determines the applied field at which interdot coupling signatures can

be obtained. Because this truncation process is hard to achieve during the growth of

LQDMs, the significant inhomogeneity between LQDMs in a single sample makes the

physical properties of different LQDMs vary. The LQDMs we study have a relative

small PL energy (about 1200 meV for neutral exciton emission), which decreases the

signal intensities detected by the CCD. This increases the difficulty of the micro-PL

and time-resolved PL (TRPL) measurements on our single LQDMs.

Another problem with the LQDM sample we are working on is the high ariel

density of LQDMs on the surface. The ariel density of our sample is about 30/µm2.

To measure the PL of single LQDMs, it is necessary to isolate single LQDMs from the

ensemble. It is impossible to constrain the size of the laser beam to be smaller than

1 µm. Therefore, we need an opaque mask to cover most of the sample surface and

isolate single LQDMs. A high-NA lens to focus the laser down to 1 µm is required

during the PL measurement.

4.3 Optic Path for Photoluminescence Measurements

Fig. 4.1 shows the schematic of the path for the micro-PL measurement. For PL

spectroscopy the output of a Coherent Mira Ti: Sapphire laser, pumped by a 532 nm

Verdi V5 laser, is used to excite the LQDMs at 870 nm. The laser first goes through a

BEOC laser power controller (not shown in the figure) to stabilize the intensity. The

patterned LQDM sample was mounted on the cold finger of an Advanced Research

System DMX-20 closed-cycle cryostat cooled to 12 K to suppress the phonon excitation

of carriers out of the LQDMs. Emitted PL was collected by a Mitutoyo high numerical

aperture objective and long-pass filtered to remove residual laser light. The signal was

analyzed with a 0.75 m Acton SpectraPro 2750 spectrometer equipped with a liquid

nitrogen cooled CCD camera with 21 µeV spectral resolution. The data acquisition

was controlled by a LabView program that continuously acquires PL spectra as a

function of applied voltage and/or laser power. During the PL measurement, electric
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and magnetic field applied on the LQDMs can be varied in situ to manipulate the total

charge occupancy, inter-dot coupling and wavefunction extent of the LQDMs.

The Mira Ti: Sapphire laser has the capability to produce output over a wave-

length range from 700 to 950 nm. A mode-locked oscillator generates ultrashort pulses

with femtoseconds to picoseconds with pulse widths at a repetition rate of 80 MHz.

By using a part of the pulsed laser to simulate a trigger diode and collecting the PL

with an avalanche photo diode (APD), we are able to measure the time-resolved PL

(TRPL) and understand the dynamic processes during the emission of the PL. Some

preliminary TRPL experiments has been done on the ensemble LQDMs.

LABVIEW

Spectrometer
CCD

50/50 Beam

Splitter

Verdi 532 nm Mira 870 nm High NA lens

12K

Cryostat

Sample

V,B
LCVR x 4

Linear

Polarizer

Linear

Polarizer

Figure 4.1: Optical path for micro-PL measurements of LQDMs.

By adding components to control the polarization of the laser and analyze the

polarization of the PL, this system can be used to extract information on the spin

projections of carriers in the LQDMs. On the incoming and outcoming paths, two

Meadowlark liquid crystal variable retarders (LCVRs) can be used to control both the

phase delay and polarization orientation of incoming laser and PL.

A LCVR takes advantage of the orientation-dependent birefringe in liquid crys-

tal (LC) molecules. The LC molecules are oriented in a default alignment when the

applied voltage is zero. The applied voltage will continuously change the orientation

of the LC molecules and therefore the phase delay between the fast and slow axes of
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the LCVR. By tuning the voltage from 0 to 10 V, the retardance of a LCVR can be

tuned from 1400 nm to 100 nm.

4.4 LQDMs in a Schottky Diode

4.4.1 Introduction

In order to control the charge occupation of LQDMs, the LQDMs are embedded

in a Schottky diode with 2-electrodes on both the top and bottom surface to apply

strict vertical electric fields (along the growth direction). Fig. 4.2(a) shows a schematic

diagram for the layout of the LQDMs sample within a Schottky diode. The sample

composition and layer thicknesses are labeled. By applying an electric field in the

growth direction, which tilts the band structure, the electrons in the Fermi level of

the n-doped layer can be sequentially injected into the LQDMs in order to charge the

LQDMs with additional electrons. Here we give an introduction to the layer-by-layer

structure of the LQDMs diode followed by the fabrication of electrodes.

4.4.2 LQDMs sample layout

80 nm of undoped GaAs is deposited on top of the doped substrate. Electrons in

the doped layer need to tunnel through this barrier in order to inject into the LQDMs.

Normally this tunnel barrier is designed with a few tens of nanometer thickness. A

thicker barrier will reduce the tunneling rate drastically and a thinner barrier can not

effectively isolate the QDs from the doped layer. The wetting layer and LQDMs are

grown on top of the tunnel barrier.

The InAs are covered by a sandwich structure that includes 230 nm of intrinsic

GaAs, 50 nm of Al0.3Ga0.7As and 10 nm of GaAs. The 230 nm of GaAs is deposited

first to create a defect-free interface for good optical properties of QDs. A thin layer of

GaAs is deposited on the top surface of the device to prevent the oxidation of AlGaAs

layer.
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Figure 4.2: (a) The layout of our self-assembled LQDMs sample grown on a n-doped
GaAs substrate within a 2-electrode Schottky diode. (b) Band diagram
of the LQDM device in the growth direction without electric field applied.
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4.4.3 Fabrication of electrodes

4.4.3.1 2-electrode device

The 2-electrode device introduced in this section has been used to generate

the result presented in Chapter 5 and 7. The device was processed with an Ohmic

back contact on the bottom of the n-doped GaAs substrate. (See Appendix A.2 for

experimental details.) In order to acquire spectra from single LQDMs and strictly

control the bias along the growth direction of the LQDMs, an Al Schottky contact

with 1 µm apertures is applied on the top surface of the sample by electron-beam (e-

beam) evaporation. A semi-transparent thin Ti layer ( 8 nm) is also deposited between

of the sample and Al layer to force the electric field to be strictly along the growth

direction. We refer to this as a vertical electric field. The Al mask is patterned by

optical lithography using a Karl Suss MJB-3 Mask Aligner. The recipe for lithography

can be found in Appendix A. By tuning the vertical electric field applied to the LQDM

sample, electrons from the n-doped GaAs layer will be injected into the LQDMs and be

confined in LQDMs. During the optical measurements, the laser illuminates LQDMs

through the apertures on the Al mask and only the single LQDMs under the selected

aperture are probed optically.[81]

To fully investigate the energy properties of LQDMs, it is necessary to leave large

apertures for the optical measurement of ensembles of LQDMs. The 8 nm Ti thin film

applied by e-beam evaporation is not a promising electrode for applying strict electric

field when the aperture size becomes too large. Therefore, the sizes of apertures on the

Al mask should be no larger than 20 µm.

4.4.3.2 3-electrode device

The scheme of the Schottky LQDM diode being investigated in chapter 6 is

shown in Fig. 4.3. 5 µm gaps perpendicular to the 1 µm gaps provide access for

ensemble photoluminescence (PL) measurements. The interdigitated contacts provide

the opportunity to apply both lateral (perpendicular to the growth direction) and

vertical (parallel to the growth axis) electric fields in order to independently control
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the charge occupancy of the molecule and the quantum coupling between the two

QDs that comprise the molecule. In chapter 6 we focused on charging of the QDMs

and always apply the same voltage to both of the top contacts. Although the two

interdigitated top contacts always have the same electrical potential, the long term

goal of applying both lateral and vertical electric fields precluded the inclusion of a

semitransparent Ti layer to maintain uniform electric fields across the 1 µm gap. The

interdigitated contacts are separated by 1 µm, but only 370 nm separates the top

contacts from the n-doped GaAs that provides the back contact. Consequently, the

net electric field at the LQDM location contains both vertical and lateral components.

The ratio of lateral and vertical field components depends on the spatial location of

the LQDM within the lateral gap, which cannot be measured and varies from LQDM

to LQDM. We therefore quote only the value of the applied voltage and not the net

electric field for experiments performed with this sample.

Gate                     Gate 2

120 nm Al

8 nm Ti

10 nm GaAs (Undoped)

50 nm Al0.3Ga0.7As (Undoped)

230 nm GaAs(Undoped)

InAs QDMs

80 nm GaAs (Undoped)

1 μm n-GaAs buffer

n-GaAs Substrates 

Fv

L
A

S
E
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Figure 4.3: The 3-dimensional layout of our self-assembled LQDMs sample grown
on a n-doped GaAs substrate and fabricated into a 3-electrode Schottky
diode.
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4.5 Closed-cycle Cryostat Systems

To suppress the influence of phonons on the optical properties of LQDMs, the

LQDM samples are held in an Advanced Research Systems closed-cycle cryogenic re-

frigerator (DE204SF-DMX20-OM) for low-temperature measurements. The minimum

temperature this system can achieve at the sample interface is 8 K. This refrigerator

works based on the Gifford-McMahon cycle, which includes a compressor, an expander

and two gas lines to transfer gas at high pressure and low pressure through the system.

Using Helium as a working fluid, the system removes the heat in the sample holder by

going through a full cryogenic cycle at the frequency of the rotary valve that alternately

opens and closes as the displacer reciprocates between two spaces that store gas. The

cryogenic cycle includes 4 steps:

1. High-pressure gas is admitted into the cold head. Some of the heat from

this gas is absorbed by the regenerator material inside the cold-head, lowering the gas

temperature.

2. The valve is turned to the low-pressure line and the high-pressure gas goes

through an isothermal thermal expansion, taking up heat.

3. The displacer moves and forces the low-pressure cold gas to go through the

regenerator material, taking up heat from the regenerator.

4. The valve is tuned back to the high-pressure end and the hot air is compressed

and expelled. The whole system comes back to the first phase.

The refrigeration system we are using includes two cryogenic cycles. The gas

cooled by the 1st stage will be injected to the 2nd stage displacer and goes through

the second cooling cycle. The compressor provides the helium gas with appropriate

pressure. It will generate heat during the operation. The electric power and heat ex-

haust of the compressor is connected in series with a coolpac for thermal dissipation.

The compressor can only work when the coolpac is turned on. Plastic tubing trans-

fers cooling water between the compressor and the coolpac to take up heat from the

compressor.

To perform micro-PL by using this system, one of the most important factors
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is isolating the vibration from the cryocooler in the sample holder. The sample should

be stable in the same location with sub-micron movements for the whole experimental

cycle, which is usually up to 10 hours. An isolation bellows is used to isolate the

expander, which is fixed on the ceiling of the lab, the sample interface, which is mounted

on the optical table. To maintain the best performance of the system, it is very

important to maintain the relative position of the expander and the sample interface.

Helium gas with pressure of 0.6 psig is flowing into the bellows for heat exchange.

4.6 Helium-cooled Magneto-optical Cryostat System

In order to conduct optical measurements under magnetic field, the LQDMs

sample was mounted in our superconducting magnet system manufactured by Janis

research company. Fig. 4.4(a) shows a schematic of the system. In this system, the

alloyed metal coil is soaked in liquid Helium in order to run below the characteristic

critical temperature of superconductivity. Two groups of superconductor coils in the

system can apply magnetic field up to ±9 Tesla in the vertical direction and ±4 Tesla in

the horizontal direction, respectively. To achieve a good heat isolation and reduce the

Helium cost, the liquid Helium reservoir is surrounded by a liquid Nitrogen reservoir

and an outer vacuum jacket. The LQDM sample is held in the bottom of the center

column for optical measurements. An inner vacuum jacket is in between the center

column and liquid Helium reservoirs to isolate the thermal gradient in the column from

the Helium bath. Continuous liquid Helium flow from the reservoir to the bottom of

the center column through a capillary to maintain the temperature of the sample below

10 K. The vaporized Helium atmosphere around the sample also protects the system

from water in the air and provides a transparent medium for optical imaging.

The laser goes through the optical ports on the platform at the top of the

magnet system, reflected by the mirrors, and illuminates the sample at the bottom

of the center column. Fig. 4.4(a) shows the components of the insert structure inside

the center column. To control the position of the sample in situ, the LQDMs sample

is held by three Attocube piezoelectric nanopositioners oriented in two horizontal and
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one vertical directions. One high numerical aperture lens is positioned right above the

sample to focus the laser beam to micrometer range and collect the PL. To manage the

H

V

Nanopositioners

(a)

(b)

Figure 4.4: (a) Diagram of the Janis superconducting magnet system. The color in
the center column schematically shows the gradient of the temperature.
(b) Diagram of the microscopic insert of the center column in the magnet
system.[19]

rising market price of Helium, a cold finger Helium reliquefier was recently installed in

the cryostat system. The liquid Helium boil off condenses on the cold finger and drips

back into the cryostat. Ideally, the rate for the reliquification of Helium is equal to the

boil-off rate and a small flow of Helium gas into the cryostat should be sufficient to

maintain the system at equilibrium.
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Chapter 5

ENERGY SHELL STRUCTURE OF LATERAL QUANTUM DOT
MOLECULES: GROUND STATE

5.1 Introduction

In order to understand the energy shell structure of LQDMs, we need to start

with the ground state (GS). In this chapter, we present a systematic analysis of the pho-

toluminescence (PL) emission of self-assembled InAs LQDMs under a voltage strictly

applied along the growth direction, as is introduced in section 4.4.3. We observe a

series of discrete PL lines with distinct energy shifts with the increasing electric field.

We assign these discrete lines to specific charge configurations using a combination of

theoretical modeling and analysis of the formation dynamics. We compare the spectral

signatures of LQDMs in which the two QDs have similar and different confined energy

states. The measured spectral shifts support the conclusion that inter-dot electron

tunneling is present in trion states.

5.2 Power-dependence of Ensemble Photoluminescence

In Fig. 5.1 we plot the ensemble PL signal measured in the 5 µm gaps of the

interdigitated top Al contacts and a few examples of single LQDM PL measured in

the 1 µm gaps. Three gaussian PL peaks are visible, centered at 1202, 1242, and 1279

meV with full width half maximum (FWHM) values of around 40 meV. These peaks

could be attributed to different energy shells of the LQDMs (analogous to the s, p,

and d shells in single InAs QDs) or to a distribution of QD types (e.g. a fraction

of the seed QD population that did not evolve into LQDMs). To distinguish these

possible explanations, we measure the PL intensity of the three ensemble peaks as a

function of laser power. The results are presented in Fig. 5.2. The inset of Fig. 5.2
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shows that the lowest energy peak (1202 meV) dominates emission at the lowest laser

power. For laser powers between 0.1 and 2 mW (power density of 7 to 140 W/ cm2,

see appendix B.1 for more details), the intensity of the lowest energy peak increases

with laser power and there is no measurable intensity for other peaks. The intensity

of the next highest peak (1242 meV) becomes measurable at laser powers of 2 mW.

At laser powers greater than 2 mW, the intensity of the peak centered at 1242 meV

increases much more rapidly with laser power than the peak centered on 1202 meV.

Emission from the highest energy peak (1279 meV) is not measurable until the laser

power reaches about 10 mW. Between 10 and 200 mW, the intensities of the second

and third peaks increase with a similar dependence on laser power.
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Figure 5.1: PL from LQDM ensemble (blue), single LQDM GSs (black) and single
LQDM ES1s (red) measured in flat band conditions with zero magnetic
field. The ensemble PL is fit by four Gaussian curves (dashed lines) to
identify four PL energy shells.
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If the observed PL peaks originated in a distribution of QD types, optical emis-

sion from all peaks would be expected at the lowest laser powers. The observation that

the lowest energy peak dominates at low powers, and that peaks with increasing energy

gain optical intensity only at increasing laser powers, indicates that these three peaks

are part of a single structure in which carriers can relax to lower energy shells. Emis-

sion from excited states becomes possible only as the increasing laser power generates

sufficient carriers to populate the lower energy states and inhibit relaxation.

We therefore assign the three observed peaks to different energy shells of single

LQDMs. In Fig. 5.3 we schematically depict the LQDM energy shells. The energy levels

of the two QDs that comprise the LQDM are typically slightly different; Fig. 5.3 depicts

a situation in which the left QD has lower energy levels. We stress that the measured

ensemble PL presented in Fig. 5.1 and 5.2 provides evidence that the three observed

PL peaks come from distinct energy shells of a single quantum structure. These data,
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however, are not sufficient to identify the specific energy shells associated with each

transition or the degree of delocalization of states in any shell. As described below, we

use additional measurements of single and ensemble LQDMs to systematically justify

the model presented in Fig. 5.3.

GSe2 GSe1

ES1e

GSh2 GSh1

ES1h4 ES1h3

E
n

e
rg

y

Lateral Position (nm)

electrons

holes

0            50           100        150        200

10

5

H
e

ig
h

t 
(n

m
)

[01-1]

B, V

ES2e

ES2h

Figure 5.3: Schematic band diagram of a single LQDM. The middle inset shows
the cross-sectional profile of a single LQDM with arrows denoting the
molecular axis and the direction of applied electric and magnetic fields.

We first show that the power dependence and saturation behavior presented

in Fig. 5.2 is consistent with assigning the three PL peaks to the GSe-GSh, ES1e-

ES1h and ES2e-ES2h energy shells of LQDMs. At very low exciting laser powers, on

average less than one electron and hole are absorbed into the LQDM. These carriers

thermally relax through the ladder of energy states in the LQDM. Thermal relaxation

in confined structures typically takes place on ps time scales, so emission from excited

energy levels is unlikely.[82] Consequently, we assign the lowest energy observed PL

peak (1202 meV) to recombination of electrons and holes in their lowest energy states
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(E0 and H0). The second measured PL peak (1242 meV) could be assigned to optical

recombination from GSe to ES1h, ES1e to GSh, or ES1e to ES1h. In single QDs,

the asymmetry of envelope functions from different shells (e.g. s and p) suppress

optical recombination and observed PL is dominated by s to s and p to p transitions.

This argument suggests assigning the peak to recombination from ES1e to ES1h.

The dipole selection rules are known to be relaxed by strain, piezoelectric effects, and

applied electric fields.[83]. The complex potential profiles of the LQDMs studied here

make it likely that the wavefunction symmetries and dipole selection rules are more

complicated than those of conventional single QD confined states. Consequently, we

cannot rule out recombination from GSe to ES1h or from ES1e to GSh. The intensity

of the ES1e-ES1h peak rises as a function of laser power because increased laser

intensity increases the probability that the E0 states will be populated by optically

injected carriers. PL emission originating in the ES1e energy shell becomes significant

only when the GSe states are already filled and intraband relaxation from ES1e to GSe

is suppressed. By the same argument we assign the third PL peak, centered at 1279

meV, to PL originating in the ES2 energy shell.

The measured difference between ensemble PL peak energies GSe-GSh and

ES1e-ES1h is 40 meV. This value is in reasonable agreement with the separation

between GSe-GSh and ES1e-ES1h transitions predicted by pseudopotential calcula-

tions of LQDMs (approximately 28 meV).[84] Similarly, the measured difference be-

tween GSe-GSh and ES2e-ES2h ensemble PL peak energies (77 meV) is in reasonable

agreement with the predicted difference between GSe-GSh and ES2e-ES2h transi-

tions (approximately 57 meV ).[84] The reasonable agreement with calculated values

supports, but does not unambiguously confirm, our assignment of PL peaks. Our mea-

sured values of the energy separation between transitions are consistently larger than

the those predicted by Peng et al. This difference may be due to differences between

the the LQDM morphology used in the computational model and the LQDMs studied

experimentally.
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5.3 Photoluminescence of Neutral Excitons and Positive Trions in LQDMs

5.3.1 Bias map with X0/ X+ doublets

Having established a basic assignment of PL peaks to the energy shell structure

of LQDMs, we now focus on the Coulomb interactions in the localized GS of a single

LQDM in order to understand the effects of charge occupancy. By collecting the PL

from 1 µm apertures on the diode sample, we are able to observe PL peaks with

linewidth on the order of 100 µeV, which we concluded is emitted from single LQDMs.

The color map in Fig. 5.4(a) presents the discrete PL signature of a single LQDM

(LQDM 1), as a function of applied vertical electric field. The x axis is the electric

bias applied along the growth direction of the LQDMs while the y axis indicates the

PL energy of the discrete PL lines. The color shows the intensities of PL emission,

as represented in the inset of Fig. 5.4(a). The energy range of this set of PL lines

indicate that the PL emission is from the ground states of the LQDM. Typically, the

two QDs, that comprise the LQDM will have slightly different energy levels. Although

we cannot assign PL emission to the right or left QD, we simplify the discussion by

always assigning the low-energy PL emission to the right QD and the high-energy PL

to the left QD.

At negative bias, three PL lines (X0
R, X+ and X+’) are observed (at 1223.7,

1223.9 and 1224.2 meV, respectively). A fourth PL line X0
L is also observed at

1225.7 meV with relatively weak intensity. With increasing applied voltage, these

four lines show identical Stark energy shifts and distinct changes in PL intensities (See

Fig. 5.4(c)). As the applied voltage reaches 0.58 V (0.66 V), line X0
R (line X+/X+’)

is turned off. Parallel PL lines with approximately 0.5 meV separation, such as line

X+/X+’ and X0
R, are a characteristic signature in the PL of single LQDMs. Fig. 5.4(b)

presents a survey of the parallel PL lines in six LQDMs in our sample. In all of these

examples, the energy separation between the two dominant PL lines are between 0.4

and 0.5 meV. This pair of PL lines with small and constant energy separation could

originate from either 1) recombination involving the energy levels of two different QDs
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or 2) recombination of one single QD with the presence of different numbers of specta-

tor charge in the LQDM. As indicated by the state labels, we assign the pair of lines

to the X0 and X+ charge configurations of a single QD within the LQDM. We now

justify this assignment.

5.3.2 Analysis

In the n-type Schottky diode, the electron energy states of QDs are higher than

the doped Fermi level under negative bias. Consequently, electrons participating in the

PL emission must be optically generated. Under moderate excitation laser intensity,

the number of electrons occupied a single LQDM during the PL emission should be

no more than one. Therefore, PL lines that show up at negative bias are assigned

to either neutral exciton (X0) or positive trion (X+) states. Due to the anisotropic

self-assembly growth mechanism of the LQDMs sample, it is unlikely that the energy

difference between two neighboring QDs would consistently be 0.4 to 0.5 meV. This

suggests that the two consistently observed pair of PL lines separated by 0.5 meV

should not be assigned to two separate QDs.

To support the assignment that the high energy PL is from neutral exciton

emission and the low energy PL line is from positive trion emission, we look at the

electric field and laser power dependence of the intensities of these lines. The peak

intensities from PL emission of line X+, X+’, X0
R and X0

L are plotted as a function

of vertical voltage in Fig. 5.4(c). The intensities of line X+ and X+’ show the same

nearly-linear dependence on the voltage and reach their maximum at 0.25V before

dropping to zero. Line X0
R and X0

L both have low intensity until a certain voltage and

then gain intensity abruptly. The intensity of PL emission from X0 and X+ depends

on the efficiency of two processes. First, the X+ configuration is more likely to form

at low bias, when it is relatively easy for an optically generated electron to tunnel out

of the LQDM, leaving behind an excess optically-generated hole, thereby increasing

the probability that the X+ will form. Second, larger electric fields drive e-h pairs

to separate and therefore weaken the PL emission of both X0 and X+. As shown in

57



-0.2        0.1            0.4            0.7          1.0           1.3          1.6

1227.5

1223

P
L
 E

n
e

rg
y
 (

m
e

V
)

(c)

(a)

Vertical Bias (V)

a
.u

.

-0.50-0.25 0.00 0.25 0.50 0.75

0.0

0.2

0.4

0.6

0.8

1.0

Vertical Bias (V)
P

L
 I
n

te
n

s
it
y
 (

a
.u

.)
P

L
 I
n

te
n

s
it
y
 (

a
.u

.)

Laser power density (kW/cm2)

(d)

0 20 40 60 80
0.0

0.4

0.8

1.2

1.6

2.0
 
 
 

(b)

△E (μeV)
-1500   -1000   -500     0 500 1000

P
L
 I
n

te
n

s
it
y
 (

a
.u

.)

1224.5 meV

1225.6 meV

1183.7 meV

1212.5 meV

1211.2 meV

1211.4 meV

 

 0.0

 1.0

PL Energy (meV)
1220   1222   1224   1226   1228   1230P

L
 I
n

te
n

s
it
y
 (

a
.u

.)

(e)

0 1

0 2
(    )

0 1

1 1
0 0

1 0
   (     )    (     )→

0 1

1 1

0 0

0 1
   (     )    (     )→

XL

0

XR

0

XR

-

XL

-

X+ X+’

X
+

X+’ X
0

→→

XR

0

XL/
0

XR

0

X ’ /
+

XR

0

X  /
+

XL

0

X+
X+’

XR

0

→

Figure 5.4: (a) PL spectrum of the ground states transitions in LQDM 1 as a func-
tion of vertical voltage. (b) PL spectra of X0 and X+/X+’ in 6 different
LQDMs. Lines are guides to the eye. Energies are plotted relative to
the emission of the X0 state, with the absolute energy of the X0 state
indicated by the inset text. (c) Intensities of PL lines X0

R, X+/X+’ and
X0
L as a function of vertical voltage. (d) Intensity ratios of PL lines as a

function of laser power densities under 0.41 V vertical voltage. (e) The-
oretical modeling results of the energies and intensities of positive trion
emissions in LQDMs based on the energies of neutral exciton emissions.
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Fig. 5.4(c), line X0
R and X0

L sharply increase in intensity as line X+ and X+’ begin to

get weaker, near 0.25 V. This is the turning point at which it is no longer favorable

for the electron to tunnel out of the QD and the emission of X0 is therefore enhanced.

This analysis supports the assignments of the PL lines in Fig. 5.4(a).

Integrated PL intensities of the lines in Fig. 5.4(a) as a function of laser power

density further support this assignment, as shown in Fig. 5.4(d). The ratio of PL inten-

sities of line X0
R and X0

L remain constant with increasing laser power. In contrast, line

X+ shows increasing intensity relative to line X0
R with increasing laser power. Com-

pared with holes, electrons have a smaller effective mass and are able to tunnel out of

QDs more rapidly. The formation of the X+ necessarily requires two photons. One

photon generates an electron hole pair from which the electron tunnels out, leaving a

hole behind. The second photon generates an additional electron hole pair, allowing

recombination of an electron hole pair in the presence of the additional hole. Conse-

quently, formation of the X+ state requires more photons than formation of X0 state.

The superlinear laser power dependence of intensities of lines X+/X+’, relative to X0,

indicates that these PL line should be assigned to the positive trion states. This laser

power dependence allows us to assign line X0
R to emission involving neutral excitons.

The end result of the analysis based on the data shown in Fig. 5.4(c) and (d) allows

us to conclude that line X0
R and line X0

L are both from the recombination of neutral

excitons (X0) while line X+ and X+’ are the PL recombination with a spectator hole

(X+). We believe that X0
L is weaker than X0

R because it is energetically favorable for

the electron to relax to the lower energy (right) QD.

The red shift of X+ relative to X0 differs from the case of single QDs[85, 86]

and VQDMs[56], where blue shifts of the X+ state are typically observed. This red

shift is one of the distinct PL properties of LQDMs that has been predicted by both

pseudopotential[18] and effective mass[79] modeling. In the X+ initial state, one

electron-hole pair sits in the right QD and the remaining hole in the left QD. If the

QDs have very different energies, tunnel coupling is negligible and the electron-hole

pair only feels the nearby hole as a static electric field. This reduces the exciton
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binding energy leading to a Coulomb-induced red shift. If the QD energies are close

enough, the electron may tunnel between the two QDs. This leads to an additional

tunnelling-induced red shift of the X+ emission.[79] In order to determine whether the

red shift of X+ in Fig. 5.4(a) is due to Coulomb coupling or to tunnel coupling, further

information is needed. The presence of a splitting between X+ and X+′ lines gives us

a hint that it can be interpreted from the comparison with theoretical calculations in

order to definitely assign these states to specific charge configurations.

5.3.3 Theoretical fitting

Working with our theory collaborators, we compute the LQDM PL spectra as a

function of charge configurations using the model and material parameters described in

Ref. [79]. We take a typical distance between QD centers of d = 35 nm, and parabolic

confinement frequencies of ~ωL = 25 meV and ~ωR = 23.5 meV, consistent with the

experimental QD sizes and the energy splitting between X0
L and X0

R lines. Since the

hole is more confined than the electron, we assume the characteristic lengths to be

related by lh = 0.6 le. The energy gap is taken so as to fit the energy of the X0
R line.

The resulting PL spectrum for X+ is plotted in Fig. 5.4(e).

Similar to the charge configurations in VQDMs, we use the notation

eL eR

hL hR

,

where eL ( eR)) indicates the number of electrons in the left (right) QD in one LQDM.

Similarly for holes. For example

0 1

1 1

 describes a LQDM with one electron in the

right QD and one hole in each QD.

As shown in Fig. 5.4(e), there are two peaks that originate in PL emission from

the initial state

0 1

1 1

. The presence of one hole in each QD breaks the Coulomb

attraction that binds the electron to a single QD and electron tunneling leads to the

formation of a delocalized electron state. The delocalized electron can recombine with

both holes, in either the left or right QD, and emit PL at slightly different energies.

Compared with the direct recombination involving only electron and hole in the right
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QD, the indirect X+ recombination exhibits significant lower intensity because there is

a relatively small probability of electron tunneling. This allows us to assign X+ to the

direct recombination of

0 1

1 1

 and X+′ to the indirect recombination. The modeling

result is also in good quantitative agreement with the data in Fig. 5.4(a).

To explain the relative intensities of multiple X0 and X+ PL lines, we consider

the dynamics of charge relaxation within the LQDM. Normally, when an e-h pair is

optically excited, the electrons relax first and the hole follows, with Coulomb interac-

tions driving the hole toward the same QD as the electron. The electron and hole can

relax into either QD, but it is energetically favorable for them to relax into the lower

energy (right) QD. By measuring the energy difference between the two X0 PL lines

shown in Fig. 5.4(a) and Fig. 5.5(a), we learn that the X+ state of LQDM 1 is 1.6

meV below the X0, which is relatively small. This nearly-degenerate structure enables

the optically or electrically injected electrons to relax to both left and right dots when

no charges occupy the LQDM. For applied voltage below V1, X0 PL emission from

both the left and right QDs are observed because the electron can relax into either

QD and the hole will follow the electron into the same QD. Electron-hole pairs relax

more often into the low energy QD (right), therefore, we see

0 1

0 1

 has stronger PL

intensities than

1 0

1 0

. Similarly, if the optically-excited electron tunnels out of the

QDs and leaves the hole behind, it is energetically favorable for the hole to relax to the

bigger QD (right), which has a lower energy confined state. Although the hole tunnel-

ing is slower than electron tunneling, the hole lifetime is limited by tunneling escape

from the LQDM, not radiative recombination, and thus there is significant opportu-

nity for the hole to relax. The presence of this hole in the right QD drives the electron

to localize into the right QD. Consequently, we do not see emission from a positive

trion state in which the electron is predominantly located in the left QD (this includes

both

1 0

1 1

 and

1 0

2 0

). The optically excited hole will relax into the left QD
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because of hole-hole repulsion and serve as a spectator charge during the PL emission0 1

1 1


D

as a direct recombination. As discussed previously, the interdot tunneling of

the single electron allows weak indirect recombination and emitted PL signal marked

as

0 1

1 1


I

. We observe emission involving both positive trion and neutral excitons

in the bias region to the left of V1 because the CCD integrates over multiple optical

excitation and emission cycles that randomly contain both X+ and X0 events. The

relative probability of these events is influenced by the laser power density as described

above.

5.4 Charging Sequence in Nearly Degenerate LQDMs

5.4.1 X− charge configurations

As the applied voltage moves the confined states of the QDs past the Fermi

level, additional electrons tunnel into the LQDM. This leads to a sequence of charging

events and discrete shifts in the energies of ground state PL emission, as shown in

Fig. 5.5(a). In order to understand the mechanism and consequences of this charging

sequence in LQDMs, we systemically study the ground state spectra of LQDM 1, as a

function of increasing applied voltage, by comparing the experimental PL signatures

with the theoretical modeling results. The charge configuration for almost all PL lines

in Fig. 5.5(a) are assigned and indicated by the inset labels. We now justify and explain

these assignments.

The first observation is that there are four values of the applied voltage (V1

through V4 at which discrete shifts in the PL spectra occur. These shifts occur as the

increasing vertical bias moves confined energy states relative to the Fermi level. The

increase of the vertical bias drives the conduction band states across the Fermi level

and electrically injects electrons one by one as is shown in Fig. 5.5(b).

The first group of PL lines, appearing for voltages above V1, are assigned to1 1

1 0

,

1 1

0 1

, and

0 2

0 1

, all of which have two electrons and one hole. In each
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of these configurations at least one electron is in the right QD. The second, optically

generated, electron can relax into either the left or right QD. The hole, which typically

relaxes more slowly, can also relax into either QD. We do not observe any lines assigned

to

0 2

1 0

 because Coulomb attraction makes it unlikely that the hole will relax into

a QD with no electrons. The PL emission of

2 0

1 0

 can only happen when both the

electrically-injected electron and optically-generated electron-hole pair occupy the left

QD. Because the conduction level of the left QD is a little higher than the right one,

the electrically-generated electron can be injected into the left QD only at voltages

slightly higher than V1.

At the same time that the X− PL lines appear at V1, the X+ PL line

0 1

1 1


disappears. This occurs because electrical charging of the LQDM with a single electron

makes it impossible for a single optically-generated hole to remain in the LQDM. For

voltages larger than V1, the PL line

1 0

1 0

 gains significant optical intensity. This

occurs because the probability that an electron relaxes to the higher energy (left) QD

increases in the absence of a single hole in the right QD. Both neutral exciton states

are observed at voltages above V1, despite the expectation that the LQDM should

be charged with an excess electron. This is because the relaxation of the optically-

generated electron into the LQDM can be blocked by both Coulomb and the Pauli

interactions with the electron/s already occupying the LQDM. This relaxation blockade

can force the electron to remain, temporarily, in a higher energy confined state from

which tunneling out of the LQDM is more probable. It is therefore possible to observe

PL emission of both charge states near the charging point. Similar processes lead to

overlap of emission from other total charge states.[87].

Fig. 5.5(c) compares experimental (dotted lines) and theoretical (solid and

dashed lines) PL energies for different excitonic complexes. The dashed lines in the X+

column represent the PL emissions that are energetically unfavorable, as was discussed
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in the last section. Good agreement between experimental and theoretical results is

found for X+ and X0, as well as for X− complexes containing all charges within the

same QD. However, for X− with one electron in each QD in the initial states, the

theory predicts that

1 1

1 0

 and

1 1

0 1

 emission energies are blue and red shifted

with respect to the corresponding X0 levels. This is because of the participation of

electron’s inter-dot tunnel coupling in the final state[79]. By contrast, in the experi-

ment only a slight red shift of both lines is observed, similar to what is seen in VQDMs

PL when spectator electrons are placed in neighbor QDs. This result leads us to sus-

pect that the electron tunnel coupling in LQDM 1 may be suppressed for X− states.

This suppression may be related to the different nature of repulsive electron-electron

and hole-hole Coulomb interactions. The basin structure between the QD pair could

also influence the tunneling strength.[18] The simulations predict the inverted energy

of

0 2

0 1

 and

2 0

1 0

 emissions as a result of the inter-dot tunneling of the electron

in the final state [17]. Our experimental techniques do not allow us to confirm this

assignment, but it seems consistent with the fact that the former shows up at smaller

bias than the latter in Fig. 5.5(a).

5.4.2 X2− charge configurations

As the applied voltage increases beyond V1, a second electron can tunnel into

the LQDM. For LQDM 1, shown in Fig. 5.5(b), the confined conduction band energy

levels of the two QDs are similar in energy and it is energetically favorable for the second

electron to go into the left QD. Although the left QD energy state is at somewhat higher

energy than the state of the right QD, this spatial configuration reduces the energy

penalty of on-site electron-electron Coulomb repulsion if both electrons are in the right

QD. As a result of the electrical injection of a second electron, new PL lines appear

for voltages above V2. We assign these PL lines to the

1 2

0 1

 and

2 1

1 0

 charge
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Figure 5.5: (a) Full PL spectra of the ground states transition mapping as a func-
tion of vertical voltage measured for LQDM 1. (b) Electrical charging
sequence as the applied voltage increases. (c) Comparison between the
theoretical (solid and dashed lines in the left half of every column) and
experimental (dotted lines in the right half of every column) emission
energies from X+ to X2−. (d) Depiction of the initial and final states of
each PL emission line.

configurations. We observe fine structure in these lines that we attribute to singlet and

triplet electron spin configurations in the final state after optical recombination.

As is shown in the X2− column of Fig. 5.5(c), the experimental PL lines are

a few meV lower than the simulated PL energies. Yet, the 0.4 meV energy splitting

between

2 1

1 0

 and

1 2

0 1

 emission observed in the data agrees well with the

computational prediction.
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5.4.3 X3− and higher charge configurations

Continuing to increase the voltage makes it possible for a third electron to tunnel

into the LQDM. As a result, X3− charge configurations become visible for voltages

larger than V3. In the X3− charge configuration, no spin fine structure is expected

to be possible. Three lines and a hint of the fourth line are visible, corresponding to

the combination of two initial states and two final states of X3− emission. The small

energy separation between each line suggests the perturbation from electron tunnel

coupling and the Auger process in between two neighbor QDs.

As the applied voltage increases beyond V4, the ground state of the LQDM is

filled with four electrically-charged electrons. Optically generated electrons therefore

occupy excited states of the LQDM. These excited states are delocalized over the

entire LQDM and there is a relatively small energy spacing between each excited state.

Consequently, we observe a quasi-continuous shift of the PL line as increasing numbers

of electrons occupy the excited states[88, 18].

To summarize this section, we have provided detailed understanding of the

charging process in LQDMs with nearly degenerate QDs by comparing experimental

PL data with theoretical estimates and logical relaxation dynamics. The observation

of energy shifts computationally predicted to arise from electron tunneling provides

strong experimental evidence for the existence of tunnel-coupling for X+ (and possibly

X−) in this system.

5.5 Charging Sequence in Non-degenerate LQDMs

The detailed analysis presented in the previous section was possible because

LQDM 1 happens to have QDs that are nearly degenerate in energy. Because of the

self-assembly of LQDMs involves diffusion, the geometrical structure and composition

profile can vary significantly between LQDMs. Consequently, many LQDMs with non-

degenerate energy states are expected to be present in the sample. We present one

example of a non-degenerate LQDM and show how the relaxation dynamics and charge
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interaction signatures developed in the previous section can be used to assign observed

PL lines that appear dramatically different from the degenerate LQDM case.

Fig. 5.6(a) shows the PL signature of LQDM 2 as function of vertical field. Two

PL lines separated by 0.5 meV are observed for negative bias (1212.1 and 1212.6 meV

at 0.5V). These PL lines are assigned to the

0 1

0 1

 and

0 1

1 1

 states following

the discussion of positive trion states presented above. Similar to LQDM 1, we can

clearly see discrete energy shifts due to Coulomb interactions when the vertical voltage

allows one, two and three additional electrons to tunnel into the LQDMs at V1, V2

and V3. The locations of these charges, as shown in Fig. 5.6(b), are different from

the degenerate LQDM case because there is substantially larger offset between the

confined energy states of the left and right QD. We followed the same model described

in the last section to assign the different charge states of each PL emission as marked

in Fig. 5.6(a); the probability of relaxing into the high energy QD is much smaller in

the case of non-degenerate QDs. We describe the significant differences here.

First, for voltage below V1, only one PL emission from a X0 state is observed0 1

0 1

. PL line

1 0

1 0

 , which originates in the emission of the neutral exciton in

the higher energy QD, is not observed because the optically excited electrons and holes

relax to the low-energy QD faster than optical recombination can occur.

Second, only a single X+ emission is observed in LQDM 2. As we discussed in

the last two sections, the PL doublet for

0 1

1 1

 comes from different final states of the

hole after electron-hole recombination. In a nearly-degenerate LQDM, a single electron

is able to tunnel between two neighboring QDs when there is one hole in each QD.

However, in a non-degenerate LQDM, electron tunneling is significantly suppressed

and it is impossible for electrons in the right QD to recombine with the hole in the left

QD. Therefore, only one emission line is observed in X+ state.

Third, the PL line

1 1

0 1

, which is observed in degenerate LQDMs when the
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conduction level of the right (higher energy) QD crosses the Fermi level, is missing

in this system. In the non-degenerate LQDM the PL emission from

1 1

1 0

 and0 2

0 1

 turns on at this electric field. This change is a consequence of the offset

in confined energy states in the non-degenerate LQDM. When one electrically-injected

electron has occupied the conduction level of the low-energy QD, the optically generated

electron will relax to the energetically favorable QD. In this case, the energy difference

between the two QDs is relatively large, which drives the second electron to relax into

the QD already occupied by one electron regardless of the Coulomb repulsion. The

hole follows the electrons into the right QD and consequently beyond V1,

0 2

0 1

 is

emitted and

1 1

0 1

 is missing. If the electron relaxes into the left QD, it creates a

metastable state that rapidly relaxes to two electrons in the right QD. If, however, the

hole follows the electron into the left QD, the hole is trapped by its large effective mass

and slow tunneling. As a result, the Coulomb binding energy extends the lifetime of

this metastable state and PL emission from the

1 1

1 0

 state can be observed.

Beyond V2, the applied voltage charges LQDM 2 with two electrons. This

charging results in a red shift by 1 meV between PL lines

0 2

0 1

 and the X2− states1 2

0 1

 and

1 2

1 0

. We observe two discrete PL lines for the X2− state because

the two electrically injected electrons relax into the right QD. The optically generated

electron relaxes into the left QD rather than occupying an excited state of the right

QD. The presence of electrons in both QDs makes it possible for the hole to relax into

either QD.

At V3, the electrical injection of the third electron causes a 0.8 meV red shift

for the X3− PL emission. Again, a PL doublet is observed, corresponding to the
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relaxation of the hole into the left or right QD. The intensities of X2− and X3− PL lines

are substantially reduced compared to X− PL lines. We observe significant variation

between LQDMs in the PL intensities of highly charged states. We tentatively assign

this variation to changes in electron tunneling escape rates from higher energy states,

but further work to analyze this effect is necessary.
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Figure 5.6: (a) Full PL spectra of the ground states transition map as a function of
vertical voltage measured for LQDM 2. (b) Electrical charging sequence
as the applied voltage increases.
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Chapter 6

ENERGY SHELL STRUCTURE OF LATERAL QUANTUM DOT
MOLECULES: FIRST EXCITED STATE

6.1 Introduction

In this chapter, we provide experimental evidences that electrons in excited

energy levels are delocalized over the entire LQDM. We present optical spectroscopy

of ensembles and individual LQDMs as a function of electric fields applied along the

growth direction. The results allow us to characterize the energy level structure of

LQDMs and the spectral signatures of both charging and many-body interactions. We

present experimental evidence for the existence of molecular-like delocalized states for

electrons in the first excited energy shell. In Sect. 6.2 we describe photoluminescence

(PL) measurements of ensembles of LQDMs and propose a model for the LQDM en-

ergy shell structure in which electrons in excited energy shells are delocalized over the

entire LQDM. In Sect. 6.3 we use the spectroscopy of individual LQDMs to analyze

the consequences of Coulomb interactions. The measured spectral shifts validate the

energy shell model and suggest that the excited electron states are delocalized over

the entire LQDM. In Sect. 6.4 we report the observation of fine structure which likely

originates in spin interactions within the excited electron energy shell. These observa-

tions further support the conclusion that the excited electron shell is delocalized over

the entire LQDM. These results suggest that this energy shell structure opens up new

opportunities to optically control the interaction of spins confined in LQDMs.

6.2 Many-body Interactions in the ES1e-ES1h Energy Shell

To understand the ES1 shell, we study the ensemble PL of the ES1e-ES1h

transition as a function of applied voltage. Fig. 6.1(a) plots the intensity and center
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energy of the PL peak as a function of the voltage applied along the growth direction.

Because of the Schottky diode structure, zero applied voltage corresponds to a built-in

field 19.2 kV/cm. Increasing applied voltage forward biases the diode, dropping the

confined energy levels of the QDMs toward the Fermi level set by the doping. As the

applied voltage increases, the intensity of PL emission from the ES1 state increases

until saturating at an applied voltage of about 0.4 V. We label this applied voltage

F〈GS〉 because it corresponds to the applied voltage at which the GS shell of the average

LQDM has crossed the Fermi Level. The center energy of the ES1e-ES1h PL peak

remains constant at 1242 meV until F〈GS〉, then decreases rapidly to about 1237 meV

as the applied field is increased to about 0.7 V, which we label F〈ES1〉. The center

PL energy then remains constant at approximately 1237 meV as the applied voltage

continues to increase.
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Figure 6.1: (a) PL spectra of the ES1e-ES1h transition as a function of applied
voltage. (b, c) Schematic models of confining potential along the growth
direction with no (b) and significant (c) applied voltage, indicating how
the applied voltage impacts the filling of excited energy levels.
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To explain the intensity dependence of the ES1e-ES1h PL, we consider the

dynamics of electron and hole absorption and relaxation into the ES1 energy shells.

The number of electrons and holes captured in the LQDM depends on the applied

voltage because it impacts the probability with which optically generated charges are

captured and retained in the LQDM, as schematically depicted in Fig. 6.1b and c.

We stress that the band diagrams in Fig. 6.1b and c are drawn along the growth

axis and thus depict only the vertical confinement in one of the QDs comprising the

LQDM. When no voltage is applied, the large built-in electric field creates a relatively

thin triangular tunnel barrier for confined electrons and holes, reducing the probability

that carriers are trapped in and remain in the QDs (Fig. 6.1b). The confinement

for holes is stronger than for electrons because of the large hole effective mass. As a

result, single InGaAs QDs and vertical QDMs studied under large built-in electric fields

frequently exhibit multiple discrete spectral lines associated with positively charged

exciton configurations.[8, 10, 43, 56] The confinement of both electrons and holes is

substantially weaker for excited energy states, making it improbable that a carrier

population can be trapped in the ES1 states.

As the applied voltage increases, the net electric field decreases and the confining

potential becomes more like a square well (Fig. 6.1(c)). Trapping and retention of

electrons becomes more probable and the intensity of emission from the ES1e-ES1h

PL transition increases. The intensity saturates near the applied voltage at which

the GS states cross the Fermi level (F〈GS〉) because the GS states become electrically

charged by electrons tunneling from the Fermi level. As a result, at applied voltages

larger than F〈GS〉 virtually all optically generated electrons are populating the ES1

states and the probability of emission from this state no longer strongly depends on

the applied voltage.

The red shift of the center of the ES1e-ES1h PL peak between F〈GS〉 and F〈ES1〉

is explained by charging and many-body interactions within the ES1 energy shell. The

dynamics of charging described above indicate that, for applied voltages less than F〈GS〉,

the probability that electrons populate ES1 is relatively small. The average electron
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occupancy of the ES1 energy shell is therefore less than one, but we only observe

emission from the ES1e-ES1h transition when at least one electron is present in ES1.

As the applied voltage is increased beyond F〈GS〉, the probability of electron escape from

ES1e decreases and the average electron occupancy of the ES1 energy shell begins to

increase. Many-body interactions between the electrons filling the ES1 energy shell

lead to the red shift in emission of the ES1e-ES1h PL. This red shift with increasing

electron occupancy is consistent with the typical behavior of single InGaAs QDs and

VQDMs.[89, 42] As the applied voltage continues to increase, the ES1 shells of the

LQDMs begin to cross the Fermi level and become electrically charged with additional

electrons. The center of the ES1 ensemble PL peak red shifts rapidly because the

average electron occupancy of the ES1 shell increases dramatically. When the applied

voltage reaches F〈ES1〉 the ES1 shells of almost all LQDMs have been fully occupied

by electrons tunneling from the Fermi level and the red shift ceases. The ensemble

average red shifts by 5 meV between F〈GS〉 and F〈ES1〉.

6.3 Spectral Signatures of Coulomb Interactions in First Excited States

Further information on the energetic position and degree of localization of energy

shells can be obtained from the spectroscopy of single LQDMs. We now show that the

single LQDM spectra validate the model that electrons in excited energy shells are

delocalized while the excited-shell holes remain localized in a single LQD. In Fig. 6.2

we present the discrete spectral lines of a single LQDM measured in both the GS (b)

and the ES1 (a) energy shells. Vertical lines labeled FGS and FES1 indicate applied

voltages where discrete shifts in the PL spectra are observed in both energy shells.

We attribute the first discrete shift (FGS) to Coulomb interactions that arise when

the applied voltage tunes the GS shell below the Fermi level and additional electrons

begin to occupy the GS shell. We attribute the second discrete shift (FES1) to charging

of the ES1 shell. The observation that discrete shifts in the energy of PL transitions

within the GS (ES1) energy shell occur when the ES1 (GS) energy shell crosses the

Fermi level confirms that both of these energy shells are part of the same LQDM.
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The applied voltages at which the GS and ES1 shells of the single LQDM are charged

(FGS − FES1 = 0.12 V in Fig. 6.2) correspond to a 6 to 26 meV energy separation

of the GS and ES1 shells of this LQDM. Obtaining a more precise value for the GS-

ES1 energy shell separation in this LQDM requires knowing the spatial location of the

LQDM between the top electrodes, which we cannot measure.

To develop a more detailed understanding of Coulomb interactions and assess

the spatial extent of wavefunctions associated with the ES1 energy shell, we system-

atically analyze the spectral map presented in Fig. 6.3a. Fig. 6.3a plots the observed

ES1e-ES1h PL emission of a single LQDM, different from that presented in Fig. 6.2,

as a function of applied voltage. At low applied voltage two discrete PL lines separated

by 2.1 meV are observed (A and B). The PL intensity of lines A and B is weak because

the probability that electrons occupy the ES1 energy level is low. There are three

possible origins for this pair of spectral lines: 1) recombination involving energy levels

of the two distinct QDs that comprise the LQDM, 2) recombination of two different

charge states of the lowest energy QD, and 3) recombination from the lowest energy

QD with and without the presence of an extra spectator charge in the other QD.

The A-B peak separation of 2.1 meV is at least four times larger than the

spectral shifts typically observed when spectator charges occupy the neighboring QD

of a VQDM, where shifts are typically less than 0.5 meV for QDs separated by less

than 10 nm. The QD separation in these LQDMs is much larger (∼ 40 nm) and the

Coulomb interactions between charges localized in separate QDs are therefore expected

to be much smaller. As a result, the assignment of the discrete spectral shifts to

recombination in the lowest energy QD with and without spectator charges in the

neighboring QD can be excluded. Because line A and B show identical shift features

with applied voltage, the possibility that these two lines are emitted by two QDMs

with different locations can be excluded. We assign the two discrete lines (A and B)

to recombination of an electron in the lowest energy ES1 state under two different

configurations of holes. We analyze the dynamics of charge relaxation into the QDs,

the dependence of the relative intensity of PL lines A and B on applied voltage, and
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the observed spectral shifts to show that the ES1 electron state is delocalized while

hole states in both the GSh and ES1h shells are localized in one of the two QDs that

comprise the LQDM (e.g. ES1hL and ES1hR).

Experiments and calculations on LQDMs indicate that electrons relax more

rapidly than holes. Electrons can relax into either of the two QDs that comprise the

LQDM (e.g. E0L or E0R) and typically relax into the QD with the lowest energy

levels.[90] The QD with lowest energy levels depends on the applied lateral electric

field, but in the conditions studied here the applied lateral field is small and changes

only slightly with applied voltage, as discussed above. We therefore conclude that the

difference in energy levels is dominated by the natural variation in QD energy levels

arising from growth inhomogeneity. We further assume that the energy ordering of the

states associated with the two QDs does not change with applied voltage. We cannot

determine which QD has lower energy states, but for consistency in the discussion

we will continue to assume that the left QD has lower energy levels, following our

schematic in Fig. 5.1(c).

Holes relax more slowly than electrons and typically fall into the same QD as

the electron due to Coulomb interactions.[90] When the electric field is large, optical

charging tends to populate positively charged exciton states, as described above. This

optical charging is a quasi-random process, and multiple charge states can be observed

in the time-integrated PL spectra.

The charge state assignments for transitions labeled in Fig. 6.3(a) are depicted

in Fig. 6.3(c). The electron and hole participating in the excitonic recombination are

colored blue and all spectator charges are colored black. We stress that we cannot

verify the total charge configuration for each transition. In particular, there may

be fewer spectator charges than we depict in Fig. 6.3(c). However, the changes in

charge occupancy depicted in Fig. 6.3(c) explain the energy differences between PL

lines measured in the data. We first present the charge configurations tentatively

assigned to each PL line and show how changing Coulomb interactions in the different

configurations predict energy shifts consistent with the measured data. We then show
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that these measured Coulomb interactions support our conclusion that the ES1 energy

shell is delocalized while the GSh and ES1h shells are localized to single QDs.

In single InGaAs QDs and VQDMs, the addition of a single hole to a single QD

typically increases the energy of PL emission from that QD by 2-3 meV.[10, 43, 42]

We therefore assign PL line A to recombination of an electron from ES1e to ES1hL

when the GSe and GSh states are filled and there are no additional holes in H1L. We

assign PL line B to the same charge configuration as transition A with the addition of

one hole in ES1hL. This assignment is supported by the relative intensities of PL lines

A and B as a function of applied voltage, as depicted in Fig. 6.3(b). As the applied

voltage increases, the probability of populating the ES1 and ES1h levels increases,

so the intensity of both PL lines increases. However, the probability of generating

an excess hole population decreases with increasing applied voltage. As a result, the

intensity of the positively charged exciton (PL line B) decreases with respect to PL

line A.

As the applied voltage in Fig. 6.3a increases beyond FGS, a new spectral line (C)

appears. This line starts with low intensity, but increases in intensity as the applied

voltage is increased. The small energy shift between lines A and C (∼ 0.31 meV )

suggests that PL line C arises from Coulomb interactions with a charge localized in

the right QD. We attribute this PL line to emission of the ES1 to H1L transition in the

presence of an additional spectator hole in the right QD (see Fig. 6.3(c)). At applied

voltages less than FGS the occupation of the high energy (R) QD by holes is less

probable because the electron localizes to the low energy (L) QD and the hole follows.

Charging of the GSeR and GShR states therefore occurs only when optical excitation

injects multiple electron hole pairs. At applied voltages greater than F<GS>, however,

electrons occupy both the GSeL and GSeR states. Consequently, Coulomb interactions

no longer favor relaxation of the hole into the low energy (L) QD. The probability of

observing a spectator hole in the right QD therefore increases after the applied voltage

crosses the Fermi level, consistent with the assignment of PL line C to the ES1e to

ES1hL transition in the presence of an additional spectator hole in the right QD.
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As the applied voltage in Fig. 6.3(a) increases beyond F<ES1>, a series of strong,

discrete PL lines appears (D-G). Lines D through G do not all gain significant optical

intensity at the same value of applied voltage. Rather, line D become optically bright

at 1.00 V, with lines E-G gaining optical intensity at 1.08, 1.17, 1.31 V respectively.

This sequential appearance of the PL lines suggests that the lines are associated with

the sequential charging of the ES1 states with single electrons as the states cross the

Fermi level. The charge configuration for PL line D is depicted in Fig. 6.3(c) and lines

E, F, and G are assigned to filling of the ES1 energy levels with 3, 4, and 5 electrons,

respectively. The applied voltage at which each additional electron enters the LQDM

depends on both the exact energy level of each state within the ES1 shell and Coulomb

interactions with the other electrons occupying the LQDM. Each time a charge is

added, the PL energy red shifts by approximately 2 meV (A-D: 2.25 meV, D-E: 1.87

meV, E-F: 1.53 meV, F-G: 2.59 meV. The red shift is consistent with the energy shift

observed in other InGaAs QDs upon charging with additional electrons.[42]

If two charges are localized in separate QDs, the wavefunctions associated with

the charges have minimal overlap. Consequently, the shift in PL energy due to Coulomb

interactions between charges localized in separate QDs is small, of order 0.5 meV. Shifts

of this magnitude are observed for PL line C in Fig. 6.3, supporting the conclusion that

the hole states are localized in individual QDs. However, all red shifts observed upon

charging with additional electrons (lines D-G) are of order 2 meV. This large shift is

indicative of strong Coulomb interactions and suggests that the electron wavefunctions

overlap strongly. We thererfore conclude that the ES1 states are delocalized over the

entire LQDM. If states of the ES1 shell are delocalized, states of the ES2 shell must

also be delocalized. This analysis is the basis of the schematic depiction of delocalized

states in Fig. 5.1(c). We note that the localization or delocalization of the H2 states

cannot be determined from the presently available data.

We note that Fig. 6.3(a) and Fig. 6.2(a) both show discrete red shifts in the spec-

tra of single LQDMs as the applied voltage increases beyond F<GS> and F<ES1>. These

data are representative of the spectral shifts we have measured in nearly 20 LQDMs
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and agree with the red-shift due to many-body interactions presented in Fig. 6.1 for an

ensemble of LQDMs. However, the model presented in Fig. 6.3(c) does not adequately

explain the energy separation between discrete spectral lines presented in Fig. 6.2(a).

We suspect that differences in the composition profile and energy level separation in

different LQDMs can lead to a variety of spectral features. For example, LQDMs in

which GSeL and GSeR differ by only a few meV may have different spectral features

than those LQDMs in which the difference is larger. These differences in spectral

features could arise because of the competition between optical emission and charge

relaxation dynamics, which is influenced by the energy level separation. More inves-

tigation of the energy levels and charging dynamics is necessary to develop a more

general model of the LQDM spectral properties.

6.4 Spin Fine Structure in a Single LQDM

Further evidence for the delocalized nature of the ES1 energy levels is provided

by the observation of fine structure in the highly charged exciton states (D-G), as

shown in Fig. 6.3(d). Fine structure typically arises in PL spectra when more than

one spin configuration is possible in either the initial or final states. Electrons have

spin projections ±1
2
. Holes in QDs are properly described as spinors with both light

and heavy hole character, though the heavy hole component typically dominates the

spinor.[91] The light hole components can have a significant impact on the properties of

coupled QDs,[92, 93] but the assumption that holes have only heavy hole character with

spin projections ±3
2

is a reasonable first approximation. Optical selection rules require

recombining electrons and holes to have opposite spin projections, so dark exciton

states, where the electron and hole have parallel spin projections, are not observed.1

The Pauli exclusion principle requires two charges occupying a single energy level to be

in a spin singlet configuration. As a result, neutral exciton and singly charged (negative

or positive) exciton transitions do not have spin fine structure. Spin fine structure

1 We ignore anisotropic exchange interactions, which typically introduce energy split-
tings of less than 100 µeV, comparable to the resolution of our spectrometer.
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becomes possible only in charged exciton states where there are two unpaired spins in

either the initial or final state of optical recombination.

Transitions A-C in Fig. 6.3 all involve recombination where spin fine structure

is not expected. Neither the initial nor final state of transition B has more than one

unpaired spin. The initial state of transition A has an unpaired electron and unpaired

hole, but the dark exciton spin configurations cannot be observed. Transition C has

two unpaired holes, but experiments on VQDMs indicate that singlet and triplet con-

figurations of holes localized in separate QDs are degenerate in energy unless coherent

tunneling between the energy levels leads to a kinetic exchange interaction.[51] Because

the two QDs that comprise the LQDM typically have slightly different energy levels,

coherent coupling is unlikely in the absence of any lateral field to tune the energy levels

into resonance.[90] The absence of spin fine structure associated with line C further

supports the conclusion that the ES1h energy levels are localized to individual QDs.

Once the applied voltage tunes the ES1 shell past the Fermi level, electrons

begin to fill the states that comprise the ES1 shell. The order in which these states

will be filled depends on charge and spin interactions.[42] Whenever the initial state

or final state of optical recombination has unpaired electron spins, multiple possible

spin configurations are possible and spin fine structure is probable. In Fig. 6.3(d) we

indicate several weak PL lines that gain optical intensity at the same value of applied

voltage as the strong PL lines D and E. Although we cannot assign these spectral lines

to specific charge and spin configurations, the applied voltage controls the number of

electrons that occupy the ES1 shell. Consequently, a pair of lines that gain optical

intensity at the same value of applied voltage most probably originate from states with

the same total charge. The observation of fine structure for line D suggests that the

two electrons occupying the ES1 shell are located in different discrete energy states. If

these states were localized in individual QDs, the energy shifts due to Coulomb or spin

interactions would be expected to be very small (0.5 meV or less). The observed shifts

are all more than 1meV (D: 1.27 meV, E: 2.16 and 3.23 meV), further supporting the

conclusion that the ES1 energy states are delocalized over the entire LQDM.
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Unlike controlled charging of single InGaAS QDs,[42] there is not a well-defined

window of applied voltage in which the PL of a single charge configuration dominates.

This suggests that the charge occupancy of the LQDM ES1 state is not well defined

for any value of applied field. States with increasing charge occupancy do not become

populated until the applied voltage tunes the ES1 energy states sufficiently below

the Fermi level to overcome Coulomb interactions and add an additional electron to

the ES1 energy shell. For this reason the PL transitions originating in states with

increasing number of electrons gain optical intensity at increasing values of the applied

voltage. However, optical recombination of electrons in the ES1 states competes against

emission from the GS states, which removes electrons and enables electron relaxation

out of the ES1 states. Consequently, states of lower charge occupancy can continue to

emit even at applied voltages where higher charge occupancy is possible.
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Figure 6.2: PL spectra of the GSe-GSh (b) and ES1e to ES1h (a) transitions in a
single LQDM as a function of applied voltage. Vertical lines indicate the
applied voltage at which the GS and ES1 energy shells cross the Fermi
level. Panel (a) is measured with about twice the exciting laser power
used in panel (b) in order to populate the ES1 energy shell. Scale bars
in the top right corner indicate the colors associated with increasing PL
intensity.

82



-0.5    0.0      0.5     1.0       1.5          
1261.0

1256.0

1251.0

1246.0

1241.0

Vertical Bias (V)

P
L

 E
n

e
rg

y
 (

m
e

V
)

P
L

 E
n

e
rg

y
 (

m
e

V
)

Vertical Bias (V)

A

B
C

D

E
F

G

FE0 FE1

E0L E0R

E1

H0L H0R

H1L H1R

A

E0L E0R

E1

H0L H0R

H1L H1R

B

E0L E0R

E1

H0L H0R

H1L H1R

C

E0L E0R

E1

H0L H0R

H1L H1R

D

(a) (c)

1252.5

1244.5

D

E

F

G

(d)

6

7

8

9

10

11  A

 B

 C

In
te

n
s
it
ie

s
 (

a
.u

.)

Applied Voltage (V)

       -0.4         0.4         1.2          2.0

(b)

0.5                         1.5

a
.u

.

Figure 6.3: (a) PL spectrum of the ES1e-ES1h transitions in a single LQDM as
a function of applied voltage. The scale bar at the bottom left corner
indicates the color mapping of increasing PL intensity. (b) Intensity of
PL lines A, B and C as a function of applied voltage. (c) Depiction of
the charge configuration assigned to each labeled transition as described
in the text. (d) Close up of panel a showing possible spin fine structure
correlations.
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Chapter 7

SPECTROSCOPIC SIGNATURES OF LATERAL QUANTUM DOT
MOLECULES UNDER MAGNETIC FIELD

7.1 Introduction

In this chapter, we use magneto-optical spectroscopy to study both ground and

excited states of individual LQDMs. We uncover the underlying physics that explains

the energy shifts of discrete states of individual InAs lateral quantum dot molecules

(LQDMs) as a function of magnetic fields applied in the Faraday geometry. We observe

that ground states of the LQDM exhibit a diamagnetic shift while excited states exhibit

a paramagnetic shift. We explain the physical origin of the transition between these two

behaviors by analyzing the molecular exciton states with effective mass calculations.

We further show that the net effects of broken symmetry of the molecule and Coulomb

correlation lead to the paramagnetic response. We also present preliminary results

suggesting that Zeeman splittings in the ground states of LQDMs which depends on

the charge occupancy. We attribute the variation of Zeeman splitting and g factor to

the wavefunction extent for charge carriers, which is shown in chapter 5 to be influenced

by the charge occupancy in the LQDMs.

7.2 Differentiating the Discrete PL Peaks from GS and ES1

Based on the methods introduced in the last two chapters, we are able to assign

the discrete PL peaks to different energy shells by measuring the discrete PL intensities

as a function of laser power. A typical result for this power-dependent measurement is

shown in Fig. 7.1(a). With increasing laser power density, the increase of the PL inten-

sities of the three peaks with low energy (marked as G1, G2 and G3, see Fig. 7.1(b))

rise sub-linearly with a change in slope at a laser power density of approximately 125
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W/cm2. In contrast, the intensities of peaks on the high-energy side (see Fig. 7.1(c))

increase superlinearly with increasing laser power. The different trends of these two

groups of lines indicates that PL line G1, G2 and G3 are emitted from the ground shell

of the LQDMs (GS) while E1, E2 and E3 are from the first excited shell (ES1)[88]. We

have also noticed that the Stark shift of PL lines in different shells varies. These two

methods allow us to assign PL lines to specific energy shells.

7.3 Magneto-optic Experimental Results of PL in GS and ES1

We focus on the GS PL lines with higher-than-average energies to improve

detection efficiency with our Si-based CCD. Emission from the GS and ES1 is easily

distinguished by observing characteristic applied voltage and laser power dependence

trends in the PL data as discribed above.[88, 94] Fig. 7.2a shows the typical magnetic

field dependence of PL emission from the GS and ES1, measured on two different

LQDMs. The GS exhibits a 0.6 meV blue-shift as the magnetic field is increased to 6T

and a Zeeman splitting that reaches 0.3 meV. Over the same range of magnetic field

ES1 exhibits a strong red shift (about 3.5 meV). Although the lines broaden slightly, no

Zeeman splitting in the ES1 PL is observed within the range of magnetic fields studied.

The continuous and smooth energy shifts and the full PL spectral maps (not shown)

confirm that the number of charges in each LQDM does not change as a function of

magnetic field.

The PL energy of QD ground states as a function of magnetic field is typically

fit with an equation of the form:

Epl(B) = Epl(0)± bexB + aexB
2 (7.1)

where Epl(0) is the PL energy at 0 T, bex is the linear coefficient and aex is the

quadratic coefficient. Typically, in GS emissions, the linear term ±bexB corresponds

to the Zeeman splitting and bex is given by 1/2µBgex, where gex is the exciton g factor

and µB is the Bohr magneton. The quadratic term aexB
2 typically comes from the

diamagnetic shift. By fitting the GS data in Fig. 7.2a with this equation, we are able
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emitted from LQDMs excited by a laser with power ranging from 50 to
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to extract the g factor and diamagnetic coefficient. For the PL emission of ES1, we set

bex to zero because no Zeeman splitting is observed. The fit value for aex is negative,

in contrast to the positive value for the ground state PL. This negative aex quantifies

the paramagnetic shift for the excited state that is evident in Fig. 7.2a.

We apply the same fit to the magnetic-field dependent PL data of 25 distinct

ground states and 23 distinct excited states of LQDMs. The values of aex returned by

these fits are plotted in Fig. 7.2b as a function of PL wavelength. The average aex for

GS PL (solid symbols) is 11.73 µeV/T2 and the standard deviation is 4.27 µeV/T2.

This value is consistent with the diamagnetic coefficient observed for ground states

of single InAs QDs and vertically-stacked QDMs.[95, 96] The average value of aex for

ES1 PL (open symbols), on the other hand, is -65.36 µeV/T2, approximately 6 times

larger in magnitude and opposite in sign. The standard deviation of aex in ES1 is

19.59 µeV/T2. Although red shifts of the excited state PL of single QDs have been

previously observed,[97] this effect originates in the circular symmetry of the single

QD, a symmetry that does not exist for delocalized states of an LQDM.

7.4 Theoretical Explanation to the Paramagnetic and Diamagnetic Shift

of LQDMs

7.4.1 Theory details

The theoretical calculation is done by our collaborators J I Climente and M

Royo in Universitat Jaume I, Spain. We use single-band two-dimensional effective

mass calculations to explain the physical origin of the pronounced red shift in the

ES1 PL. The single particle Hamiltonian, is integrated using three-point finite differ-

ences on a two-dimensional grid. The magnetic field is implemented with the sym-

metric gauge. Gauge invariance of the finite-difference discretization was checked by

comparison with an alternative discretization formalism that averages the wave func-

tion in the B2 term, as done e.g. in Ref. [98]. Exciton eigenstates and eigenfunc-

tions are obtained using a configuration interaction (CI) method in the basis formed

by the 36 (48) lowest electron (hole) spin-orbitals. Coulomb integrals are obtained
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using the Fourier transform convolution theorem. The CI matrix is built and di-

agonalized using the CItool software.1 The resulting exciton states are of the form

Ψ(re, rh) =
∑
cijφi(re)φj(rh), where φ denotes a single-particle spin-oribtal. The

emission intensity is estimated within the dipolar approximation as proportional to

the square of the electron-hole overlap, considering holes as complex-conjugated elec-

trons, I ∝ |Seh|2 = |
∑

ij cij
∫
φi(re)

∗φj(rh)∗δ(re − rh) dre drh|2.

We consider an exciton confined in the LQDM, described by the Hamiltonian

HX = He + Hh + Veh. Here Veh is the Coulomb interaction between electron and hole

and He and Hh are the electron and hole single-particle Hamiltonians:

Hi =
p2

2m∗i
− qiB

2m∗i
Lz +

(qiB)2

8m∗i
(x2 + y2) + V i

c , (7.2)

where m∗i is the effective mass of the electron (i = e) or hole (i = h), qi is the charge

(qe = −1, qh = 1), B is the vertical magnetic field, Lz = (xpy − ypx) the azimuthal

angular momentum and V i
c the confining potential. Hereafter we refer to the linear-in-

B term of Hi as HB1
i , and to the quadratic-in-B term as HB2

i . We neglect the Zeeman

effect, which is not relevant for determining the red shift of ES1. Hamiltonian HX is

solved using a configuration interaction method to account for Coulomb interactions.

We use the same material parameters and confining potential that previously showed

good agreement with experimental measurements of a nearly-degenerate LQDM from

the same sample at zero magnetic field.[94] We note that considering a single exciton

in excited states neglects quantitative corrections that may arise for ES1 PL due to

the presence of additional excitons forming a closed shell in the lower-energy states. In

single QDs such corrections have been estimated to be no more than 1 meV.[99]

7.4.2 Charge densities of LQDMs under magnetic field

As shown in Fig. 7.3, at B = 0 T the GS charge densities of both electrons (left

panels) and holes (right panels) are localized in individual QDs. For the first excited

state, the hole is also mainly localized inside one QD (left dot), but the electron is

1 https://code.google.com/p/citool/
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Figure 7.3: Electron (left panels) and hole (right panels) charge densities correspond-
ing to the three relevant exciton states at B = 0 T and B = 3 T. Dashed
line circumferences depict the characteristic length of the harmonic oscil-
lators defining each QD calculated for the electron and hole states with
the largest contribution in the exciton wave function.

clearly delocalized over the whole LQDM, forming a molecular orbital. This picture

is consistent with that inferred in previous experiments on LQDM as described in the

previous chapters.[88] When the magnetic field is switched on, B = 3 T, the GS charges

remain largely unaffected. By contrast, the excited electron becomes trapped in the

right QD, and the hole follows behind bound by Coulomb interaction. In other words,

the magnetic field turns off the molecular character of the excited state.

7.4.3 Exciton emission spectrum as a function of magnetic field

Next, we compute the exciton emission spectrum as a function of B. The result

is shown in Fig. 7.4(a). Black dots are used for emission from the two GS, red dots

for emission from ES1 and gray dots for other transitions (e.g. “forbidden” transitions

such as an electron in a GS recombining with a hole in ES1). The size of the dots

indicates the optical intensity, estimated within the dipolar approach.[79] One can see

that the theory captures qualitatively the magnetic response observed in Fig. 7.2, with a

moderate diamagnetic shift of the GS transitions and a larger, non-linear paramagnetic

shift of the optically active ES1 transitions.
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7.4.4 Expectation value of the angular momentum

The electron angular momentum expectation value 〈Lez〉 corresponding to the

the optically active p-shell exciton behaves differently for a single QD and LQDM. In

a single QD, 〈Lez〉 smoothly decreases from 0 to −1 atomic units as the magnetic field

B increases (see red dots in Fig. 7.5). In contrast, 〈Lez〉 in the quasi-degenerate LQDM

fluctuates and evolves from 0 towards negative values well under −1 (see blue dots in

the figure). The LQDM behavior follows from the lack of circular symmetry in the

system and it contributes the large paramagnetic shift displayed in Fig. 7.4.

<
L

z
>

Magnetic Field (T)

Figure 7.5: Angular momentum expectation value for the electron in a p-shell exciton
of a single QD (red dots) and that of a quasi-degenerate LQDM (blue
dots). For the single QD ~ω = 25 meV. For the LQDM ~ωL = 23.5 meV
(left dot) and ~ωR = 25.0 meV (right dot). The distance between QD
centers is 35 nm.

7.5 Discussion

7.5.1 Origin of the paramagnetic shift in ES1

As evident in Fig. 7.2(a), it is straightforward to identify the quadratic-in-B

term, HB2
e , as the origin of the diamagnetic shift with increasing field in GS shells
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because Lz=0 in circular symmetry and the linear-in-B terms in Eq. 7.2 vanished. In

contrast, for ES1 states HB2
e is necessarily positive and Lz is not well-defined. There

are two factors potentially responsible for the paramagnetic (red) shift of ES1: (1) an

enhancement of the electron-hole Coulomb interaction, Veh, as the increasing magnetic

field localizes the electron into the same QD as the hole and (2) the linear-in-B single-

particle terms, HB1 = HB1
e +HB1

h . To identify the physical origin of the paramagnetic

shift we compare the expectation value of these two terms for the optically active ES1

exciton. The results, displayed in Fig. 7.4(b), clearly show that 〈Veh〉 has a slight blue

shift and the net red shift originates in the HB1 term.

The above result is surprising in two senses. First, the Coulomb attraction gives

no contribution to the paramagnetic shift (rather the opposite) in spite of B driving

the electron and hole into the same QD. This is because the field lifts exciton quasi-

degeneracies, thus reducing Coulomb correlations that helped increase electron-hole

attraction. Second, it is not obvious that HB1 should give a red shift in an LQDM.

HB1 does induce a red shift in single QDs with nearly circular symmetry,[97] but in

such a case Lz is a good quantum number and the optically active p-shell exciton is

mainly formed by an electron with Lez = −1 and a hole with Lhz = +1. Both HB1
e

and HB1
h contribute to the exciton red shift in a single QD, though HB1

e is primarily

responsible due to the lighter electron mass. In a LQDM, however, the symmetry

is drastically lowered and the states have no well defined Lz. One may then expect

〈Lez〉 ≈ 0, as predicted e.g. in laterally coupled quantum rings.[100] 〈Lez〉 ≈ 0 would

suppress the paramagnetic shift, but we find exactly the opposite behavior. If we

compare the red shift induced by 〈HB1〉 for the LQDM and one of the constituent

QDs alone (see Fig. 7.4(b)), the former is twice larger. Indeed, the angular momentum

expectation value 〈Lez〉 is found to increase rapidly with B, soon reaching Lez = −2. As

a consequence, ES1 in the LQDM shows a pronounced red shift. The overall red shift

is similar for single QD and LQDM because other terms like HB2
e compensate.

This behavior is explained as follows. The B-induced carrier localization into

the QDs makes the LQDM emission spectrum resemble that of two individual, nearly
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degenerate QDs (cf. Fig. 7.4 with Fig. 2 of Ref. [101]). At the same time, the lowered

symmetry enables mixing between states which would otherwise have different Lz. In

particular, for the electron it allows strong mixing between the states that eventually

converge to the lowest Landau level, which in the single QD would have Lez ≤ 0. As a

result, 〈Lez〉 rapidly decreases with B.

7.5.2 Energy shift under magnetic field for LQDMs in different degree of

degeneracy

The extent of molecular orbital formation and symmetry breaking in LQDMs de-

pends strongly on the energy degeneracy of the two QDs that comprise the molecule.[94]

Although the high areal density of LQDMs in our sample makes it impossible to con-

clusively assign ES1 PL to a LQDM with degenerate vs non-degenerate GS, we can

use theoretical models to estimate the influence of changing degeneracy.

Fig. 7.6 shows the calculated exciton emission spectrum and exciton charge

densities of LQDMs with different interdot spacing and degrees of degeneracy under

magnetic field. Red dots are used to highlight the molecular exciton state. Although

the spatial localization of charges in ES1 depends strongly on the inter-QD degener-

acy, no significant change in the paramagnetic energy shifts is observed. The non-

degenerate LQDMs can be considered as a system with properties between a single

QD and a LQDM with nearly-degenerate constituent QDs. In non-degenerate LQDMs

the increase of the angular momentum with increasing magnetic field is weaker than

in quasi-degenerate LQDMs while the Coulomb attraction increases more quickly. The

net effect of these two factors leads to a 5 meV energy shift when B = 6T regardless

of the degree of degeneracy.

7.6 Preliminary Research Results: Zeeman Splitting of LQDMs

7.6.1 Introduction

In addition to the paramagnetic shift and diamagnetic shift in different energy

shells of the LQDMs, the Zeeman splitting in the LQDM GS also reveals signatures
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Figure 7.6: Calculated exciton emission emission spectra (top row) and exciton
charge densities (bottom row) of LQDMs with different degrees of de-
generacy.

of the delocalization in the LQDMs. We are currently working on explaining our

preliminary experimental results of Zeeman splitting in different charge states in GS.

In the current discussion, we only considered the extension of the wavefunctions of

electrons and holes under the influence of the charge states. To better understand the

change of the g factors in LQDMs, calculations based on the atomatic structure of

LQDMs are necessary.

7.6.2 Experimental results

In chapter 5, the charge confinement in different charge states in GS1 of LQDMs

have been studied by electro-magneto-photoluminescence spectroscopy. With the in-

crease of the vertical electric fields applied to the LQDMs sample, a set of PL lines

with different PL energy appear sequentially. These lines can be assigned to various

charged exciton states following the rules described above.[94] These PL lines show

both Zeeman splitting and diamagnetic shift when magnetic fields are applied. Fig.
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Figure 7.7: g-factors measured from 4 distinct LQDMs

7.6.3 Qualitative discussion: g-factors in LQDMs with different charge

states and degrees of degeneracy

The fluctuation of |g| between different LQDMs can be qualitatively explained

by the distribution of the geometries of the LQDMs.[102] However, the fluctuation of

|g| in different charge configurations in one single LQDM is also commonly observed

as a distinct behavior in LQDMs. It has been shown that in a strongly confined

system such as single QDs, the Zeeman splitting for all GS recombinations is identical

because (1) they are always given by the sum of the g factors of the recombining

electron and hole and (2) electronic band structure does not change with the charge

states.[44] We attribute the difference of |g| to the change of confinement caused by

the arrangement of charges in single LQDMs. The net contribution of Coulomb effects

and spin blockade in different states influence the wavefunction extension and the

amplitude of the wave function in the GaAs barriers. Therefore, |g| for an electron or

hole in the initial/ final states of different charge configurations must be considered to

have different values. This observation contrasts with the observation in single QDs

and suggests new opportunities for optically manipulating Zeeman splitting and spin
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Figure 7.8: (a) The initial and final states of X2- states in LQDMs and g factors
associated with them. (b) The bias maps of four LQDMs that shows
X2- states. ∆EZeeman and ∆Efine energy splitting is labeled on top and
bottom of each bias map.

A common signature that can be observed in all 4 examples is that the X2−

state shows a larger |g| than the energy state with 1 or 3 spectator electrons. Except

for the case in LQDM 1, X2− always shows the largest |g| among all the states in the

same LQDMs. To explain it we turn to the g factors of initial and final states of X2−

emissions.
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To simplify the discussion we follow our rule of always assigning the right QD as

the low-energy one. The initial state of X2− can be identified as

1 2

0 1

 and the final

state must be

1 1

0 0

. The four allowed recombination pathways for X2− and net |g|

in each case are listed in Fig. 7.8. We continue to use the notation

eL eR

hL hR

, where

eL/ eR denotes the number of electrons in the left/ right dot, and similarly for holes.

XQ denotes the charge states, in which Q is the net charge of the exciton. g
i/f
e/h,r/l,k

denotes the g factor of the electron (e)/ hole (h) in the right (r)/ left (l) QD in the

initial (i)/ final (f) states with total spin projection of k.

Because the charge occupation in initial and final states are different, geL in the

initial and final states are different and this leads the PL peak of X2− to split into

quadruplets under the magnetic field. This has been observed in experiment, as is

shown in Fig. 7.8(b) by the emergence of 4 distinct PL peaks. The four PL lines can

be divided into two groups with a high intensity one on the low-energy side and a low

intensity one on the high-energy side. The difference of the intensities can be explained

by the spin-flip relaxation process that happens between two states with small energy

separation.

The energy splitting between two strong PL lines (denoted as ∆EZeeman) is

about twice larger than the splitting within each group (denoted as ∆Efine). Using

the model shown in Fig. 7.8(a), we obtain

∆EX2−

Zeeman = 1/2µBB(gihr,2 + gihr,1 + gfer,0 + gfer,1 − g
f
el,0 + gfel,1) (7.3)

and

∆EX2−

fine = 1/2µBB(gihr,1 − gihr,2 + giel,1 + giel,2 − g
f
el,0 − g

f
el,1 + gfer,0 − g

f
er,1) (7.4)

Our previous work indicates that the single hole will be localized in the dot with

lower energy even if the electron number in the both QD is same. With the existence
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of one more electron in the right (lower energy) QD, we can confirm that in the initial

state, the wavefunction of the single hole is localized in the right dot. Therefore, the g

factor of the single hole is comparable to the g factor of holes in X0.

The electrons in the final states should be discussed based on the degeneracy

of the LQDMs. In the steady state of a non-degenerate LQDM states, two electrons

tend to both occupy the right QD. Therefore, the final state with spin projection of

0 is unstable and the wavefunction of the left QD is extended over the entire LQDM.

For the final state with spin projection of 1, the two electrons have the same spin

orientation and the wavefunction of the electron on the left is trapped in the left QD.

However, the wavefunction of the right electron is always localized in the right QD,

which result in a g factor comparable to the g factor of electrons in X0. In this case,

we can attribute the increase of g factor from X0 to X2− to the value of −gfel,0 + gfel,1).

Both theory and experiments imply that dots with smaller lateral confinement have

a more negative g factor[102, 103]. The negative value of −gfel,0 + gfel,1) adds to the

negative g factor of the exciton and leads to an increase in the Zeeman splitting.

In contrast, in the nearly-degenerated LQDM system, the final state has one

electron in each QD. Therefore the difference of Zeeman splitting between X0 and X2−

is not significantly observed. Similarly, the energy of the fine structure splitting in X2−

can be simplify as ∆EX2−

fine = 1/2µBB(giel,1+giel,2−g
f
el,0−g

f
el,1) which is non-zero when the

lateral confinement of the left electron is different in the initial and final states. In the

non-delocalized states of LQDMs, the fluctuations of g factor for excitons with charge

states of X1+, X0, X1− and X3− are relatively small. This is because the confinement

of the initial and final states in these charge configurations does not depend on the

charge configurations. The small perturbation of the confinement alters the g factors

within error bars. In the example of nearly-degenerate LQDMs, the fluctuation of g

factor is large because charge carriers are allowed to tunnel in some spin configurations.

However, substantial theoretical analysis is needed in order to quantify the influence of

each charge/ spin configurations. The large g factor in X1+ state implies the possibility
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of the hole tunneling in the initial state of

0 1

1 1

.

.
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Chapter 8

DESIGN OF VECTOR ELECTRIC FIELD DEVICE FOR
SELF-ASSEMBLED QUANTUM DOT COMPLEXES

8.1 Introduction

In this chapter, we first present a 4-electrode device compatible with optical

excitation and emission that allows application of electric fields with arbitrary mag-

nitudes and angles relative to isolated QD complexes. We demonstrate the electric

field tunability of this device with numerical simulations. The design introduced in

this chapter has been published in Journal of Applied Physics.[104] In the last sec-

tion of this chapter, a simplified optical device design including 3 electrodes is briefly

introduced, which serves as a back up plan for the vector field control of LQDMs.

8.2 Motivations

Current QD device architectures apply electric fields in only one direction, along

[105, 88, 94, 67, 106] or perpendicular to [17, 90, 107, 108] the growth direction. Fu-

ture optoelectronic devices would gain substantial functionality from the application of

“vector” electric fields that control both the magnitude and angle of the electric field

applied to individual QDs or QDMs.

It is well-known that QDs can be controllably charged by application of electric

fields along the growth direction. These electric fields which tune the confined energy

levels of the QDs relative to the Fermi level set by a doped substrate. In the case

of single QDs, tunable vector electric fields can manipulate the wavefunction overlap

in random directions, which enables dynamic control over the exciton states. One

important application is to control the fine-structure splitting (FSS) by manipulating

the wavefunction overlap of electron and holes.[41, 109] Mar et al. reported that the
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FSS in single self-assembled QDs can be reduced from 50 µeV to 7 µeV under an

electric field applied along the elongated crystal direction of the QDs. In the case of

vertical QDMs, a vertical electric field controls both the total charge occupancy and

the relative energy levels of the two QDs, which controls the tunnel coupling and the

formation of molecular states with unique properties. Application of electric fields with

lateral components to vertical QDMs could be used to break the molecular symmetry,

which is known to enable new spin mixing phenomena with important technological

applications.[92, 36] One big strength of LQDMs is that the tunnel coupling between

neighboring QDs could be controlled by electric fields along the molecular (QD-to-QD)

axes independent from the growth direction electric field that controls the doping.[88]

8.3 Design Criteria For Vector Electric Field Device Incorporating LQDMs

Table. 8.1 summarizes the design criteria for the vector electric field device.

Because controlled nucleation of InAs QDs at pre-determined locations remains chal-

lenging, one of the significant challenges for a “vector” electric field device is to si-

multaneously control lateral and vertical electric fields for QDs or QDMs at arbitrary

locations between the electrodes. Another challenge is to design electrodes that apply

relatively uniform lateral electric fields to LQDMs that have a large lateral separation

between the QDs. Ideally, the electrodes would also serve as an aperture that isolates

single QDs or QDMs for quantum device applications. The third challenge is to prevent

electron injection from the lateral electrodes by incorporating dielectric tunnel barriers

between the electrodes and the QDs. The possibility of pinning the Fermi level at the

interface between the dielectric and QD host materials such as GaAs must be carefully

considered as this would disrupt the application of controlled vector electric fields. We

incorporate one possible solution to this problem in our design, but passivating surface

states in multi-layer devices remains challenging.[110, 111]
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Table 8.1: Design criteria for vector electric field device incorporating LQDMs

Property Target Value Motivation
Aperture size ∼1 µm Isolate single QDMs[88] at densities of ∼ 30/µm2

Allow optical measurements with lasers of 800-1000 nm wavelength
Allow fabrication by optical lithography

Distance from QDs to doped layer 6 120 nm Adequate charge tunneling rate[87, 105]
Minimum lateral field uniformity > 50 nm Uniform lateral field over a LQDM[112]

Max lateral field >0.5 MV/m Tune the relative energy difference
between LQDMs by at least 10 meV[94]

Max leakage current 6 100 mA Prevent excessive heat generation and sample damage

8.4 3-electrode Device For Vector Field

The simplest way to fabricate a device that might apply vector electric fields to

QDs or QDMs is to create a single back contact and two split electrodes on the top

surface. Fig. 8.1(a) shows the design for such a 3-electrode device. The advantage of

the 3-electrode design is that it could be fabricated with only one photolithography

and lift off step. However, as we will show, the performance of this device is severely

limited. The top electrodes, separated by a 1 µm gap, serve as both lateral gates and

an aperture for isolating single QDs. This device can apply a vertical electric field to

the center of the aperture by applying voltages with the same magnitude and same sign

(relative to the back contact) to the two electrodes on the top surface. This device can

similarly apply a lateral electric field to the center of the aperture by applying voltages

with the same magnitude and opposite sign to the two top electrodes. To illustrate

the limitations of this design, we present device simulations generated with COMSOL

Multiphysics of the uniformity and tunability of the electric fields that can be applied.

Fig. 8.1 (b,c) shows that the three-terminal device could apply a lateral and

vertical electric field to a QD complex in the center of the aperture (point B). However,

the fields that can be applied are highly nonuniform across the aperture, as shown by

the differences between points A and B in Fig. 8.1(b,c). The non-uniformity of the

vertical electric field arises because of the relatively large lateral and vertical separation

between the top electrodes and the center of the aperture. The vertical electric field

applied at the center of the aperture (Point B of Fig. 8.1 (b)) is four times smaller
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than the electric field under the electrodes (Point A). As a result, most of the device,

which is covered by the metal electrodes, will reach flat-band voltage and exceed the

allowed leakage current before the electric field at point B is large enough to charge

the QDs. Similarly, the non-uniform lateral field arises because of the back contact

that cannot be at the same potential relative to both lateral contacts. Moreover, it

is difficult to apply a uniform lateral field to QDs that are not located at the center

of the aperture, a condition that is inevitable with present QD growth technologies.

Resolving these challenges with only two top electrodes is prohibitive. A modified 3-

electrode design (not shown) includes a pair of electrodes surrounding the QDs and on

the same horizontal plane as the QD layer. Such a design can apply uniform lateral

electric fields, but cannot apply vertical fields because the QDs are not covered by

electrodes.

8.5 4-terminal Device For Vector Electric Field

To meet the design criteria for electric fields in both vertical and lateral direc-

tions, we turn to a 4-electrode device. Conceptually, one pair of electrodes applies a

lateral electric field while the other applies a vertical electric field. By combining the

two electric fields, we are able to apply a two-dimensional vector electric field to a

lateral or vertical QDM at an arbitrary location within the device. The device design

also allows the isolation and controlled optical interaction with a single QD or QDM.

Fig. 8.2 shows a schematic three-dimensional view of the device incorporating a LQDM

sample. The distance between the QDM and the doped layer must be sufficiently thin

that electrons can tunnel into the device to charge the QDM but sufficiently thick that

sequential charging by one electron at a time can be controlled. The distance between

the QDM and the sample surface impacts the change in field required to step through

charging events; a larger distance makes discrete charging robust against small fluctu-

ations in the electric field. Initial parameters for these thickness values were set based

on our previous experience with QDM structures applying electric fields only in the

growth direction. The device parameters we report below were obtained by iteratively
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Figure 8.1: a) Schematic diagram of 3-terminal device. (b,c) Electric field distri-
butions in the 3-terminal device when applying (b) pure vertical or (c)
pure lateral electric field as measured at the center of the aperture. The
color shows the intensity of electric fields along (b) growth direction or
(c) molecular axis; the electric field lines are shown in black; the arrows
show the direction and magnitude of the electric field along the location
of the LQDMs layer.
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optimizing to maintain control of charging while maximizing the electric fields applied

at the QDM under fixed voltages.

1 um

SiO2 300 nm 

Electrode 3 100 nm

Electrode 4 x

z

Electrode1 100 nm Electrode 2 100 nm

x

y

z

Al2O3 20 nm

Undoped GaAs

N-doped GaAs

370 nm

1 um

[01-1]

x, [01-1]

50 nm

QDs in the mesas

bonding pads

top electrode/ mask

apertures for optical measurements

lateral electrodes

Figure 8.2: Schematic diagram of 4-electrode device design in perspective view (top)
and cross-sectional view (bottom). An atomic force microscopy image of
a single lateral QDM inside the mesa is shown in the inset.

As is introduced in chapter 3, the molecular axis of the LQDMs naturally orients

along the [0 1 -1] axis of the GaAs crystal due to anisotropic diffusion. The distance

from the QDMs to the doped layer is set at 120 nm and the distance between the

QDMs and the top surface of the sample is 330 nm. Fig. 8.3 shows the procedures for

the fabrication of this device. A mesa 1 µm wide and 370 nm deep is first etched so

that the molecular axis of the LQDMs is perpendicular to the long axis of the mesa.

The mesa is coated with a thin layer of Al2O3 (20 nm) that should prevent charging of

the LQDMs from the lateral electrodes and reduce the leakage current. We expect that

atomic layer deposition (ALD) will be required for this step because ALD-grown Al2O3

is known to effectively passivate surface states and unpin the Fermi level in GaAs-oxide

diodes[113, 114]. A pair of lateral electrodes including 8 nm Ti and 100 nm Al are then

deposited on the sides of the mesa. The thin Ti layer improves the adhesion of the
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metal electrodes to the GaAs. The electrode feature is defined by lithography followed

by lift-off or dry etching to open up the top of the mesa and avoid shorts. Ideally the

electrodes would terminate at the sides of the mesa to apply a purely lateral electric

field, but this approach requires high precision in the layer-to-layer alignment. To relax

the processing requirements and ensure a symmetrical structure, we choose a design

that allows the electrodes to cover the side walls and top edges of the mesas. The gap

between the two lateral electrodes is designed to be 800 nm, 200 nm smaller than the

width of the mesa. Bond pads for connection to an external circuit are included in this

layer.

1. mesa etching

2. Al2O3 ALE capping

3. Lateral electrodes

4. SiO2+Ti capping

5. Top Al mask capping

Figure 8.3: Flow chart of the fabrication procedure of the 4-electrode device. The
features on this figure are not proportional.

Following the deposition of the lateral electrodes, a SiO2 insulating layer with a

thickness of 300 nm is deposited to cover the mesa and electrode fingers. The vertical

electrode and its bonding pad are deposited on top of the SiO2 insulating layer. The

top electrode is composed of a semi-transparent Ti layer (8 nm) completely covering

the mesa and a thicker Al layer (≥ 100 nm) with 1 µm gaps oriented perpendicular

107



to the mesa. This Al mask isolate sections of the mesa for optical measurements of

individual LQDMs without needing to align the features during fabrication. The Ti

layer guarantees the uniformity of electric fields along the growth direction. As shown

on the top of Fig. 8.2, the bonding pads for lateral electrodes are not covered by the

insulator layer or subsequent features.

Fig. 8.4 presents device simulations that illustrate the capacity of this device

to apply vector electric fields to a LQDM. In order to demonstrate the tolerance of

this device to the arbitrary location of the QDMs, we randomly assume the location

of the LQDM is 200 nm left of the center of the mesa. In Fig. 8.4 (a, b), a quasi-

vertical electric field is applied to the region of the LQDM. In Fig. 8.4 (c, d), a vector

electric field containing both lateral and vertical parts is applied. In Fig. 8.4 (e, f), a

quasi-lateral electric field is applied. We note that this 4-electrode design is able to

apply a maximum lateral electric field 1.2 to 2 times larger than the 3-electrode device.

To clearly show the uniformity of the electric field magnitude and direction across the

LQDM when a quasi-lateral field is applied, we choose a narrower range for the color

scale in Fig. 8.4(f). The figure shows that the lateral field varies from -1 to -1.5 MV/m

from the left to the right of the LQDM. This is not a perfectly uniform electric field,

but because the direction of the field is parallel to the molecular axis small variations

are not likely to substantively alter the ability to tune the relative energy levels of the

two QDs, which is the primary function of this lateral field.

8.6 Next Generation 3-terminal Device

One crucial reason why the traditional 3-electrodes device does not work for

application of a vector field is that it causes a large leakage current before the vertical

electric field is large enough to charge the QDs. On the other hand, if we reduce the

area of the electrodes, the top electrode will not be able to cover the QDs and leave

apertures small enough for single QD meausurements. One way to solve this problem

is developing a two-layer top contact. The bottom layer includes narrow electrodes

with minimum area and bonding pads. The top layer is an opaque insulator with
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Figure 8.4: Electric field diagram of 4-electrode device simulated by COMSOL. The

color shows the intensities of electric fields along the growth direction
(a-d) or molecular axis (e, f). The electric field lines are shown in black
while the arrows show the direction and magnitude of the electric field
at the level of the LQDMs. The right column shows a zoom-in view
inside the white rectangular zone on the left column. The pink profiles
in the figures in the right column show the cross-sectional view of a single
LQDM located inside the white rectangle in the left column.
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short stripped patterns perpendicular to the direction of the patterns on the electrodes

underneath, which serves as a top mask. Only QDs in the crossover of the top and

bottom apertures can be illuminated by the laser. By using this design, a fine alignment

during the lithography can be avoided. One suggested design for the top electrodes

and mask is schematically shown in Fig. 8.5.

Bonding Pad

Bonding Pad

QD Sample

Bonding Pad

Bonding Pad

QD Sample

1. Metal electrodes 2. Insulator mask

Insulator 

opaque mask

Figure 8.5: Scheme of the top pattern design for the next generation 3-terminal
device.
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Chapter 9

SUMMARY AND FUTURE WORKS

Our systematic experimental and theoretical analysis of single LQDMs reveals

the electronic structure and molecular nature of delocalized states. The observation

that the molecular character and symmetry of these electronic states can be controlled

with applied magnetic fields, in ways different from what occurs in single QDs or

VQDMs, presents new opportunities to design quantum structures for optoelectronic

and quantum device applications.

The experimental results of the magneto-spectroscopy of LQDMs, as is intro-

duced in chapter 7, raise several questions for future research. Firstly, the Zeeman

splitting has never been observed in the photoluminescence of the first excited states.

Secondly, the strength paramagnetic shifts from different emission lines varies substan-

tially. Quantitative theoretical analysis based on the atomic structure of LQDMs might

be able to solve these open questions. As we mentioned in section 7.2, the observed

difference of Stark shift in ground and excited energy shells is another problem worth

to be studied theoretically.

Experimentally, our magnetic-optic cryostat system can apply magnetic field

along arbitrary directions to the LQDMs. We can deduce the g tensor by looking at

the Zeeman splitting in the photoluminescence of the LQDMs. In our updated system,

polarization equipment (e. g.: linear polarizer and liquid crystal variable retarders)

can help us to differentiate the spin orientations of emitted photons. The fine-structure

splitting, which is closely related to the wavefunction extent of LQDMs, can also be

acquired with polarization equipment. The long-term goal for the study of LQDMs

is to build up qubits with states being able to be ”hand tuning” electrically in two

dimensions. To achieve this goal, fabricating the LQDM device introduced in chapter 8
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is necessary. The large inter-dot distance and inhomogeneity of LQDMs limited its

development as quantum computing devices. It is desired that these problems will be

concurred with the development of the QD growth techniques.
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Appendix A

DEVICE FABRICATION RECIPE OF LQDMS DIODE

A.1 Lift-off Recipe for 1-micron Interdigitated Pattern

Solvent clean: Mount wafer on spinner. Spin at 3000 rpm with ramp 1000 rpm

for 45 seconds. Spray Acetone, Methanol and iso-propanol for 10 seconds respecticvely.

Coat resist:

Stop the spinner, drip NR9-1000PY photoresist to fully cover the surface of the

wafer.

Spin at different rates to get a flat surface of photoresist:

- Spin at 75 rpm with ramp 500 rps for 6 seconds.

- Spin at 5000 rpm with ramp 1000 rps for 40 seconds.

Soft bake at 100 C for 60 seconds.

Expose pattern with dose 70-85 mW/ cm2 in the channel with wavelength= 365

nm.

Hard bake at 100 C for 60 seconds.

Develop pattern in the solution of DI water: RD6= 1:3 for 9-10 s. Note: do not

shake the wafer in the solution. Flush the sample with water after exposure.

Metal coating: 8 nm of Ti and 120 nm of Al are deposited on the patterned

top surface of the sample. The Ti layer is deposited first for adhension and the Al

is coated as opaque mask and electrodes including bonding pads. Ideally, electron

beam evaporator is used to deposit metal thin films because the metal hits the sample

vertically and the lift-off process is relative easy. Physical vapor deposition (PVD) is

another possible approach when the metal film is thin and feature size is relative large

(over 10 µms).
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Lift off: soak the sample in IPA or acetone overnight to get the best pattern. If

necessary, use ultrasonic cleaner to accelerate the lift off process.

A.2 Ohmic Back Contact

Two different recipes for electron beam evaporation of Ohmic back contact have

been used in our sample preparation and both work very well in our n-doped GaAs

substrates. Recipe I consumes less gold and recipe II contains fewer steps. To achieve

an Ohmic contact with good quality, rapid thermal annealing (RTA) is required in

most recipes.[115] A high annealing temperature might cause the redistribution of the

materials and lead to the change of the QDs’ geometry and energy structure. Defects

introduced by annealing will also cause the decrease of the photon emission intensity.

Therefore, it is necessary to avoid any RTA at a temperature higher than the anneal

temperature during MBE growth. For the recipes provided below, a 30 sec annealing

in an RTA at 410 C is used.

Table A.1: Recipe I: Order and thickness of materials for Ohmic back contact

Sequence Matals Thickenss (nm)
1 Ni 5
2 Ge 17
3 Au 33
4 Ni 15
5 Au 20

Table A.2: Recipe II: Order and thickness of materials for Ohmic back contact

Sequence Matals Thickenss (nm) Deposition rate (A/s)
1 Ni 5 0.1
2 Ge 17 0.5
3 Au 200 1.2
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A.3 Mounting and Wire Bonding

1. Using conductive epoxy to stick the backside of the sample onto the sample

holder.

2. Heat the sample in 120 C oven for 30 minutes.

3. Take out the sample and wait until cool down. Observe the sample under an

optical microscope. Use a pin to soak the well-mixed conductive epoxy. Dip the epoxy

drop on a bonding pad on the sample and a gold pad on the sample holder. Make sure

that there is a small bulk of epoxy on both pads.

4. Cut a section of gold wire with appropriate length and use the pin to carefully

transfer this gold wire section to connect the two epoxy bulks. Both sides of the gold

wire should buried in epoxy.

5. Dip a larger bulk of conductive epoxy on the corner of the sample holder to

short one pad with the gold substrate of the holder.

6. Heat the sample to 120 C in the oven for another 30 minutes.

7. Connect the two feet that are being used on the sample header to the electric

leads. Check the IV curve to see if it shows a diode curve.

126



Appendix B

OPERATION PROCEDURE FOR THE CRYOSTAT SYSTEMS

B.1 Measuring Laser Power Densities Incident on the Sample

It is very important to know the laser power density that is actually incident

on the QDs to acquire information such as quantum yield. However, it is difficult to

measure the laser power at the position of the LQDMs system, which is inside the cold

finger of the closed-cycle cryostat system. To figure out the actual laser power density

that excites the QDs, we have done a series of rough measurements on the different

parts of the PL system. Here is a summary of our measurements.

- When the laser power shown by the power stablizer is 176 mW, the laser power

measured at the position of the NIR objective is 37.5 mW. Therefore, the main optical

path (not including the objective) will reduce the laser power by 4.7 times.

- The laser powers measured before and after the objective are 172 mW and 60

mW, respectively. The objective will reduce the laser power by 2.9 times.

- The laser powers measured before and after the quartz window on the cold-

finger of the cryostat are 340 mW and 270 mW. The quartz window will reduce the

laser power by 1.3 times.

- Overall, the ratio between the laser power shown on the power stablizer and the

actual laser power hitting the sample should be 17.8:1. The diameter of the laser spot

is usually around 10 um. It can be calculated that when the laser power is recorded

as 1 mW, the actual laser power density hit on the sample surface should be 71.3 W/

cm2.

It is impossible to measure the scattering caused by the electrodes on the surface

and other layer structures above the QDs and we have to neglect it in our discussion.
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For the laser power density in the magneto-cryostat system, the meausrement is even

harder and is unlikely to be done without dissassembling the whole system. We simply

compare the laser power between the two systems at the point the PL intensities of

ground and first states cross each other. Since the optical systems reduce the PL

intensities in ground and excited shells by the same percent, it can be deduced that

this comparison identifies comparable laser power densities for the two systems.

B.2 General SOP for the Closed-cycle Cryostat

B.2.1 Cooling Down

1. Seal the cold-finger of the cryostat by using vacuum grease. Tightly screw

on the cap of the chamber. Check all the wires and tube connections between the

compressor, the cool pac and the expander.

2. Connect the pump to the closed cycle cryostat and turn it on, using only the

rough pump for a few seconds.

3. Slowly open the valve while the pump is running until the valve is fully

opened.

4. Purge the close cycle cryostat with helium gas: (you only need to do this

if you have made a sample change or the instrument has been unused for a very long

time)

a. Open all the valves for the helium gas, set the pressure to 1.6psi. b. Wait

10 seconds, and then decrease the pressure to 0.25 psi, open the vent valve on the

cryostat. c. Repeated 4-5 times.

5. Turn on the cool pac and then turn on the compressor. Set the helium gas

flow at the bellows to 0.6 psi.

6. Pump until pressure reaches 1E-1, then turn on the turbo pump.

7. Wait for a few minutes. Pump until pressure reaches 4E-4, then turn on the

coolpac and the compressor, in that order. Look at the temperature sensor, see the

temperature decrease.
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7. When the temperature goes down to 150K, close the pumping valve and shut

down the pump. Make sure the temperature is still decreasing at the same rate before

disconnecting the turbo pump.

B.2.2 Shut off

When shutting off the whole system, first turn off the compressor, then the cool

pac. The temperature will increase after that. Before changing the sample:

1. Shut off the whole system; wait until the whole system is back to room

temperature.

2. Open the main valve of the cryostat to balance the air pressure inside and

outside the cryostat.

3. Open the main cap of the chamber.

B.2.3 Common Questions

Q: What should I do in power failure?

A: Make sure the switches for the compressor and cool pac are turned off. If the

duration of the power loss is very short (less than 10 minutes), we can turn the cool

pac and compressor back on when the power supply is restored.

Q: When should I shut-down the whole system and call for maintenance?

A: 1) When water is leaking from the tubes connect compressor and coolpac.

2) When the compressor keeps turning on and off back and forth by itself: this

means the coolpac is not functioning correctly and the compressor is turning off as it

detects over-heating.

Q: What should I check if the system is not working properly?

A: Check Sakai- resource for manuals.
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Appendix C

REPRINT PERMISSION LIST

Permissions for reprinting figures published in journals were provided by the
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