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ABSTRACT

The purpose of this study is to apply coupled systdor wave-current
interaction for use in simulating and predictingrst-induced surges, waves and coastal
inundation. Two coupled systems are used. Onedeslumodel components: ROMS (a
three-dimensional ocean model) and SWAN (a thingegation numerical wave model).
The other system is NearCoM (a nearshore commumotyel) which couples SWAN and
SHORECIRC (a quasi-3D nearshore circulation model).

A coupled model system including ROMS and SWAN &sdd on MCT
implementation. It is applied to Delaware Bay foawes and current simulation. The
computational domain is a regional ocean scale doowvering the entire Delaware Bay
and adjacent shelf region. Numerical results fromdoupled system are compared with
available wave and current data obtained from DatavBay Observing System (DBOS).
Comparisons show good agreement between modetgesw observations. Strong tidal

modulations of surface waves are identified in botidel results and measured data.

A nearshore community model system NearCoM cou@&¥AN and
SHORECIRC models based on the Master Program ingsitation. The system is used
in a series of numerical experiments that are edrout in an idealized, alongshore
uniform domain, which includes a planar beach, land shelf with constant slopes, in

order to explore the response of storm-induceddatiaon, storm surges as well as waves

Xiii



to wave forcing and to different cyclone parametérsugh atmospheric forcing. Four
sets of experiments are conducted to investigate fictors, radium of maximum wind,
track of tropical cyclone, maximum wind speed a$l a® translation speed, respectively,
in affecting storm surges and coastal inundaticechEexperiment is conducted twice
(with and without wave effect in the model systexm)examine the wave setup effect.
Coastal inundation, storm surge and wave are sensd all four factors. Wave setup

always results in larger storm surge and inundadiea.
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Chapter 1

INTRODUCTION

1.1 Background

A cyclone storm is an area of closed, circulardfloiotion rotating in the same
direction as the Earth. Usually this is characestiby inward spiraling winds that rotate
counter clockwise in the Northern Hemisphere andclkshise in the Southern
Hemisphere of the Earth. Delaware Bay as a maihgfadhe Delaware River estuary is
affected and attacked by two kinds of cyclone ssortropical cyclones (TC) as well as
northeasters, from time to time and significant dgen caused by those storms are
recorded.

A tropical cyclone is a storm system characteribgda large low-pressure
center and numerous thunderstorms that producegswonds and heavy rain. The storm
surge generated by a tropical cyclone can causefisant coastal and inland flooding
which is known as one of the most serious natuszsters in the world. An average of
86 tropical cyclones of tropical storm intensityrfo annually worldwide (Bolonkin,
2006). It can produce not only extremely powerfuldg and torrential rain, but also high
waves, damaging storm surge and rip tides as wedpawning tornadoes. As recorded,

storm surges can produce extensive coastal floagim 40 kilometers (25 mi) from the
1



coastline.

Northeaster can occur at any time of the year bastip known for the
presence in the winter season. It forms in the latitlides and travels northward in the
Atlantic Ocean with winds blowing from the northedaswards the shore along the
eastern United States and Canadian coastlines.e Lamyes, storm surges, coastal
flooding, as well as hazardous inlet currents causenortheasters and tropical storms
are a threat to people’s lives, properties andgsins in Delaware’s coastal regions.
During the northeaster occurring on March 6-8, 1962example, winds reached speeds
of 70 miles per hour and wind-induced waves weghdr than 40 feet offshore and 20-
30 feet high in the surf zone (Carey and Dalrym@03). The storm surge associated
with the storm was 9.5 feet at the mouth of DelanBay. During that event, ocean water
went over highway No.1, rushed into inland bay aiseand caused severe flooding
disaster which resulted in damage with millions dillars to homes, businesses,
highways, and beaches in Delaware coastal commaeamin the ocean and inland bays.
Recent statistics shows that population and dewstop trends in coastal Delaware have
placed more and more people and structures in aggect to high winds and storm
waves and tides from northeasters and, as a resmtiage induced by coastal storms will
probably increase. Therefore, it is necessary angoitant to know the physical
mechanism of the response of coastal inundatiostdons well in order to reduce the
damage caused by storm-induced inundation to te& End to protect the Bay and the

people who live there away from severe disasteilshazards.



1.2 Recent Numerical Studies on Storm Surges and Inaiation

For decades, the numerical model-based storm $orgeasting systems have
been developed and proved to be an important toduce the loss of human lives and
property damage caused by storms. In order to imgptioe accuracy in predicting storm
surge and coastal inundation, recent model devedopmfforts tended to include more
modeling components, such as meteorology modesaridce wave model, and use more
complete 3D primitive hydrodynamic equations inrstasurge modeling. Weisberg and
Zheng (2008) compared three-dimensional and twcedsional formulations in
simulations of Ivan-like storm over Tampa Bay, Kar They concluded that, for
prediction of storm surge over complex coastal ¢paphy, a three-dimensional model
may be better than two-dimensional one in modeditogm surges due to alternation of
bottom stress estimates resulting from the vertazatent structure. Li et al. (2006)
coupled the meteorological model MM5 and the 3Diaegl ocean model ROMS to
study hurricane-induced storm surges in Chesapdédke Warner et al. (2008)
incorporated the surface wave forcing into ROMS emubled the wave model SWAN in
order to predict surface waves and wave-inducecllation. Their results indicated a
potential use of the coupled wave-circulation madedpplications over a broader range
of processes, and temporal and spatial scales.

Most numerical studies of storm surge and stornuded coastal inundation
have been site-specific. Storm surge and flooded predicted by a numerical model in
some specific domain are highly dependent on tingcpkar site and storm. Although the

geological feature may be an important factor ttecaflocal surge and inundation,
3



numerical results based on a specific site may eanthe mechanism in connecting
coastal inundation to atmospheric factors sucm&nsity, track and translation speed of
a tropical cyclone. Peng et al. (2006) adopted thgital tropical cyclones based on
parametric wind model in a rectangular domain todttropical cyclone induced
asymmetry of sea level surge and demonstratedfalmses of such idealized numerical
experiments in investigating the sensitivity of retosurge to the change of tropical
cyclone parameters. In a study of storm surge anddation in the Croatan-Albemarle-
Pamlico estuary system, Peng et al. (2004) showay for a given storm track, the
decrease of storm minimum center pressure or isereé cyclone radius of maximum
wind lead to more severe storm surges and inundatiowever, the predicted inundation
area does not have a linear relationship with ptedi surges, suggesting that the
inundation area should be predicted directly by@ddynamic model rather than by an
inland extrapolation of the predicted surge height.

Effects of wave-current interaction on storm-indlicairrents are believed to
be of importance in predictions of storm surges eoastal inundation (Zhang and Li,
1997, Liu and Xie, 2009, and others). The wavectffean be expressed in a model in
terms of radiation stresses defined by Longuet-iHgygnd Stewart (1962, 1964) and
recently extended to 3D applications (Mellor, 20R308), wind surface stress enhanced
by surface waves (Janssen, 1991), and bottom streddied by taking into account a
wave boundary layer (Styles and Glenn, 2000). Ifloaded region, wave and flow
patterns associated with wave-current interacti@y tve complex. Wave-induced setup

may be significant, causing additional surges andenextensive inundation.
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1.3 Outline of Present Work

In this thesis, two coupled system are appliedtidysthe characteristics of
storm-induced waves, surges and coastal inunda®well as their response to different
cyclone parameters. One the coupled system induthe regional ocean circulation
model ROMS and the wave generation and propagatimshel SWAN. The other one is
the nearshore community model NearCoM which coud#¢$AN and the nearshore
circulation model SHORECIRC. The following chaptdescribe the coupling framework,
Delaware Bay simulation, idealized experiments twedconclusion.

Chapter 2 describes the framework of the coupledainsystem in detail and
introduces each of the model components, ROMS, SWaml SHORECIRC,
individually, including the governing equations,nmerical solution techniques, boundary
conditions, and initial conditions.

Chapter 3 details the model implementation for @el@ Bay simulation. The
model domain and bathymetry are presented. GridR@&MS and SWAN are taken from
Whitney (2003). Tidal forcing and wind input areesgied. Currents and waves in
Delaware Bay domain are simulated and results angpared with available measured
current and wave data, such as current data fronCRAPAcoustic Doppler Current
Profiler) and wave data from an experiment condlate2005 near Fourteen Ft. Bank
Lighthouse in Delaware Bay.

Chapter 4 presents the model implementation foalizied experiments with

focus on the response of storm-induced waves, swuagd coastal inundation to wave
5



forcing and to different cyclone parameters in oogjion with mechanism analysis
through atmospheric forcing on ocean surface. Thdaindomain and bathymetry are
explained. The bathymetry grid used for the idealiZxperiments are generated by
software CoastGrid (Shi, 2006). Parametric wind ehogHolland, 1980; Harper and
Holland, 1999; Vickery et al., 2000) used in tr@picyclone wind study is explained. Sets
of idealized experiments are conducted to idenh#/ storm effect on peak storm surge,
maximum significant wave height, coastal inundates well as maximum flooding
distance through following four factors, respediiveadius of maximum wind (RMW),
track of the cyclone, maximum wind speed (MW) adl &g the storm translation speed.
Each experiment is carried out through model systeath with and without inclusion of

wave effects in order to investigate the wave seftgrt.
Chapter 5 summarizes the model performance. Faatoeffecting storm
surges, waves and coastal inundation are discumsgédsummarized. Conclusions are

made, together with some suggestions for futur&kwor



Chapter 2

NUMERICAL MODELS

The numerical models applied in this study arerédggonal ocean circulation
model ROMS (Hedstrom, 2000; Shcheptkin and McWilka 2005), the wave generation
and propagation model SWAN (Holthuijsen et al., £0Booij et al., 1999), and the
nearshore circulation model SHORECIRC (Svendseml.et2000; Shi et al.,, 2003)
implemented in the nearshore community model NelsrCshi et al., 2003, 2007). Two
coupled model systems are used. One is coupled REMEN system based on Model
Coupling Toolkit — MCT framework for regional oceaoale applications (Warner et al.,
2008). The other one is NearCoM which couples SVéiN SHORECIRC based on the
Master Program (Shi et al., 2005) for nearshordéesapplications. These two coupled
systems are applied to simulations of waves andewots, and storm-induced coastal

inundation. The details of these models are digtlhsre.

2.1 Coupling Framework
In the coupled ROMS/SWAN system, both ocean citauteand wave models
run in a regional ocean scale domain. In the cagpjirocesses, the ocean circulation

model predicts tide- and wind-driven currents andage elevations that are sent to the
7



ocean wave model in order to take into accountdffects of currents and surface
elevations on waves. The current effect on wavespsesented by the Doppler effect in
the wave dispersion relation and current effe@dtion balance (Holthuijsen et al., 2004).
Water depth is updated using instantaneous suréeeation in the wave model,
presenting the effect of surface elevation on waneglictions. The regional ocean wave
model predicts wind wave generation and propagatioth sends results to the ocean
circulation model for calculating wave effects anrents. Surface wave forcing is based
on Mellor’s formulas (2008). The calculations oftioon friction associated with short
wave bottom layer are based on Styles and Gler60j20

The coupled SWAN/SHORECIRC system is implementedhi nearshore
community model NearCoM. The coupling scales aeesdime as in the ROMS/SWAN
system. The coupled model system runs in the neasbcale domain and predicts
nearshore waves, currents, tides, surges and tvastdation.

The coupler plays an important role in making isgble for different models
to exchange information and communicate with edbleroat times. It is an interface of
the integrated system and receives, interpolate$ sands all passing variables between

different models on different computational grids.

2.2 Model Components
As mentioned above, basically there are two coupletiems developed and
used in this thesis: MCT-based coupling of oceacutation model (ROMS) and ocean

wave model (SWAN), and nearshore community modelaf@oM) which itself couples
8



wave model (SWAN) and nearshore circulation models (SHORECIRCgtham the

Master Program. Those model components are devkiodependently with each other
and are based on different physical theories andiffefrent model scales. Each of them
can work independently as a separated numericakin@etailed descriptions of each

model component are presented as below.

2.2.1 Ocean Circulation Model - ROMS

The Regional Ocean Modeling System (ROMS; Hedstr2000; Shcheptkin
and McWilliams, 2005;) is a three-dimensional oceanulation model that simulates
currents, ecosystems, biogeochemical cycles andeatd movement in various coastal
regions. It solves the primitive equations with tBeussinesq approximation and
hydrostatic vertical momentum balance. It usesddteal, terrain-following coordinates in

the vertical and orthogonal-curvilinear coordinatethe horizontal.

2.2.1.1 Equations of Motion
ROMS solves the primitive equations and below hesprrimitive equations in

Cartessian coordinates with the equation (2.1)eqmdtion (2.2) as momentum balance

in x andy directions, respectively:
ou

M yru-tv=-22+F +p, (2.1)
ot 0X
ﬂ+\7.Dv— fu=—a—(p+ F,+D, (2.2)
ot oy

where all the variables are listed in Table (2.1).

9



Equation (2.3) and (2.4) are the advective-diffaspguations and they govern

the potential temperature and salinity fieldgx, y,z,t) andS(x, y, z,t).

%—I+\7DT =F +D; (2.3)
% +V.OS=F+Dg (2.4)
Equation (2.5) is the equation of state:
p=p(T,SP) (2.5)
Equation (2.6) is the vertical momentum equation:
9¢_-p9 (2.6)
0z P,
Equation (2.7) is the continuity equation for aoampressible fluid:
ou  ov , ow
— +—+—=0 .
ox o0y o0z ¢

In the Boussinesq approximation, density variatiaresonly considered in the
contribution to the buoyancy force in the verticabmentum equation while they are
neglected anywhere else in the momentum equatiurther assumption is made under
the hydrostatic approximation that the verticalsgtee gradient balances the buoyancy
force. For the moment, the effects of forcing andsigation will be represented

by F and D, respectively.

2.2.1.2 Boundary Conditions
All the surface boundary conditions variables ulsere are list in Table (2.2).
The vertical boundary conditions can be descrilsefdiébowing two parts.

At top, equations (2.8) to (2.12) describe the ltaumy conditions:
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ou

K,—=7X(XY,t) (2.8)
0z
Ko 2 =1 (x, y.1) 2.9)
0z
T _ @& 1 dQ;
K, —= + T-T 2.10
o rRrrettrrar U (2.10)
KS§:(E—P)S (2.11)
0z
0¢
w=2% 2.12
3t (2.12)

At bottom, the boundary conditions are describedelyation (2.13) to

equation (2.17):

ou
Kma =7, (X Y,t) (2.13)
Km% =1/ (X Y,t) (2.14)
oT
K.—=0 2.15
TS, 15)
KS§ =0 (2.16)
0z
-w+V.0h=0 2.17)

11



Table 2.1: Variables used in the equations of motion

Variable Description

D,.D,.D;.Ds | Diffusive terms

Fo. R R Fs Forcing terms

f(xy) Coriolis parameter

g Acceleration of gravity

h(x,y) Bottom depth

V,K Horizontal viscosity and diffusivity
K1 Ky K Vertical viscosity and diffusivity

P Total pressure

AXx,y,z,t) Dynamic pressure

p(x,y,zt) Total in situ density

S(x,y,z,t) Salinity

t Time

T(X,y,z1) Potential temperature

u,v,w The (X, y, z) components of vector velocity
Xy Horizontal coordinates

z Vertical coordinate

¢(xy.t) The surface elevation

12




Table 2.2: Surface boundary condition variables

Variable Description

E-P Evaporation minus precipitation

v, Linear and quadratic bottom stress coefficients
Qr Surface heat flux

1T Surface wind stress

Ty Ty Bottom stress

T Surface reference temperature

On the variable bottom, the horizontal velocity @aments are constrained to

accommodate a prescribed bottom stress whichuseos linear and quadratic terms:

Iy = () + yNU* +VA)U (2.18)
1) = (h+y U vy (2.19)

The vertical heat and salt flux may also be presctiat the bottom; however
they are usually set to zero.

As for horizontal boundary conditions, the modeh dze configured for a
periodic channel or a doubly periodic domain. Thedled domain is logically rectangular,
but it is possible to mask out land areas on thentary and in the interior. Two options
are provided for the boundary conditions on thessked regions: no-slip or free-slip

walls.

13



2.2.1.3 Stretched Vertical Coordinate System

ROMS uses stretched, terrain-following coording®&€oordinate; Song et al.,

1994) in the vertical direction, which is very cement for the computational model. It

essentially flattens out the variable bottonmezat—h(x, y) (Phillips, 1957; Freeman et al.,

1972). Both in meteorology and oceanography hawh stretched coordinate systems

been used for long. The dynamic equations undér system are given in equation (2.20)

to equation (2.26):
a—u+\7.Du— fv:—a—¢]+Fu +D, -
ot 0

X 0x

Po

@+\7.Dv— fu =99, F,+D, -
ot ay

Po
T |
S HUOT=F +Dy

oy

%+\7.DS:FS+DS
p=p(T,S,P)

a_¢: —_gHZp
s | m

OH, N o(H,u) . o(H,v) . 0(H,Q) _

%J%_

%jg_

ot 0X ay 0s

The vertical velocity ins coordinates is
o 0z

o

0X

24
ay

0

1 0z
Q(x,y,st)=—|w—-(1+S)—-u—-v—
(xy,8.t) H{ ( )at 0Xx ay}

z

and

W=%+u%+v%+QHZ

ot ox oy
14
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(2.21)

(2.22)

(2.23)

@)2

(2)25

(2.26)

(2.27)

(2.28)



In this system, the vertical boundary conditionsoatliffer and at top where

s=0, the vertical boundary conditions are written as:

Ky )ou_

(H—Z] PRl (X, y,t) (2.29)

Km @: y

[H—Z] FRiLE (X, y,t) (2.30)
[ﬁ}‘ﬂ: TR (2.31)
H,)0s pc, pc, dT

Ky @: _

(H_j =5~ (E-P)S (2.32)

Q=0 (2.33)

The vertical boundary conditions for bottomsat -1 are:

Ky )ou _
(H_Z]as (% Y1) .32)
Km @: Y
[H_jas ) (X, y,t) .33)
r |97 _
(H_Zjas 0 (2.36)
(&Jﬁm (2.37)
H, )os
Q=0 (2.38)

We can see from the vertical boundary conditionaéiqus that they are

simpler than those in a-coordinate.
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2.2.1.4 Horizontal curvilinear coordinates

In the horizontal directions, ROMS uses orthoganavilinear coordinates for

the reason of solving problems with fluid in irrégyuregions which are the cases in a lot

of realistic applications, such as flow adjacent tmoastal boundary (Hedstrom, 2000). In

such situations, horizontal coordinate system imofe advantage. It is also true in many

geophysical problems that the flow fields have oagi of enhanced structure, which

occupy a relatively small fraction of the compuwiaal domain.

Then, added efficiency

can be gained by placing more computational resoiuin such regions. Under such

conditions, the equations of motion can be re-amit{Arakawa and Lamb, 1977) as

follows with the new coordinaté(x, y) andn(x,y):

O(Huj 0 (HU O(Huvj O(HUQJ f 6(1) 0(1)
—| = |[+—| — | = |+=| —{—+Vv—| = |-u—| = |;HV
ot\ mn o0&l n on\. m Js\. mn mn  o&\n on\m
:_(sz 99,9p 02, (0¢ 1, H:(k 4p)) (2.39)
nJ\o& p, 0 0 ) mn
a(ij O(Huvj 0 (HWV O(HVQJ f 6(1) 0(1j
—| =t |t |t |~ {—*V| = |-U—| — |fHuU
oolmn /) 9&\ n on\ m os\_ mn mn  dé\n on\m
:—(sz 6_(0+%62+g£ +HZ(FU+DU) (2.40)
n/\oan p,0n “90n) mn
Q(HZTJ+1 HZuTj+i(HZVTj+i(HZTQj: HZ(FT+DT) (2.41)
ol mn /) 9\ n on\. m os\_ mn mn
g(st}ri(qus}i(szs}rg(stczj: HZ(FS+DS) (2.42)
o\l mn /) 9\ n on\_ m os\_ mn mn
0=p(T,S,P) 432)
0 H
6_40:_(9 zpj 1)
S Po
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TR S
otlmn) &\ n ) an m ) os\ mn '

While the governing equations are different, alibbgdary conditions remain unchanged.

2.2.1.5 Numerical Solution Scheme

In the horizontal, centered and second-order fiditierence approximation is
used (Shcheptkin and McWilliams, 2005; Hedstron@0

In the vertical, it also uses a second-order fiditeerence approximation. The
model is better-behaved with a staggered horizamidl

ROMS is able to work with interior land areas whie computation domain
actually covers the entire model domain. The laedsawill be masked. And for many of
the variables on those masked region, the valeseairto be zero at the end of each time
step.

ROMS conserves the first moments of, v, S and T , which is
accomplished by using the flux form of the momentama tracer equations. The semi-
discrete forms of the dynamic equations are theittenr as following equation from

equation (2.46) to equation (2.51):




H_{ gH gH_{ —¢
LG, p-=—L-p 5 2-=Z-(p,+p )0 {+D,+F,  (2.46)
n

X Pon

— —y U —7
0| vH -¢| uH —n vH -s( QH
| =% [T 0V | —=F +0,\V | — +0,9V g
otl mn n m mn

+ L+V 5 1 —U{d] i qu{ =
mn n m

T 77 T 77
My e s, My s oD, 4, (2.47)
m P’ Pom

TR =
2o o
n m

TR Rl
= @[—”H_zs}d,[v“_z”sJ+55(§SHr;nj:Ds+Fs (2.49)
n m
p=p(T,SP) 19)
A =-—1°H,p ()5

0

whered, , 9, , J, denote centered finite-difference approximatiorithwhe differences

taken over the distances? , A7, As respectively()’ , ()", () are the averages taken over
the distanced\¢ ,An,As. If is a second-order vertical integral computed agrm from
levels to the surface @&=0. The method of averaging internally conserves firaments

in the model domain and it is similar to that usedrakawa and Lamb (1997).

2.2.2 Wave Model — SWAN
Simulating WAves Nearshore (SWAN; Holthuijsen et, &004) is a third-
generation numerical wave model. It is a spectravevmodel that solves the spectral
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density evolution equation (Booij et al., 1999, Risl., 1999). SWAN computes random,
short-crested, wind-generated waves in coastabmegilt is driven by local winds and
wave input through boundary conditions. The phygicacesses in SWAN include wave
shoaling, refraction, nonlinear interaction, depitiuced breaking, wave-current
interaction, bottom friction, and whitecapping dsgion. SWAN does not account for
diffraction or reflection due to bottom scatterinfhe numerical scheme is implicit,
unconditionally stable and not subject to Couraitéiga. In the coupled system, it will be

used for wave generation and wave propagation.

2.2.2.1 Action Balance Equation
SWAN solves for the evolution of the water spectrbynusing the action
density spectrum. Equation (2.52) is the goverrengation for Cartesian coordinates

(Hasselmann et al., 1973):
6_N+ o(c,N) N a(c,N) N o(c,N) N o(c,N) _S
ot 0x oy 00 04 o

(2.52)

where N is the action density spectrum, which is equalhi energy density spectrum

divided by the relative frequencyN(o,0) = E(0,8)/0). In this equationg and 8 are

wave relative frequency and wave direction, respelgt The first term in the left-hand
side of equation (2.52) represents the local rdtehange of wave action density

spectrum in time. The second and third terms aeeptlopagation of wave action in

geographical space with velocities andc, in x and y directions, respectively. The

fourth term represents shifting of the relativeqfrency due to variations in depths and
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currents with propagation velocity, in o space. The fifth term represents depth-

induced and current-induced refraction with propagavelocity c, in € space. The

expressions for all of propagation velocities ateh from linear wave theory (Whitham,
1974; Dingemans, 1997). The term at the right-l&idd of equation (2.52) is the source
term of energy density representing wind generatemergy dissipation and non-linear
wave-wave interactions.

Waves obtain energy input from wind. Whitecappibgftom friction and
depth-induced wave breaking are three processeerfamgy dissipation in SWAN. In
shallow water, bottom friction is the dominant p#ot dissipation while in deep water
whitecapping is the main source of energy dissppatEnergy is transformed between
waves by nonlinear interactions. In shallow wategd wave-wave interactions are

important while in deep water, quadruplet wave-wianweractions play a major role.

2.2.2.2 Wind Generation §,)

The transfer of energy from wind to waves is modeléth a combination of
resonance (Phillips, 1957) and feedback mechan(bfiles, 1957), and the source term
can be described as the sum of linear and expahgnbiwth:

S,(0,0)=A(0,0)+BE(0,0) (2.53)
where bothA (linear growth) andBE (exponential growth) depend on wave frequency
and direction as well as wind speed and direclitve expression foA can be written as
equation (2.54) (Cavaleri et al., 1981) aBdcan be expressed as equation (2.55) (Komen

et al., 1984; Janssen, 1989).
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0.001 4
A= U. max(0,cosf-6, ) H 2.54
922”5[ (0,c0s6-6, ) (2.54)
B=max 0,0.28%2| 28" cof(-4, ) flo (2.55)
IOW Cph
where
-4
H =exp —( ?— J (2.56)
Opn
0.1y
O, =—2IT 2.57
= a), (2.57)
U2=CyUj 2.%8)

in which g, is the wind directiongy,, is the peak frequency of the fully developed state

according to Pierson and Moskowitz (1964)Cais the drag coefficient which can be

expressed (WAMDI Group, 1988) as:

{CD(U10)21.2875< 10° , U,< 761 ¢ (2.59)

C,(U,) =(0.8+0.065 mxU,, X 10 ,U, > 78 ¢

2.2.2.3 Dissipation &)
The dissipation term is the summation of whitecagf,, (c,6), bottom
friction S (o,6) and depth-induced breakisg,, (o,6) .

The whitecapping formulation is given by the WAM@bup (1988) as:
Sewl(0,0)=-T 5% E(o,0) (2.60)

wherel is a coefficient that depends on steepnksis, the wave numbeg is mean

frequency andk is mean wave number.
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Depth-induced dissipation may be caused by bottietiadn, bottom motion,
percolation or back-scattering on bottom irregtilesi (Shemdin et al., 1978), among
which bottom friction is found to be the principalechanism (Bertotti and Cavalieri,

1994) in continental shelf seas with sandy bottdtraan be formulated as:

0.2
Sds,b (U’ 0) = _Cbtm gz

whereC,, is friction coefficient and depends on the bottorital motion.

Equation (2.62) is the formulation for the totasslpation as a substitute for

the process of depth-induced wave-breaking (Eldstend Battjes, 1995):
Sy (0,6) = D E(0.0) (2.62)

ot

where D,, is the rate of dissipation due to wave breakind B is the total energy

(Battjes and Janssen, 1978).

2.2.2.4 Nonlinear Wave-Wave Interaction (S, )

In shallow water, triad wave-wave interactions smgortant while in deep
water, quadruplet wave-wave interactions play aomagle. The formula used in SWAN
is from Elderberky and Battjes (1995). As for feadepth water, the quadruplet part can

be scaled with a simple expression (Hasselmanmasdelmann, 1981).

2.2.2.5 Boundary and Initial Conditions
The boundary conditions in SWAN in physical andcfad space are fully

absorbing for wave energy that is leaving the cdedmnal domain or crossing a
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coastline. The deep water boundary in coastal nsgi® specified by the incoming wave
energy, and the lateral physical boundary in coasgons is set to be zero, which will

actually cause errors in computational areas radardl boundaries. Therefore, it is better
to set the lateral boundary sufficiently far aweyni the area of interest.

The shape of spectrum at the boundary of the caatipotl grid could be
defined as JONSWAP spectrum, Pierson-Moskowitz (RlBctrum, Gaussian-shaped
frequency spectrum, or simulated results providedxternal model predictions.

As for initial conditions for SWAN, there are fooptions: computing initial
spectra from the local wind velocities by using teep water growth curve of Kahma
and Calkoen (1992) and cutting off at values ofisigant wave height and peak
frequency from Pierson and Moskowitz (1964), whiket as the default one in SWAN;
setting initial spectra abl = 0; setting the spectra in the entire computationa dy the
parameters of significant wave height, peak pempaadk wave direction, the coefficient of
directional spreading; and reading the initial weliedd from a file generated by a

previous SWAN run.

2.2.2.6 Numerical Solution Scheme
SWAN uses an implicit upwind scheme (both in gepbreal and spectral
space) because it is the most robust scheme. Hémeediscretisation of the action

balance equation (2.52) is given by equation (2.63)
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i,n

+ y y1
At AX Ay

[N“*”—N‘w”‘l} : Jr[(CXN)X—(CxN)H]n (e,N), =(,N),

iy ig P
yrore ixsio g

lg

20A0

[(1_V)(CJN)‘ +2(c,N), - @+v)(c,N), }
+ o+ -

ixoly g

+{(1_I7)(CHN)% : 2,7(C9N)ig - @+n )(CHN)ig_l Tn

_ § ip.n"
Ag _( j (2.63)

i iy g g
X1yt

wherei. , i

w1y, i, iy are grid counters anid is the time level index” is eithern or n-1,
which depends on the source temmand/ are the coefficients to determine the scheme

in spectral space is upwind or central (values ef0 or 7 =0 indicate central schemes,

which have the largest accuracy, while either efrthequaling 1 correspond to upwind

scheme, which is of less accurate but more robust).

In the curvilinear grid, the gradient in each gpdint at locatior{x,y,) is
approximately from the upwind grid points. If thedypoints are ordered ix, y space

with labeli, | respectively, then

0 o[ SN [l el

& " Ax, = (By, ] By,)Ax, Ax, = (Ay,/ by )AX

(2.64)

The increments areAx =X ;=X.,; , AG=X,-%,, , Ay, =Yy,;-Y,, and

Ay, =Y, ; Y, ,-;- The other terms in Equation (2.63) are discretinethe same way.

2.2.3 Nearshore Circulation Model - SHORECIRC
SHORECIRC (Svendsen et al., 2000) is a quasi-3Dshege circulation
model for prediction of wave-induced nearshore utatton in the nearshore ocean,
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between the shoreline and about 10 m water depth.d 2D horizontal model which
incorporates the effect of the vertical structufehorizontal flows. The curvilinear
version of SHORECIRC (Shi et al, 2003, 2007) isligopin this study using a stretched

coordinate.

2.2.3.1 Governing Equations

With the coordinate transformations given by equa{P.65):

= 61X X,)
$5 =&5(%;, Xy) 42)
z=12

where (x,X,,Z) are spatial independent variables in rectangukateSian coordinates

and (El,fz,z) are new independent variables in the transformmedyé domain, the depth-

integrated, short-wave-averaged continuity equadioth momentum equation in terms of

contravariant components are given by (Shi efZﬁDS)'

ac 1 0 FRY;
6'[ g, 9¢, ( ) (2.66)
0 (\7”h) 1 0

ot +\/g_og[\/Q_O(VﬂvﬁhJ’Aaﬂdvé)]+(\7y\7ﬂh+pw\76)rlyyﬁ

1 9 a 1 a
+ﬁ£[\/9_o(s g +10Maﬂ)i|+;(syﬁ +,0M,¢;)r,¢;

Ba aC

+ghg e - \/_agﬂ{\/_[T”ﬂ—h(Ddﬁ\zg+D50\7,§)}}

[T”ﬂ h(D VV+D5yVﬁ)]I'” hB, v )} (hBV2)re, =0 (267)

arlale,

where:V? is the component of depth-averaged and short-wareeaged velocityg, is

25



the determinant of the metric tensgy;,

9.9
go=| " (2.68)
921922
in which,
g _0x, 0X, (2.69)
» " 9E, 08, '

and 7, is the Christoffel symbol of the second kird. and 7g are the contraviant

components of the surface shear stress and thenbsttear stress, respective$/” and
T are the contravariant components of the short-viaheced radiation stress tensor

and the depth-integrated Reynolds’ stress tensspectively. The relationship between

S” and S, is as following:

0X, 0x, 0%, %, 2
[S{%J 512052 o0&, SZZ(agzj J (2.70)
12 _ Q21— 0x, 0%, a_XaL ax, 9%, ox, 9%,
S“=S ( Sil(afl 6{2] 812(651652 aglagJ Szz(ag Y j) (2.71)
0%, 0x, 0X, X,
(S.Ll(aglj Slzafl 3¢, Szz(afj J (2.72)

2.2.3.2. Boundary Conditions

Boundary conditions implemented in the curvilin€iHORECIRC model
include wall boundary condition, specified-flux mlary condition, specified surface
elevation boundary condition, periodic boundary dibon, and moving shoreline

boundary condition.

Slip boundary conditions can be used for laterallsy shoreline and
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boundaries of structures inside a computationaladonThe contravariant technique can
simplify the expressions of slip boundary condigan curvilinear coordinates. For a
curvilinear boundary, the slip boundary conditi@m ®e simply expressed as:
V7=0 (2.73)
As for flux boundary, a specific boundary conditisnmplemented by using
the contravariant component. The contravariant aomapt of the specified velocity (or

flux) can be obtained using the transformationtieha

a - 9% v, (2.74)

V =
6xﬁ

wherev® andv, are contravariant components and Cartesian comggmespectively.

Specified surface elevation boundary conditions wseally used for given
tidal elevations at SHORECIRC boundaries or for elagksting between different scale
circulation models.

A periodic boundary condition along cross-shorertatauies at the two ends of
the domain is also an option in this model for datians of uniform beaches. It means
that the instantaneous flow at each point of onthefcross-shore boundaries is mirrored
at the equivalent point of the other cross-shor@ndary. The periodic boundary
condition requires both the bathymetry and the tgride periodic.

A moving boundary condition is implemented usingc@nbined wet-dry
method. The velocity at the moving boundary is migtd by a modified Riemann solver
and the shoreline is defined as an interface betwdeg and wet fixed grid points. The

moving boundary algorithm is used in the whole catappon domain including shoreline
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boundaries and inner structure boundaries.

2.2.3.3. Wind Surface Stress

The wind-induced surface stress is computed asr@@hand Thornton, 1993;
Smith et al., 1993):
1y =Cpp, W|W, (2.75)

where, p, is the air density anw/ is the wind velocity at 10 m elevation. Ai@}, is the
drag coefficient, which again is computed from ttoeemula recommended by the

WAMDI group (1988) as in equation (2.59).

2.2.3.4. Numerical Solution Scheme

The curvilinear SHORECIRC provides two options lohsa, respectively,
high-order explicit numerical schemes, and the séeder semi-implicit schemes.

A staggered grid is used in the model. Various tsoippes are defined in the
model code to recognize different boundary condgjowhich allows the model to be
used in complicated domains such as harbors aaliti@ts. The point-type specification
can be done by either using the grid generation grama  CoastGrid
(http://coastal.udel.edu/~fyshi/coastgrid/coastttithl) or specifying negative water
depths at land points.

In the high-order explicit scheme, the first-ordgatial derivative terms are

discretized to fourth-order accuracy using fiverpdinite-differencing. For examplef,

may be discretized at poirjt as:
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fo=(f,,—27f,+27f, = f,,,) [ 28&) +0 (&) (2.76)

The fourth-order Adams-Bashforth-Moulton predictorrector scheme is
employed to perform time updating. A sequencerogtinstants are defined Iy pAt .

Level p refers to information at the present, known tiregel. For the time-derivative

equation written by
of _

—=E 2.77
P (2.77)

the predictor step is the third-order explicit AdaBashforth scheme, given by:
+1 _ At -1 -2
£P=fP +E[23(E)i‘fj -16(E) + HE)7] (2.78)

After predictor step we use the fourth-order Addvtwilton corrector methad
s g Jr%[g(E)i{’j*1 +19(E)? - 5(E)7+ 4E)’] (2.79)
As an alternative option, the second-order semiioitmumerical schemes
can be used for long-term simulations. The secoddrosemi-implicit numerical
schemes are developed based on a splitting methettich the gravity wave mode and

vorticity wave mode are solved separately. Theigramode is basically presented in the

form of the ordinary nonlinear shallow water eqoiasi as:
0 [~ 1 0 . - o¢c 17
—(Vh)+—=——./9, (VV*h) [+VN*nr?, + ghg” —+-2=0 (2.80)
5t( ) /go agﬂ[ 0( )} B 0, p

B
The vorticity mode includes the lateral mixing aheé 3D dispersion effects.

Radiation stresses are also calculated in thecigrtnode:
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o 7a 1 0 70 7ora
E(V h)*ﬁ@[\/g_o(%av )]*%&V e

0 a a
+p—\;'g_oa[\/gio(3ﬂ+pMaﬂ”+%(sw +pMyﬂ)Fyﬂ

+ﬁ%{\/g_o [T ~h(DyV§ + D, V5 )]}
+ T =h(DgVs +D,V5) T,

_%%[Jg_o(hsuﬂ\?g)}—(hsw\zg)r‘;ﬁ =0 (2.81)

The gravity mode will be solved semi-implicitly ngithe regular alternative-
direction-implicit method which is verified to be @FL-free method for linearized
equations (Casulli and Zanolli, 2002). Substitutthg discretized equation (2.80) into

equation (2.81) leads to the surface elevationeatargation
_Ea() = .- Eai+1)- _i(EbG+1)—EbQ)_ o 2

——dt
LtG = +-—¢, 2.82
JAffRC'l d JAER TR JAE, JO&, At J (2.82)

whereEa, Eb and R are coefficients from the derivation. Equatior8@).can be solved

fully implicitly and V? can be calculated directly form the following faration:
Ve =—Ead% + Eb (2.83)
0<,

a

The vorticity mode is solved using explicit schemes

2.2.4 Couplers
Warner et al. (2008) described a coupled systeracbas ROMS and SWAN
using the Model Coupling Toolkit (MCT; Larson, ek,a2004; Jacob et al., 2005)

framework. The MCT allows the transmission and sfarmation of various distributed
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data between component models comprising a patlgbled system. MCT is a public
domain program and is complied as a set of libsafiéose libraries are linked during the
compilation. The coupler used in NearCoM to colfM#AN and SHORECIRC is based
on the Master Program (Shi, et al., 2005; Shi].ef@09).
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Chapter 3

DELAWARE BAY SIMULATION

In this chapter, the coupled ROMS/SWAN system idu® simulate locally
generated wave conditions in Delaware Bay simutatiBirst, the model setup for
Delaware Bay will be specified, such as the modehain and the model grids. Then the
calibrated system is applied to Delaware Bay fdidasion. Two experiments will be
presented. One is a tidal elevation simulation @élalvare Bay. The numerical results of
M2 tidal harmony constituents at five sea levetistes are compared with observation
data obtained online from National Oceanic and Agph@ric Administration (NOAA)
website. Also, the coupled system is used to romuksition of waves and currents in the
Bay from May 22 to May 29, 2005 and the numericguits are compared with an

observation data set from a Wave Sentry Buoy (W@B; 2005).

3.1 Model Setup

The coupled ROMS/SWAN system is applied into Delawvd@8ay for
simulation and prediction of currents and waves@lDelaware’s coast. Delaware Bay is
a semi-enclosed bay, and the waves in the bay astlyrlocally generated wind waves.

Ocean swell from the Atlantic Ocean only affects tégion near the mouth of the bay.
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3.1.1 Model Domain

ROMS and SWAN are run in a regional ocean scaleaglonvhich covers the
entire Delaware Bay as well as the adjacent shedfion (Figure 3.1) with the
corresponding bathymetry (Figure 3.2, Whitney, 2003e offshore boundary is along
the 100m isobath. An orthogonal curvilinear gridgenerated using the Gridpack grid
generation software (Wilkin and Hedstrom, 1991)shswn in Figure 3.3. The grids
contains 150« 300 cells and covers an area of 240 k840 km. The highest horizontal
resolution is around 0.75 km in the bay while tbevdst resolution is 8 km offshore,
which reduces grid number efficiently in calculatid-igure 3.4 shows the grid cell size
where left panel shows the grid cell size in londé direction and right panel shows the

grid cell size in latitude direction.

3.1.2 Tidal Forcing in ROMS

ROMS is able to propagate the different tidal cibmshts from its lateral
boundaries. In the simulation, ROMS is driven by M2, S2, N2, K2, K1, O1, P1 and
Q1 tides at the offshore boundary in the model doro&Delaware Bay and its adjacent
ocean region. Tidal data are derived from the QueState University global models of
ocean tides TPX06 and TPX07 (Egbert and Erofee®@2R The tidal forcing files are

created using ROMSTOOLS (Penven and Tan, 2007).
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3.1.3 Wind Data for SWAN

The wind speed and direction data derived from DEB®Sused to construct
the wind field for SWAN. The data are measured niarFourteen Ft. Bank Lighthouse
and 18 m above the mean sea surface, while the spedd specified at the standard

elevation of 10 m above the mean sea surface tedda SWAN. Therefore, the data are

adjusted byJ,, /U, = (10/z)"" (Johnson, 1999), whetg,, is the wind speed 10 m above

the mean sea surface,is the elevation where the wind speed is measaredl), is the

wind speed at the elevation af meter.

3.2 Ocean Circulation Model Validation

ROMS was validated using the single M2 tidal cdostit, the major tidal
component in Delaware Bay. Tidal harmonics for M2ivkd from TPX06 are applied at
open boundaries as the model input. Figure 3.5 siM@ tidal magnitude distribution in
the computational domain with tidal elevation armyale on the left panel and tidal
elevation phase on the right panel. A reasonabbylggreement with the data is found at
several measurement stations in Delaware Bay. Bagaobtained online from NOAA
website (http://tidesandcurrents.noaa.gov). Five Iseel stations within Delaware Bay
domain are chosen for the comparison between noateresults and observations:
Atlantic City (Latitude: 39°21.3N ; Longitude: 74°25.1W ), Cape May (Latitude:
38°58.1N ; Longitude:74°57.6W ), Lewes (Latitude38°46.9N ; Longitude: 74°7.2W),
Delaware City (Latitude39°34.9N ; Longitude: 75°35.3W ) and Brandywine Shoal

Light (Latitude: 38°59.2N ; Longitude: 75°6.8W ). Detailed comparison is listed in
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Table 3.1. All comparisons in this table show gagdeement between numerical model
results and the observations except the phase cmopat Delaware City. It is mainly

because Delaware City station is located in thes@heake and Delaware Canal, which is
not included in the model. But generally, the resshowed in Table 3.1 indicate a fairly

good performance of the model.

Table 3.1: Comparison of M2 harmonic constituents betweedehoesult and NOAA

data
Sea Level M2 Amplitude (m) M2 Phase ( degree)
Station NOAA Data | Model Resultf NOAA Data Model Result
Atlantic City 0.594 0.5774 355.4 359.83
Cape May 0.714 0.7088 28.6 27.7642
Lewes 0.616 0.6315 31.1 30.3668
Delaware City 0.744 0.7496 29.0 89.4406
Brandywine
0.722 0.7083 36.9 34.703
Shoal Light

3.3 Current and Wave Simulation
We applied the coupled ROMS/SWAN system to wave andrent

simulations in Delaware Bay from May 01, 2005 toy\8®, 2005. The bottom friction is
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calculated using the Madsen (1988) formulation vdth=0.05m. Qin (2005) did similar

experiments using the 1/0 scheme exchanging wadecamnrent information between
models, while in this study, we use the coupledd/FS/SWAN system.

In 2005, a Wave Sentry Buoy (WSB) was deployedruiMay 22 through
May 27, 2005 near Fourteen Ft. Bank Lighthouseratired 39°01N and 75°1iwW . The
raw data are processed to provide directional amddirectional spectra. The significant
wave height and non-directional frequency spectram® compared between SWAN
results and WSB'’s.

The wind information measured at the lighthouséh period of 00:00 May
22 through 23:00 May 29 is available. Since diffexe of simulation in Delaware Bay
between a spatial uniform wind field and a spat#aling wind field is small (Qin, 2005),
only wind speed and direction from the lighthouse wsed to construct the wind field for
SWAN. Figure 3.6 records the wind speed (upper Ipaarel direction (lower panel) at
Fourteen Ft. Bank Lighthouse during 00:00 May 2é4uigh 18:00 May 26, 2005.

ROMS is run with 8 tidal constituents M2, S2, NZ,K1, O1, P1 and Q1
tides at the offshore boundary and those tidal tdolesits are, again, derived from TPXO06.

The comparison of depth-averaged current velocityvben measurement of
ADCP (dot) and model simulation (solid line) at Reen Ft. Bank Lighthouse in May,
2005 are presented in Figure 3.7 (East-West demtaged current velocity) and Figure
3.8 (North-South depth-averaged current velocity).

Some statistical parameters are calculated for da#dysis, such as Mean

Error (ME), Mean Absolute Error (MAE), Root Meanusge Error (RMSE), and Index
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of agreement or relative error (I0A), which refloé degree that observations agree with

model results (Padilla-Hernandez et al., 2004). ddfenitions are given by:

N
ME =3 (M, -0) (3.2)
i=1
in which, Q is the observation data whiM, is the model results
N
|\/|AE=iZ||\/|i -0 (B.2
N
_ |18 2
RMSE =, |-= (M, -0) (3.3)
i=1
N
2. (M, 0’
IOA=1- -1 (3.4)

>[|m,-M]+[o -]

i=1

— N _ N
in which, M => M, andO=>"0O .
i=1 i=1

Using these statistical parameters as the criterithe model validation lends
to a more reasonable way to compare the model atronlresults with the observations.
Table 3.2 presents the statistical parametersdet-Best depth-averaged current velocity
and North-South depth-averaged current velocitynfthe table, we can see clearly that
both simulations of E-W depth-averaged currentcigfcand N-S depth-averaged current
velocity have a very good agreement with obseruati®oth of the IOA-s are greater
than 0.9, which indicates good performance of thepted model system in Delaware
Bay simulation.

Figure 3.9 is the comparison of significant wavéghtat Fourteen Ft. Bank
Lighthouse during May 24 through May 27, 2005 beweneasured data at WSB (solid

line) and numerical result (dash line). During maes$tthe time periods, the model
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overestimates the significant wave height whilsome periods, such as period from 8:00,
May 26 to 16:00, May 26, it underestimates the ifigant wave height. But overall, the

figure shows a good agreement between model angureraent.

Table 3.2: Statistical comparison for depth-averaged curettcity (m/s) between

model result and ADCP measurement at Fourteendfik Bighthouse in May, 2005

East-West depth-averaged North-South depth-averaged
current velocity current velocity
ME 0.0286 -0.050834
MAE 0.0597 0.1585
RMSE 0.074427 0.18937
IOA 0.91801 0.95689

Data-model comparison of wave energy is presemédgure 3.10. The wave

energy for model is computed by the sum of the tspecget directly from model output.
As for observation, the wave energy is computetbbyula of Energy = (Hs/4)?, where

H. is WSB measurement. The comparison between waeegenshows a good

agreement between model and observation.
As for peak frequency, the model produces reasgrgaad result during time

period from 18:00 May 24 to 8:00 May 26, compa@the WSB measurement. However,
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during other time periods, the simulated peak fesqgy is overestimated compared to
observation, which is shown in Figure 3.11.

Again, some basic statistical parameters are caedptdr the quantitative
analysis, and the results are shown in Table 8shdws clearly that the coupled model
system gives very good performance on simulatiosigrfiificant wave height and wave

energy while the simulation of peak frequency duatsfit the observation very well.

Table 3.3: Statistical comparison for significant wave hejgtave energy and peak

frequency between model result and WSB measureatéurteen Ft. Bank Lighthouse

Significant
Wave energy if7°) Peak frequencyHiz)
wave height ()

ME 0.0281 0.0015815 0.06539

MAE 0.072761 0.0049228 0.072109
RMSE 0.094387 0.0069142 0.11861

I0A 0.95183 0.93578 0.1728

Figure 3.12 shows the comparison of spectrum betweedel and measured
data from WSB at Fourteen Ft. Bank Lighthouse. foelel result (right panel) correctly
simulated time stack of frequency spectrum comptoezkperiment data (middle panel)

but with overestimated value of peak frequency spet Both the experiment data and
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the model result show strong tidal modulations aoffece waves, indicating the

importance of wave-current interaction in the pbgbkprocess.

3.4 Summary

Current results from ROMS as well as wave resutisifSWAN are compared
with available observations. Tidal harmonic analyisi conducted to get the M2 tidal
harmonic constituent which is in a good agreemeith wata derived from NOAA
website at five sea level stations. The simulatedeat velocities at the measuring station
are compared with data from ADCP. Statistical asialpf model results and observation
indicates that both the N-S depth-averaged velaity E-W depth-averaged velocity fit
the ADCP data well with high IOA of 0.95689 and IB91, respectively. Significant
wave height, wave energy as well as peak frequehdyourteen Ft. Bank Lighthouse
simulated by the coupled model system are compaitbdWWSB data. Statistical analysis
shows that simulations of significant wave heighd avave energy fit the data very well.
Predicted peak frequency fits the data well duri800 May 24 to 8:00 May 26 but
overestimates the value during other time peridde model correctly simulated time
stack of frequency spectrum compared to experirdata and both numerical result and
measured data show strong tidal modulations ofasarfwaves, which indicate the
importance of taking into consideration of wavereunt interaction during numerical

modeling.

40



Figure 3.1: Computational domains for ROMS and SWAN
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Chapter 4

COASTAL INUNDATION INDUCED BY TROPICAL CYCLONES

Storm-induced surge, wave and inundation are betlieto be sensitive to
wave forcing and wind forcing. In this chapter, SM/And SHORECIRC are coupled in
the NearCoM system and are applied in a seriesxpérenents for the purpose of
investigating the response of storm surge and abemstndation to wave forcing, as well
as to cyclones through different atmospheric fgsion ocean surface. First, the model
setup for those idealized experiments will be dpti including the model domain,
model grids as well as wind field. After that, distaof each experiment are specified,

results and conclusions are presented.

4.1 Model Setup

For efficiency, the coupled SWAN/SHORECIRC systeimstead of the
coupled ROMS/SWAN system, is applied to idealizedegiments to test the sensitivity
of storm surge, waves and coastal inundation toctange of cyclone parameters. The
experiments are carried out in an idealized, albagsuniform domain which includes a

planar beach, land and shelf with constant slopes.
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4.1.1 Model Domain

The idealized computational domain is a rectangodgion of 384.4 km
across-shore and 1158.3 km along-shore with casre&lpg bathymetry of offshore
boundary is along the 100 m isobath. It includetaaar beach with slope of 1/100, land
and shelf with constant slope of 1/1000 as showRigure 4.1. The upper panel is the
longitudinal profile of the entire domain and tloever panel is the longitudinal profile of

part of the computational domain with details oa ptanar beach and shelf.

4.1.2 Model Grid

A stretched grid is applied for the rectangular domas shown in Figure 4.2.
The grids contains 158 722 cells covering about the 384.4 kn1158.3 km area. The
highest horizontal resolution is 80 m in the taegeflooding zone and 5 km off
continental shelf. The lowest resolution is 8.8 &ffishore. The target flooding zone is set
to be -100 km to 100 km in the alongshore directlarthis way, grid number is greatly
reduced for calculation while it can still be ofoeigh resolution for modeling storm
surges and wave heights as well as the flooding. arke grid cell sizes are shown in
Figure 4.3. Left panel shows the grid cell sizecinss shore direction and right panel

shows the grid cell size in along shore directiime color indicates the spacing in meter.

4.1.3 Wind Field
Parametric wind forcing is applied in the idealizedperiments. Many

parametric models have been developed for tropigelones wind studies (Holland,
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1980; Harper and Holland, 1999; Vickery et al., @00

The coupled model system is driven by the surfacerkatic wind stress
which is applied at the sea surface boundary amd pitessure gradient caused by
atmospheric pressure is implemented as a body fartee model. The wind stress is

evaluated using the conventional bulk formula:
r=pC, ‘W‘W (4.1)

whereW is wind speed at height of 10 np; is air density;,C, is the drag coefficient and

are calculated by equation (4.2), which is widedgdi in storm surge modeling studies. It

is different from the formulation used for SWANequation (2.59).

1.052, Ws 6n &
C, x10° =] 0.638+ o.oepT/\ ,@\v‘v\s 30 ¢ (4.2)
2.708, ‘VT/‘Z 30n &

The cyclone pressurg, and wind velocityW were modeled following

P, = P, +Apexp[—[ﬂ } (4.3)

where p, is the central pressure of a cyclone @mlis the pressure drop or deficB; is

Holland (1980):

with Ap = p, - p,

the shape parameter;is the distance from the cyclone center gpds the radius to

maximum wind speetlV, . Wind velocity vector is calculated by a staticwd/iprofile W,

and an additional wind field associated with tratish velocity:
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r
r+r,

W, = (@l +b7) + WY,
W=, | r (4.4)

) rsr
r+r,

m

W, @i +bj) +W,

where a=—(xsind+ycos¥ | and b=xcosfd-y sind , in which & is the cyclone’s

inflow angle; and:

W, =W, [y exp- 2 ) (4.5)

in which y=m
r

Additional surface boundary conditions in the fooh heat, moisture and
radiation fluxes can also be imposed, but are setidior the idealized experiments.

A series of hypothetical tropical cyclones are giesd according to above
parametric wind model in order to test the sengjtiof coastal flooding area, storm surge,
wave height and flooding distances to differentagpheric forcings. The details of each
experiment set-up will be presented later in e&cti@n of this chapter.

Parametric wind models should be significantly etéint between TC before
and after landing. Only wind model before TC lamdis designed in this study with
focus on the duration before TC landing.

The coupled model system is run for about 30 hauingch is long enough for
tropical cyclones to develop over the ocean, traselards land and make land fall. In
general, TC is designed to travel 20 hours betdends. The wave model and circulation

model exchange information at a time interval dd 80
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4.2 Coastal Inundation Process Under Storm Condibins

Two specific inundation cases are presented waht af time series snapshots
of storm surges, waves as well as the wind fididshows clearly the movement of TC
and the development of coastal inundation. All $hepshots are focused on the target
area with -2000 m to 4000 m cross shore and -10@okb®0 km along shore. Both cases
are carried out using NearCoM.

In the first case, the TC has a RMW of 40 km, MW76f m/s, translation
speed of 5 m/s and incident angle I&C® . Incident angle is defined in Cartesian
coordinate as the angle fromdirection to the travel direction of TC, countéwak
wisely, as shown in Figure 4.4. In this case, T@aseling northwestward towards the
land. Figure 4.5 shows four snapshots of stormes(irgcolor), flooded region (identified
by the colored region on the left side of shorglimes well as wind field (presented with
vectors) at 5 hrs, 10 hrs, 15 hrs, and 20 hrs,ecsely, and Figure 4.6 shows the
corresponding snapshots of significant wave heighthe early stage of TC development
(upper left panels in both Figure 4.5 and 4.6is #till far away from the land. Basically
most of the target domain is controlled by onshamed field. The wind is blowing
landward (only in the south part of the target domahere y is less than -90 km, it is
controlled by offshore wind field with wind blowingeaward). Since the TC is still far
away, the wind field is not strong, and both st@uinges and waves are not apparent. As
the TC is moving closer towards the land (from § tar 10 hrs, and then to 15 hrs and
finally to 20 hrs), the wind field gets stronges, iadicated by the size of the vectors in

Figure 4.5. Because TC is traveling northward wngkhore direction, more area in the
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south part of the target domain is changing to dr@rolled by offshore wind field (but
the upper half of the model domain is always cdigdoby onshore wind before TC
landing). In the domain with onshore wind, the wiacblowing landward and piles the
water onto land, and results in coastal inundatiorthe domain with offshore wind, the
wind is blowing seaward and tends to move the waveasy from the land. At 20 hrs
(lower right panel in Figure 4.5), TC is landing @int of x=0 and y=0, the wind
field becomes very strong, and whole upper halthef target domain is dominated by
onshore wind. The wind blows strongly the watemfrocean onto land and results in
severe inundation. On the other hand, the wholetdvalf of the target domain is under
control of offshore wind, which is associated with (or small) inundated area. As the
wind field becomes stronger (TC is closer to thad)a the significant wave height is
becoming larger as well as shown in Figure 4.6.8dwer, the wave height is decreasing
with the decrease of water depth, indicating waeaking nearshore as demonstrated in
Figure 4.6.

In the second case, the TC is designed with the s@imd parameters as in the
first case, except the incident angle 240 , which indicates the TC moving
northeastward towards land. Figure 4.7 and 4.8tleetime series snapshots of storm
surge, wind field, coastal inundation and significevave height. In this case, since the
TC is moving towards land from northeast, origipadlmost the whole target model
domain is controlled by weak offshore wind, as @atied in upper left panel in Figure 4.7.
No (or small) area is inundated. As the TC movesa towards the land, wind field is

becoming stronger and, more area in the uppeitdrgiét domain is to be under control of
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onshore wind. The lower half of the target domaimlivays dominated by offshore wind
before TC landing. Therefore, inundation occurstmn upper half of the target domain.
At 20 hrs, when the TC lands at point »&0 and y=0, the wind field becomes
strongest, and results in strongest storm surgeetisas coastal inundation (lower right
panel in Figure 4.7). Figure 4.8 shows that wite thovement of the TC, the wave is
developing and transferring from north to south Badomes stronger and stronger. For

both cases, however, at 20 hrs, the differencefars to be small.

4.3 Sensitivity Test

Storm-induced waves, surges and inundation areusslito be sensitive to
wind forcing and wave forcing. In a study of stosnrge and inundation in the Croatan-
Albemarle-Pamlico estuary system, Peng et al. (R@Ddwed that, for a given storm
track, if the lower minimum center pressure de@saw the radius of maximum wind
(RMW) increases, the storm surge will increasewhath will then produce more severe
coastal inundation. However, the predicted inumiatioes not have a linear relationship
with predicted surges. In this section, four fastdRMW, track of cyclones, MW and
translation speed are investigated separatelynfareincing the storm surges and coastal

inundation.

4.3.1 Radius of Maximum Wind (RMW)
RMW is an important parameter in the wind modelt ttan influence TC

induced storm surge (Peng et al., 2004). The RMVdrofndividual TC may be much
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different from its intensity-based statistic val{t¢su and Yan, 1998). Large RMW not
only increases wind duration for both onshore difghore winds, but also increases wind
fetch.

In order to test the influence of RMW on the st@unge and inundation, a set
of experiments are carried out with RMW changingnfr10 km to 110 km with an
interval of 10 km. All other parameters of the paedric wind model are set to be of
consistency throughout the experiments with indidemgle ofl5¢, MW of 70 m/s and
translation speed of 5 m/s. All designed TC-s standl develop on ocean and travel
towards land as long as 20 hours before landing.dration before landing (the first 20
hours) is taken into consideration in this studgause once the TC lands, it is strongly
influenced by terrains.

Since wave setup has an important impact on sudésetion and coastal
inundation, each experiment is carried out with twos: one using model system with
wave effects and the other one without wave effects

Results of response of storm surges, inundatiorsyesy and flooding
distances to RMW are presented in Table 4.1 (wdkiey and Table 4.2 (without wave).

Figure 4.9 presents the effect of RMW on the maximaiorm surge through
model system with wave effect (blue line) and witheave effect (red line). In general,
the peak storm surge increases as RMW increadesthincases (with and without wave).
The trend is nearly linear.

Concerning about the difference made by whethenar wave effect is

considered in the system, Figure 4.9 shows obwadtslt peak storm surges predicted by
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the system with wave effect are higher than thasdipted by the system without wave
effect. It is caused by wave-induced setup. Thiemihce of the peak storm surges caused

by wave-induced setup also increases with the aseref RMW.

Table 4.1: Experiment results of RMW

(with wave effect; incident angles5d, MW: 70 m/s, translation speed: 5 m/s)

Maximum Maximum
RMW Inundation areas Peak storm
flooding significant wave
(km) (km*) surge ()
distance() height (m)
10 100.08 1080 7.4817 1.0608
20 139 1240 7.9167 1.2229
30 165.7575 1320 8.0584 1.3471
40 187.65 1480 8.1321 1.5077
50 207.805 1640 8.179 1.6549
60 222.7475 1720 8.2159 1.7478
70 233.52 1880 8.25 1.8684
80 240.8175 1960 8.2779 1.9448
90 245.335 1960 8.3016 1.9872
100 248.4625 1960 8.3339 1.9873
110 251.59 2040 8.3404 2.0633
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Table 4.2: Experiment results of RMW

(without wave effect; incident anglEs(®®, MW: 70 m/s, translation speed: 5 m/s)

Maximum
RMW Inundation areas Peak storm
flooding
(km) (km?) surge (M)
distance(m)
10 52.125 680 0.6822
20 78.8825 840 0.8373
30 99.0375 920 0.9465
40 114.3275 1000 1.0287
50 127.5325 1080 1.1082
60 137.9575 1160 1.1805
70 145.255 1240 1.2416
80 151.51 1320 1.3035
90 154.6375 1320 1.3332
100 157.4175 1320 1.342
110 160.8925 1400 1.4014

Figure 4.10 shows the relationship between RMW arakimum flooding

distance both with (blue line) and without waveeeff(red line). The trend is similar to
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that of the peak storm surge. Larger the RMW ighé& the flood will spread on land.

Due to the wave-induced setup, the flood line mdaeder on land when wave effect is
considered in the model system than wave effectoispresented in the system. The
difference increases with the increase of RMW.

Figure 4.11 presents the effect of RMW on the flogdarea with wave effect
(blue line) and without wave effect (red line). Theoding area is determined by the
integration of the inundated grids on land. Thel gs defined as inundated if the sea
surface elevation on it is higher than the topolgyagiuring the whole duration before TC
landing for at least one time. Similar with therstosurge and flooding distance, the
inundation area increases with the increase of RVIve. model with wave effect predicts
a larger inundated area than the model withoutntaknto account wave effect. The
difference increases with the increase of RMW.

Figure 4.12 indicates the effect of RMW on the maxin significant wave
height. Larger RMW also predicts larger significargve height. The trend is not linear.
For example, the increase in maximum significanvevheight associated with increase
of RMW from 10 km to 20 km is much larger than thasociated with increase of RMW

from 100 km to 110 km.

4.3.2 Track of Tropical Cyclone
Different tracks of TC-s can make significant diffieces in resulting coastal
inundations, storm surges, significant wave heigigs well as maximum flooding

distances (Peng et al., 2004).
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16 tracks of TC-s are designed with incident anfjlesh 110° to 250 with
an increment ol0°. All other wind parameters are set to be RMW =k#®, MW =
70m/s and translation speed = 5 m/s. Each expetimearried out in two runs, one with
wave effect, the other one without wave effecintestigate the wave forcing effect.

Results are presented in Table 4.3 (with wave gffmed Table 4.4 (without
wave effect).

Figure 4.13 presents the effect of TC track onpgbak storm surge both with
and without wave effect. Basically, in both casesth( and without wave effect), the
largest peak storm surge occurs with the TC tragafwards land with an incident angle
of around18C (it is 17C¢° for cases with wave effect ad®C® for cases without wave
effect). For incident angles less thB8(, the TC-s are traveling towards the land from
southeast direction, the peak storm surge incresst®e increase of incident angle; while
for incident angles greater tha8(, the peak storm surge decreases with the incafase
incident angle.

Wave-induced setup always contributes in makingelapeak storm surges at
any incident angle as shown in Figure 4.16. Thérihce between model with wave
effect and without wave effect also has a parabsiiape with the largest difference

occurring at incident angle 460 .
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Table 4.3: Experiment results of TC track

(with wave effect; RMW: 40 km, MW: 70m/s, transtatispeed: 5 m/s)

Maximum Maximum
Angle Inundation areas Peak storm
flooding significant wave
®) (km”) _ _ surge ()
distance(m) height (m)

110 213.7125 1240 8.0003 1.2523
120 208.1525 1320 8.0316 1.3224
130 203.2875 1400 8.0707 1.4063
140 196.3375 1480 8.1083 1.4801
150 187.65 1480 8.1321 1.5077
160 178.615 1560 8.1337 1.5607
170 169.58 1560 8.1156 1.5648
180 160.545 1560 8.1128 1.563
190 153.595 1560 8.1027 1.5565
200 146.645 1480 8.0843 1.506
210 137.9575 1480 8.0567 1.4883
220 131.7025 1400 8.0133 1.4269
230 122.32 1400 7.9732 1.3975
240 112.9375 1320 7.8849 1.3276
250 110.505 1240 7.744 1.2626
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Table 4.4: Experiment results of TC track

(without wave effect; RMW: 40 km, MW: 70m/s, traasbn speed: 5 m/s)

Maximum
Incident Angle | Inundation areas Peak storm
flooding
(°) (km®) _ surge ()
distance(m)

110 139 840 0.8693
120 131.7025 920 0.9129
130 126.49 1000 0.9697
140 120.93 1000 1.0057
150 114.3275 1000 1.0287
160 108.42 1080 1.0583
170 103.555 1080 1.0742
180 100.08 1080 1.0835
190 99.385 1080 1.0869
200 100.775 1080 1.0804
210 93.825 1080 1.0678
220 94.1725 1000 1.028
230 88.265 1000 1.0142
240 82.3575 1000 0.9967
250 82.36 920 0.9506
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Figure 4.14 shows the how TC track affects the maxn flooding distance.
The trend shares a similar parabolic shape with afigpeak storm surge. The largest
maximum flooding distance occurs associated with itfitident angle of arountB( .
However the trend lines are less smoother, whicl mdicate that the computational
grid is not fine enough to resolve the shorelinevemeent induced by small elevation
changes. Wave-induced setup resulted in largermaxi flooding distance, again, for all
incident angles, as shown in Figure 4.14.

Figure 4.15 demonstrates the relationship betwemident angle and
maximum significant wave height. The largest sigaifit wave height (8.13 m) occurs at
angle of160°. Maximum significant wave height increases witk thcrease of incident
angle when incident angles are less th&f, and the trend is opposite for incident
angles greater that6( .

Different from the effect of incident angle on pestorm surge, maximum
flooding distance and significant wave height, ithendated area generally decreases with
the increase of the incident angle as shown inrEigul6. The reason is when the TC
travels from southeast, the wind field helps inatireg longer duration of, and hence
worse, inundation at the target area. The moddi wiive effect always predicts larger
and more severe inundation because of wave sehgcdmparison between Figure 4.13
and Figure 4.16 reveals that larger peak stormesdags not necessarily correspond to
more severe coastal inundation in the model domaitarger peak storm surge may
correspond to a local severe inundation, whichermahstrated by Figure 4.17 and Figure

4.18. Comparison between incident angled@¥ and18C (either in Figure 4.17 or in
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Figure 4.18) shows that the maximum flooding distaassociated with8C is larger
while the inundated area associated vi@l@ is larger.

It should be mentioned that, by comparing the testdr incident angle
experiments to those for RMW experiments, the diffiee in peak storm surges caused
by different angles is much smaller than those edily different RMW-s, while for the
differences in inundation area caused by diffe@mgles and by different RMW-s are

closer. For detailed and quantitative comparisamsdefine relative percent difference as:

)d__
piff =% 41000 (4.6)
(xd1+x2)/2

where, x1 and x2 are two positive values.

Table 4.5 shows the RPD for both RMW and TC tragkegiments. Basically,
both peak storm surge and inundation area are semgitive to RMW. As for incident
angle, the peak storm surge is less sensitive cadpaith RMW. Although incident
angle does not make very big difference in peaksgurge, it does result in much bigger

difference in inundation area.

Table 4.5: Relative Percent Difference for RMW and TC Triagperiments

Peak Storm Surge Inundation Area

With Wave Without Wave With Wave Without Wave

RMW Test 64.18% 69.03% 86.17% 102.12%

Angle Test 22.19% 22.25% 63.67% 51.17%
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4.3.3 Maximum Wind Speed (MW)

MW is another parameter that affects TC-inducechdation. A series of
experiments with MW ranging from 30 m/s to 110 mvith an increment of 10 m/s are
conducted to examine the influence of MW. All oténd parameters are set to be the
same throughout the experiments with RMW of 40 knejdent angle ofl5¢° and
translation speed of 5 m/s. Each experiment idethsut with two runs, one with wave
effect and the other one without wave effect.

Table 4.6 shows the results when wave effect isidened in the system and
Table 4.7 shows the results without wave effect.

The response of peak storm surges to MW is predent€igure 4.19. With
the increase of MW, the peak storm surge also asa® System with wave effect
predicts larger peak storm surge because of walgead setup. Figure 4.20 shows the
relationship between maximum flooding distance B\W. It shares similar trend with
that of peak storm surge: larger MW results in dargnaximum flooding distance.
Similarly, the relationship between inundation asg&l MW is shown in Figure 4.21,
which indicates that the increase of MW resultshi@ increase of inundation area, and
wave-setup contributes in making more server intiadaMaximum significant wave
height increases when MW increases as shown imré-@y22. The trend is not linear: the
increase in maximum significant wave height assediavith MW increases from 30 m/s
to 40 m/s is much larger than that associated Mitti increases from 100 m/s to 110 m/s.

Inundation area and peak storm surge are verytsensdo MW with large
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RPD value of 158.5% and 143.7% for the case witheneifect, respectively, and 179.4%

and 165.9% for the case without wave effect, rebpsy.

Table 4.6: Experiment results of MW

(with wave effect; RMW: 40 km, incident anglE5(, translation speed: 5 m/s)

MW Inundation areas Flooding Significant wave | Peak storm
(m/s) (km?) Distancefn) height (m) surge ()
30 62.55 440 4.9288 0.4348
40 91.3925 600 6.5998 0.6357
50 121.625 840 7.4947 0.8641
60 152.205 1080 7.8813 1.1104
70 187.65 1480 8.1321 1.5077
80 235.2575 2040 8.3355 2.0629
90 288.7725 2760 8.5167 2.7566
100 341.94 3000 8.6873 3.3326
110 381.9025 3000 8.8585 3.7556
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Table 4.7: Experiment results of MW

(without wave effect; RMW: 40 km, incident angl&s(®, translation speed: 5 m/s )

MW Inundation areas Flooding Peak storm
(m/s) (km?) Distancefn) | surge (n)
30 27.8 200 0.1873
40 45.5225 280 0.3048
50 63.245 440 0.4736
60 86.18 680 0.7096
70 114.3275 1000 1.0287
80 150.4675 1480 1.4808
90 193.5575 2040 2.0618
100 245.335 2840 2.8471
110 298.155 3000 3.4436

4.3.4 Translation Speed

Translation speed is another factor that can affecstorm surges and coastal
inundation area (Pent et al., 2004). The sengjtioft storm surge to storm translation
speed can be vastly different for different storAsset of experiments with different
translation speed changing from 2 m/s to 13 m/k ait equal unit changing of 1 m/s. All

other wind parameters are set to be the same thootighe experiments, with RMW of
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40 km, MW of15¢°, MW of 70 m/s. All the storms are designed totstadevelop at the
same location indicating duration before TC landifog those storms with larger
translation speed is shorter than those with smal@slation speed. Each experiment is
carried out using two models, one with wave eféew one without wave effect.

Table 4.8 is the results for model with wave effaotd Table 4.9 shows the
results without wave effect.

Different from the results presented by Peng g28l04), the response of peak
storm surges to translation speed is not monotdyalecreasing, as shown in Figure
4.23. The relative percent difference for peakrstsurge, are 20.04% for the case with
wave effect, and 35.17% for the case without waffece They are much smaller
compared with RMW and MW experiments, indicatingttipeak storm surge is not
sensitive to translation speed compared with didetors. One of the possibilities might
be that the coastline is straight and water pileeffect is not obvious. For more
complicated and realistic coasts and bays, storitis avlonger duration would make
water pile-up locally, resulting in a larger stosurge such as in the cases described in
Peng (2004). In the idealized study, however, b&eaf the straight open coast in the
large domain, pile-up of ocean water is not obviolater spread fast, leading to small
difference of peak storm surge between long and slupation of storms.

Figure 4.24 shows the effect of translation speadnmximum flooding
distance, which shares the similar pattern wittkgarm surge.

Figure 4.25 demonstrates the relationship betwésodihg area and storm

speed. Different from the results of Peng et dlg pattern is not monotonously
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decreasing. The reason is the same as explainatidgoeak storm surge. The relative

percent differences for flooding area are 8.97%Hercase with wave effect and 22.10%

for the case without wave effect, respectivelybdrth cases, the values are much smaller
than those for RMW and MW test, indicating thatrndation area in this idealized

experiment is not sensitive to translation speedpared with other factors.

Table 4.8: Experiment results of Translation Speed

(with wave effect; RMW: 40 km, MW15C°, MW: 70 m/s)

Speed Inundation areas Flooding Significant wave | Peak storm

(m/s) (km?) Distancefn) height (m) surge ()
4 194.2525 1640 8.1555 1.6255
5 187.65 1480 8.1321 1.5077
6 185.9125 1480 8.1047 1.4949
I 187.9975 1560 8.1145 1.5859
8 189.735 1720 8.0686 1.7019
9 190.7775 1800 8.0615 1.8119
10 189.3875 1800 8.0013 1.8279
11 181.7425 1720 7.8915 1.7505
12 177.5725 1720 7.7577 1.7282
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Table 4.9: Experiment results of Translation Speed

(without wave effect; RMW: 40 km, MW5CF, MW: 70 m/s)

Speed Inundation areas Flooding Peak storm

(m/s) (km?) Distancefn) | surge (n)
4 123.015 1080 1.1089
5 114.3275 1000 1.0287
6 111.895 1000 0.9898
7 120.235 1080 1.0827
8 129.6175 1160 1.1821
9 137.61 1320 1.3483
10 139.695 1400 1.4122
11 137.61 1400 1.3994
12 138.305 1400 1.4071

Figure 4.26 shows the results for maximum significavave height.
Maximum significant wave height decreases with ittt¥ease of translation speed. The
reason is that larger translation speed indicathuyter duration of the storm in this study,

and thus smaller maximum significant wave height.
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4.4 Summary

Four factors: RMW, track of TC-s, MW and translatispeed, in wind model
are investigated for affecting the storm surgesianddation. The effect of wave-current
interaction to the inundation is tested as welbtigh a series idealized experiments.
Numerical results indicate that, generally, lar@&tW or larger MW will result in larger
storm surge and larger coastal inundation aredothe track of TC, lager incident angle
predicts larger coastal inundation. However, thgdst storm surge occurs at the incident
angle around.8C, indicating TC travels westward towards the laMdve forcing is also
an important factor in affecting the coastal inurata Basically, when wave effect is
presented in the model system, it predicts larggnssurge, flooding distance and more
severe coastal inundation due to the wave-induetgbsAs for translation speed, it is
found to be of less importance in this study. Oassjbility is water pile-up vanishes in

the idealized straight coast domain.
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Figure 4.4: Sketch of incident angle
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Figure 4.9: The effect of RMW on peak storm surge using medti wave effect
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Figure 4.10: The effect of RMW on maximum inundation distanseng model with

wave effect (blue line) and without wave effect(lme)
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Figure 4.11: The effect of RMW on inundation area using maogig¢h wave effect (blue

line) and without wave effect (red line)

Significant Wawe Height ()

?4 1 1 1 1 1 1 1 1 1
10 20 30 40 50 B0 70 80 an 100 110

RN (k)
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Figure 4.13: The effect of TC track on peak storm surge usnaglel with wave effect

(blue line) and without wave effect (red line)
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Figure 4.14: The effect of TC track on maximum inundation aiste model with wave
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Figure 4.15: The effect of TC track on significant wave heighing model with wave

effect

220

——with wave effect
200 —&—without wave effect ||

180+

o
o
T

.
o
T

Inundation area (kn12)

120+

o W\_(

BD 1 1 1 1 1 1 1

110 130 150 170 190 210 230 250
Track Angle (%)

Figure 4.16: The effect of TC track on inundation area usirgfei with wave effect

(blue line) and without wave effect (red line)

87



angle 100°

y (krm)
y (krn)

3025 -2 158 1 45
¥ (kerm)
angle 180"

y (k)
y (ki)

-3 25 -2 15 -1 05
¥ (km)

angle 160°

3 28 2 1A 1 05
¥ (km)
angle 260"

-3 25 -2 15 -1 05
¥ (km)

Figure 4.17: Total inundation area (black area) before TC ilagavith incident angles of
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(lower right panel), respectively, and with wavieet
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Figure 4.18: Total inundation area (black area) before TC ilagavith incident angles of

100° (upper left panel)160° (upper right panel) 180 (lower left panel) an@5C

(lower right panel), respectively, and without waaffect
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Figure 4.20: The effect of MW on maximum inundation distanseng model with wave

effect (blue line) and without wave effect (redeljn

90



400

350

300

(o] o)
] (a5}
o [}

i
o

Inundation area (ka)

100

s0r R ——with wave effect
—&—without wave effect

D 1 1 1 1 1 1 1
30 40 50 B0 70 a0 a0 100 110

WY (mfs)
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Figure 4.22: The effect of MW on significant wave height usmgdel with wave effect
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Chapter 5

CONCLUSION AND FUTURE WORK

5.1 Conclusion

The purpose of this study was to develop and tespled wave-current
systems for use in simulating and predicting storduced surges, waves and coastal
inundation, and to explore the response of stomged waves, surges, and inundation
to different cyclone parameters in conjunction withechanism analysis through
atmospheric forcing on ocean surface and waverfgrci

Two coupled systems were used in this study. Thejude an ocean
circulation model (ROMS), an ocean wave model (SWANd a nearshore circulation
model (SHORECIRC). Descriptions of the coupled eystare presented including
coupling framework as well as introductions of eaatdel component and the couplers.

The coupled ROMS/SWAM system based on MCT impleatéontt is applied
to simulate currents and waves in Delaware Bay thwedresults are compared with
available data set, such as ADCP current datassetl as wave data of May, 2005 from
WSB, which was deployed to measure the surfaceoatt€éen Ft. Bank Lighthouse
measuring station. The coupled model system isfiegriby comparisons between

simulation result in Delaware Bay and observatiatad The system performs well in
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simulation of current velocity, wave height, waveesgy as well as wave spectrum while
the simulated peak frequency does not fit welldhservations. Both experiment results
and observation data show strong tidal modulatairsurface waves, which indicate the
importance of wave-current interaction during tiienerical modeling.

The coupled SWAN/SHORECIRC system is based on thstéd Program and
is applied to a set of idealized experiments teegtigate the sensitivity of storm-induced
waves, surges, and inundations to different cyclpaemeters. Four factors are taken
into consideration for the sensitivity test: radnf maximum wind (RMW), the track of
the TC, maximum wind speed (MW), and storm transtaspeed as well. In order to
examine the effect of wave forcing on the coastahdation, each experiment is carried
out using models with and without wave effect ia fystem.

Storm-induced inundation is revealed to be serssitvall of the four factors.
Basically, the increase of RMW or the increase &/ Miill result in an increase of peak
storm surge, significant wave height, and an irsgeaf flooding area and flooding
distance. The relationships are not linear. Inundaarea is also very sensitive to the
track of TC. When the track of TC changes from Beast to northeast (with an increase
in incident angle), it generally predicts less sevaundation. However the storm surge is
not changing monotonously with incident angles to&llargest storm surge occurs at an
incident angle of arounti8C. It also reveals the fact that the largest peaknstsurge
does not necessarily correspond to the largestdated area. Storm surges and
inundation are less sensitive to translation spemuhpared with other factors. One

possible reason is that water pile-up vanisheberidealized straight coast domain.
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Wave forcing makes an important role in coastahdation. Due to the effect
of wave setup, model system with wave effect coestly produces larger storm surge,

flooding distance and more severe inundation coatpty the results without wave effect.

5.2 Suggestion for Future Work

Coupling between models with different scales, suash nearshore-scale
circulation model and ocean-scale circulation motak not been fully developed. It is
suggested to develop a coupled system includinig bctan-scale models and nearshore-
scale models. Wind is believed to play an importafg in the simulation and prediction
of ocean circulations and waves. It is worthwhite douple the meteorology model

component into the coupled system.
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