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ABSTRACT 

A 3D numerical investigation based on large-eddy simulation (LES) is carried out 

to study a plunging solitary wave over a slope. This study is motivated by recent 

field surveys of the aftermath of several tsunami disasters where significant 

amount of soil erosion and foundation failure seem to occur during the drawdown 

stage of the tsunami impact. 

The mathematical formulation of the model is based on 3D filtered Na-

vier-Stokes equations with a dynamic Smagorinsky closure. The model is solved 

numerically using on an open source CFD library of solvers called OpenFOAM, 

which was previously validated for a spilling solitary wave in a laboratory wave 

flume (Sangermano, [2013]). In this study, the numerical model is further validat-

ed with laboratory experiments of Sumer et al. [2011] and Synolakis [1986] for 

plunging wave condition. 

After validation with laboratory data of Sumer et al. [2011], simulation re-

sults are further analyzed to understand the structures of flow velocity and turbu-

lence during the run-up and drawdown stages of the plunging solitary wave and 

the resulting bottom stress and near bed flow acceleration. During run-up, wave 

breaking turbulence is not generated until the horizontal 2D rollers degenerated 

into smaller 3D structures due to the collapse of plunging breaker onto the bed. 
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During the drawdown stage, flow landward of the initial shoreline is dominated 

by boundary layer process, similar to those reported in the swash zone. However, 

at later stage of the drawdown process, hydraulic jump is observe in the laborato-

ry experiment, which is also well-captured by the present numerical simulation. 

More detailed analysis on the simulation results further reveal the existence of 

boundary layer separation under the hydraulic jump. The separation coincides 

with the location of strong adverse pressure gradient, reversal of bottom shear 

stress, and intensive turbulence generation.  

Peak near bed flow acceleration can reach as high as 30 m/s2 which occurs 

at the initial shoreline during the impingement of plunging solitary wave. This 

peak acceleration is mainly associated with the mean component of the accelera-

tion while the turbulent fluctuating components only contribute a minor portion. . 

During drawdown stage, flow acceleration can also exceed 10 m/s2, which is as-

sociated with the moving hydraulic jump and the corresponding flow separation. 

In this case, the fluctuating component contributes more to the total acceleration 

than the mean component. High flow acceleration increases the possibility on the 

occurrence of plug flow and the present simulation results suggest plug flow is 

likely to occur during the plunging of the solitary wave over a slope. 

Examining simulation results of Synolakis, [1986] also indicates similar 

occurrence of boundary layer separation under the hydraulic jump, suggesting that 
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boundary layer separation may be common for plunging solitary wave. Future 

work should extend the existing simulation with sediment transport capability.     
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Chapter 1 

INTRODUCTION 

1.1 2011 Tohoku Earthquake and Tsunami and Potential Tsunami Risks in 
the United States 

 
The series of recent earthquakes and their associated tsunami events have alarmed 

governments, science and engineering communities, and media as well as general 

public, about the predictable, yet hardly preventable, natural disasters. Of the ma-

jor tsunami occurrences in the past decade, the 2011 Tohoku Earthquake Tsunami   

(April 7, 2011) was the most devastating. The tsunami affected more than 2000 

km stretch of Japan’s Pacific coast, flooded more than 400 km2 of land, and dam-

aged more than 200,000 critical infrastructures including Daiichi Nuclear Plant in 

Fukushima (Mori et al., [2012]). The total economic cost caused by the tsunami 

alone was initially estimated between $176 and $258 billion (Daniell et al., 

[2011]). But the total cost will keep accumulating because the rippled economic 

effect is insurmountable, and the leakage of the radiation from the melted down 

nuclear reactor has yet been fully contained.  

The occurrence of the tsunami in Japan was not completely surprising. Sit-

ting on top of the zone where four tectonic plates – Eurasia Plate, North America 

Plate, Pacific Plate, and Philippine Sea Plate – the Japanese Island is prone to 
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earthquakes and subsequently to high risk of tsunamis. For long, the Japanese 

government has been investing much effort and resources to develop protective 

and preventive measures for the earthquake and tsunami disasters. However, as 

reflected from the aftermath of the 2011 Tohoku Tsunami, the current counter-

measures need further reinforcement, and the knowledge in the characteristics of 

the tsunami inundation in built-environment is still insufficient (Mori et al., 

[2011]). 

The coastlines in United States, especially along the Pacific Coast, are also 

prone to the underwater earthquakes and subsequently to the tsunami related dis-

asters (Stover and Coffman, [1993]; Ross et al., [2004]). Although any major ur-

ban cities in the United States have not been hit by tsunamis in the recorded histo-

ry, many investigations in the geological records identified the layers of offshore 

deposits along the Pacific Rim, which might have been carried by either large 

storms or tsunamis (Atwater, [1987]; Dawson, [1994]; Dawson and Stewart, 

[2007]). Furthermore, the 1964 Alaska Earthquake triggered a 8.2 m tsunami that 

caused around $311 million in property damage and took 110 lives (Stover and 

Coffman, [1993]).  

1.2   Experimental and Numerical Approach to Tsunami Research 

The very first step to enhance the countermeasures for tsunami disasters requires 

better understanding of the near-shore hydrodynamic processes associated with 
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the tsunamis waves. A solitary wave is a unique type of a long wave that consists 

of a single wave crest. The characteristics of a solitary wave such as wave speed 

and crest shape depend on a water depth and wave height. Due to their physical 

resemblance to propagating tsunami waves and analytical simplicity, solitary 

waves and bores have long been used in modeling tsunami uprushes in laboratory 

settings (Hall and Watts, [1953]; Synolakis, [1986]; Li and Raichlen, [2001]; 

Hsiao et al., [2008]; Baldock et al., [2009]; Baldock et al., [2011]). The imple-

mentation of a solitary wave has also aided to further understand the complex  

interaction between sediments and a single breaking wave crest (Sumer et al., 

[2011]). In addition, Grilli et al., [1997] used the slope parameter, a self-similarity 

parameter relating wave conditions and beach slopes, to categorize the solitary 

wave breaker types into plunging, spilling, and surging. 

The early experimental and numerical studies of solitary waves primarily 

focused on the propagation, the evolution of surface elevation, the inundation 

characteristics, and the breaker-type characterization. The pioneering work of 

Synolakis, [1986] provided important information regarding the wave propagation, 

the surface elevation evolution, and the uprush/down-rush phase of the plunging 

solitary waves. More recently, with the laboratory techniques such as particle im-

age velocitymetry (PIV) (Liu et al., [2007]; Ting, [2006, 2008]; Ting et al., 

[2011]), particle tracking velocimetry (PTV) (Park et al., [2012]), acoustic Dop-

pler velocimetry (ADV) (Ting, [2006]; Baldock et al, [2009]), and direct bottom 
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stress measurement (Sumer et al., [2011]), more detailed information in breaking 

solitary wave kinetics has become available. But, the complete picture of the 3-D 

nature of the turbulence mechanism is difficult to achieve through the experi-

ments alone because the observing window in the experiments is technically lim-

ited. Both PTV and PIV are only capable of capturing 2-D images of the flow 

structures in a selected section. The ADV only records the time history of velocity 

at a fixed location, and its installation is intrusive to small-scale hydrodynamic 

processes. Also, the scope of the direct bottom stress measurement is limited to 

selected locations within the near-bed regions.  

Numerical modeling/simulation, once validated, can be a useful tool that 

can lift such observational restrictions and bolster the explanation regarding the 

phenomena observed in the experiments. Equipped with sufficient data storage 

capacity and data processing power, the users of the numerical simulations can 

control the scopes of the observation and extract any desired datasets. Lin et al., 

[1999] implemented the numerical model based on the Reynolds Averaged Na-

vier-Stokes equations (RANS) and the k-ε equations to investigate the flow struc-

tures under plunging solitary wave, originally experimented by Synolakis, [1986]. 

This numerical investigation adds valuable information regarding the water parti-

cle motion in the collapsing wave front. In addition, not only does the model pre-

dict the surface elevation evolution, but also it allows observing the turbulent ki-

netic energy (TKE) distribution under the breaking solitary wave. Zhang and Liu, 
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[2008] used the similar model to examine the run-up and run-down processes of 

dam-break generated bores. With their numerical data, combined with the exper-

imental data of Yeh and Ghazali, [1988] and Yeh et al., [1989], they provided val-

uable details in the bore propagation and the vorticity generation as well as the 

violent interaction between two opposite currents during the down-wash phase. 

Recently, Sangermano, [2013] performed a 3-D Large Eddy Simulation 

(LES) study, with the dynamic Smagorinsky closure, to examine the spilling soli-

tary waves based on the experimental data of Ting [2006; 2007]. Besides validat-

ing the model, he visualized the 2-D rollers generated by initial wave overturning 

and their evolution to the 3-D turbulent coherent structures. The numerical results 

gave intriguing insight that the breaking surface generated counter-rotating vortex, 

similar to hairpin vortices, descending downward and impinging the bed.     

The primary goal of this study is to investigate the hydrodynamic process-

es under plunging solitary waves on smooth plane beaches by using the LES ap-

proach of Sangermano, [2013]. Two numerical simulations are performed in this 

study: one based on the experiment of Sumer et al., [2011]; another, on the exper-

iment of Synolakis, [1986]. In Chapter 2, a general description of the theoretical 

background of the numerical model is presented. In Chapter 3, the numerical 

model set-up and the results of the simulation based on the experiment of Sumer 

et al, [2011] will be presented followed by a thorough analysis on the simulation 

results, specifically the impingement of the plunging breaker during the run-up 
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stage and the generation of hydraulic jump and flow separation during the draw-

down stage. The simulation based on the experiment of Synolakis, [1986] is dis-

cussed in Chapter 4 along with a discussion on the near-bed flow acceleration in 

order to evaluate the occurrence of plug flow. Finally, a summary of the conclu-

sions will be discussed in Chapter 5. 
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Chapter 2 

NUMERICAL MODEL FORMULATION 

2.1 3-D Large Eddy Simulation Model 

The present study implements the large-eddy simulation (LES) to investigate 

plunging solitary wave over a slope.  The numerical model and similar implemen-

tation of the numerical wave flume is validated by Sangermano, [2013] for spill-

ing solitary wave condition. The filtering operation in the LES decomposes the 

velocity field 𝑢𝑖(𝑥𝑖,t) into the resolved and the unresolved components. The large 

scale motions in the resolved velocity field are explicitly computed by the filtered 

Navier-Stokes equations that contain sub-grid scale (SGS) stress tensors. The tur-

bulence in the unresolved field is parameterized by the SGS closures such as the 

dynamic Smagorinsky closure (Germano, [1991]) employed in this study.  

OpenFOAM, an open-source library of C++ solvers for Computational 

Fluid Dynamics (CFD), is utilized to solve the model numerically. This package 

includes a Navier-Stokes equation solver for two immiscible and incompressible 

fluids called interFoam (OpenCFD Limited, [2011]). The interface between the 

two immiscible fluids is obtained by the volume of fluid (VOF) method. The nu-
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merical wave flume is established with boundary-fit domains and based on the 

finite volume scheme.  

2.2 Governing Equation 

The motion of an incompressible fluid can be described by the Navier-Stokes 

equations in tensor notation as: 

𝜕𝑢𝑖
𝜕𝑡

+ 𝑢𝑖
𝜕𝑢𝑗
𝜕𝑥𝑖

= −
1
𝜌
𝜕𝑝
𝜕𝑥𝑖

+ 𝜈
𝜕2𝑢𝑖
𝜕𝑥𝑗𝑥𝑗

+ 𝑔𝑖 (2.2.1) 

𝜕𝑢𝑖
𝜕𝑥𝑖

= 0 (2.2.2) 

 
where i, j =1, 2, 3, ui is flow velocity, ρ is the fluid density, p is pressure, gi is the 

gravity, and ν is the kinematic viscosity of the fluid. 

For the filtering operation in the LES, the filter length is defined as  

𝛥 = (𝛥𝑥 ∙ 𝛥𝑦 ∙ 𝛥𝑧)
1
3 (2.2.3) 

 

in which Δx, Δy, Δz are the grid size in each corresponding direction and hence Δ 

is the characteristic length scale of the grid size. The fluid motions larger than the 

filter length scale are solved directly by the filtered Navier-Stokes equations:  

𝜕𝑢𝑖
𝜕𝑡

+ 𝑢𝑖
𝜕𝑢𝑗
𝜕𝑥𝑖

= −
1
𝜌
𝜕𝑝
𝜕𝑥𝑖

+ 𝜈
𝜕2𝑢𝑖
𝜕𝑥𝑗𝑥𝑗

+ 𝑔𝑖 +
𝜕𝜏𝑖𝑗
𝜕𝑥𝑗

 (2.2.4) 
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𝜕𝑢𝑖
𝜕𝑥𝑖

= 0 (2.2.5) 

in which (∙) represents a filtered quantity, and 𝜏𝑖𝑗 is the sub-grid stress tensor de-

fined as  

𝜏𝑖𝑗 = 𝑢𝑖𝑢𝑗 − 𝑢𝑖𝑢𝑗  (2.2.6) 

The sub-grid stress tensor term contains the effect of the fluid motion smaller than 

the filter length and requires an appropriate closure for accurate simulation of tur-

bulent flow. The further details of the sub-grid closure used in this study will be 

discussed in the next section. 

2.3 Sub-grid Closure 

In this study, the dynamic Smagorinsky closure, based on the work of Germano 

[1991] and the modification of Lilly [1992], is used as the sub-grid scale closure. 

In the standard Smagorinsky closure, the sub-grid scale stress tensor is calculated 

with the following assumption: 

𝜏𝑖𝑗 −
1
3
𝛿𝑖𝑗𝜏𝑘𝑘 = 2(𝐶𝑆Δ)2�𝑆𝑖𝑗�𝑆𝑖𝑗 (2.3.1) 

where 𝐶𝑆 is the Smagorinsky coefficient, specified with a constant value, 0.167; 

𝑆𝑖𝑗 = 1
2
�𝜕𝑢𝑖
𝜕𝑥𝑗

+ 𝜕𝑢𝑗
𝜕𝑥𝑖
� is the strain rate tensor; �𝑆𝑖𝑗� = �2𝑆𝑖𝑗𝑆𝑖𝑗�

1
2 is the magnitude of 

the strain rate. The sub-grid scale viscosity, νts is defined as (Pope, [2000]) 
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νts = (𝐶𝑆Δ)2�𝑆𝑖𝑗� (2.3.2) 

Modified from the standard closure, the dynamic closure introduces a test 

scale stress tensor by applying a second test filter Δ� = 2Δ to Equation (2.3.1). In-

stead of using the constant value for 𝐶𝑆, the dynamic closure chooses the value of 

𝐶𝑆 that minimizes the discrepancy between the sub-grid scale stress tensor and the 

test scale tensor. The previous investigation of Sangermano, [2013] has proven 

that the numerical result with the dynamic closure shows better agreement with 

the measured data. 

2.4 Boundary Conditions 

Figure 2.1 shows the origin of coordinate (x,y,z) = (0,0,0) and the boundary con-

ditions used in the numerical wave flume. The origin of the coordinate is defined 

at the initial still-water shoreline, and x, y, z axes are labeled as the cross-shore, 

span-wise and vertical direction, respectively. Along the cross-shore axis, positive 

x is defined as the wave propagation direction. 

The solitary wave is generated by a user-defined function for wave gen-

eration, groovyBC, implemented in the inlet boundary [Gschaider, 2009]. This 

function inputs water wave free surface elevation and velocity profiles based on 

the analytical solutions. The present solitary wave formulation is governed by the 

following first-order equations presented in Lee, et al., [1982]: 
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𝜂(𝑥, 𝑡) = 𝐻 𝑠𝑒𝑐2 ��
3
4
𝐻
ℎ3

 (𝑥𝑠 − 𝑐𝑡)� (2.4.1) 

𝑢(𝑥, 𝑡) = �𝑔ℎ
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𝑤(𝑥, 𝑡) = �𝑔ℎ
𝐻𝑧
ℎ
�1 −

𝐻
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𝐻
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 (𝑥𝑠 − 𝑐𝑡)��

�2𝐻�
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𝐻
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 𝑡𝑎𝑛ℎ ��
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𝐻
ℎ3

 (𝑥𝑠 − 𝑐𝑡)� 𝑠𝑒𝑐2 ��
3
4
𝐻
ℎ3

 (𝑥𝑠 − 𝑐𝑡)��

 (2.4.3) 

𝑐 = �𝑔(ℎ + 𝐻) (2.4.4) 

where H is the wave amplitude, h is the initial still water depth, t is time, z is the 

vertical position from the free surface, c is the wave celerity, xs is a constant that 

Inlet bc 

Open bc 

Wall 

Periodic bc 

Periodic bc 

Wall 

x 
y 

z 

Figure 2.1: The schematic plot of the numerical wave flume with boundary con-
ditions and coordinates. 
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defines the origin and effective length of the solitary wave. In theory, the solitary 

wave is infinitely long. Hence, the constant xs is used to set the effective length of 

the wave in the numerical wave flume. 

The near-wall modeling is applied in the bottom boundary to compensate 

with the insufficient numerical resolution close to the bed. Typically, the numeri-

cal resolution is too coarse to resolve the velocity profiles in the thin viscous sub-

layers and buffer layers. The bottom boundary in the present study incorporates 

the semi-empirical profile by Spalding, [1961] to approximate the near-wall ve-

locity profiles:   

z+ = u+ +
1
𝐸
�𝑒𝜅𝑢+ − 1 − 𝜅𝑢+ −

1
2

(𝜅𝑢+)2 −
1
6

(𝜅𝑢+)3� (2.4.5) 

 

in which E = 9.8, κ = 0.41, z+  = z uτ ν⁄ , u+ =  U/uτ, U is the velocity magnitude, 

uτ is friction velocity. Sub-grid scale viscosity for the bottom boundary condition 

is 

νts =
𝑢𝜏2

𝜕𝑢 𝜕𝑧⁄ − 𝜈 (2.4.6) 

 

The value of uτ estimated obtained from Equation 2.4.6 is later used in Chapter 3 

to represent the bottom shear stress (BSS) based on the definition of the friction 

velocity (Pope, [2000]): 
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𝑢𝜏2 =
𝜏𝑤
𝜌

 
(2.4.7) 

in which 𝜏𝑤 is wall shear stress.  

The periodic boundary conditions are applied in two lateral boundaries so 

that the span-wise averaged turbulent quantities can be handled as the ensemble-

averaged ones.  

2.5 Surface Tracking Method 

The main advantage of interFoam is that it is capable to describe the interface be-

tween two immiscible fluids (the water-air interface in the present study) via the 

Volume of Fluid (VOF) method (Hirt and Nicholas, [1981]). The general repre-

sentation of the density, 𝜌 in this method is:   

𝜌 = 𝛼1𝜌1 + (1 − 𝛼1)𝜌2 (2.5.1) 

 

where the indices 1 and 2 indicate water and air, respectively; 𝜌1 = 1000 kg/m3 is 

the water density; 𝜌2 = 1 kg/m3  is for the air density.  

The governing equation of the volume fraction 𝛼1 in an immiscible two-

fluid system is written as (Hirt and Nicholas, [1981]): 

∂α1
𝜕𝑡

+
∂
𝜕𝑥𝑗

(𝛼1 𝑢1𝑖) = 0 (2.5.2) 

α1 �
= 1 for water phase
= 0 for air phase  (2.5.3) 
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in which 𝑢1𝑖 is the velocity of water. 𝑢1𝑖 is estimated with a surface com-

pression method adopted from Klostermann, et al., [2012]. Hence, the governing 

equation becomes: 

∂α1
𝜕𝑡

+ ∇ ∙ (𝛼1 𝑢1𝑖) + ∇ ∙ [𝛼1 𝑢𝑟𝑖(1 − 𝛼1)] = 0 (2.5.4) 

where 𝑢𝑟𝑖 = 𝑢1𝑖 − 𝑢2𝑖 is the relative velocity between the two phases. 

The free water surface is simply defined as the interpolated location of the 

grid cells that contain only half water, i.e. 𝛼1 = 0.5. 
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Chapter 3 

NUMERICAL SIMULATION OF LABORATORY EXPRIMENT OF SU-
MER ET AL. [2011] 

3.1 Numerical Model Set-up 

Figure 3.5 presents the numerical wave flume similar to the laboratory experiment 

of Sumer et al. [2011].  The wave tank dimensions and wave conditions follow 

the experimental condition reported in Sumer et al., [2011]. The total cross-shore 

length is reduced to 13.63 m from 19.0 m, and the total tank height is reduced to 

0.7 m from 0.8 m in order to relieve computational cost. The width is kept the 

same as that in the experiment, 0.6 m. The numerical tank consists of three sec-

 

 

 
 

Section 1 Section 2 Section 3 

Water 
Initial Shoreline 
(x,z) = (0,0) 

4.19 m 5.41 m 4.06 m 

0.
7 

m
 

0.
4 

m
 

Wave Maker Toe 

z 

x 
 

Figure 3.1: The schematic picture of the numerical wave tank based on Sumer et 
al., [2011] 
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tions labeled as Section 1 between the wave maker to the toe; as Section 2, be-

tween the toe to the initial shoreline; and as Section 3, between the initial shore-

line and the rear of the tank. The cross-shore length of each section is included in 

Figure 3.1. The slope starts at the toe located 4.19 m away from the wave maker 

and continues to the rear of the tank. The initial shoreline is 5.41 m away from the 

toe, and it is used as the reference point, (x, z) = (0 m, 0 m). The water depth in 

the flat bottom region (Section 1) is 0.4 m. The beach slope, therefore, is 0.0739, 

approximately 1/14. The wave height of the solitary wave is set to be 0.071 m. 

A total number of 7,040,000 grids are used for the simulation, which in-

cludes 1100 in the x direction; 80 in both y and z directions. Each section is pro-

vided with different number of cross-shore grids. Section 2 and Section 3 are giv-

en with the same number of total cross-shore grids of 400, and Section 1 is given 

as 300. In all sections, the vertical grids are non-uniformly distributed by 1:10 ra-

tio to allow dense grids in the bottom, but the span-wise grids are uniformly dis-

tributed. Hence, the near-bottom Δz is 0.2 cm in the flat region and 0.13 cm 

around the initial shoreline. The cross-shore axis in the Section 1 has uniform a 

grid distribution of Δx = 1.4 cm. Both Section 2 and Section 3 have non-uniform 

cross-shore grid distributions with 1:10 ratio converging around the initial shore-

line with the finest Δx = 0.26 cm.   
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3.2 Numerical Simulation Overview 

The solitary wave appears to maintain its symmetric shape until it passes the half 

point of the slope around x=-3 m (see Figure 3.2(a), (b)). The wave shape then 

evolves into an asymmetric shape – steep bore front and elongated tail – and a 

slight surface depression occurs between the wave front and the initial shoreline 

(see Figure 3.2(c)). Around t=2.35 s (Figure 3.3(a)), the wave height reaches the 

maximum (about 0.08 m). As the wave further approaches to the initial shoreline 

Figure 3.2: Surface elevation during the shoaling phase at (a) t = 0.15 
s; (b) t = 1.05 s; (c) t = 2.05 s 
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at x=0 m, the steep wave front curls forming a tongue-like feature and trapping a 

large air bubble (see Figure 3.3 (b), (c)). When the extended tongue impinges the 

water below itself, a secondary and a tertiary tongues extend from the impinging 

front, trapping more air bubbles and crumbling the water surface (Figure 3.3(d)).  

The run-up process continues until the tip reaches to x=3.66 m (z = 0.27 m) 

at t=5.45 s (Figure 3.4(a)), and the run-down process begins. As the run-down 

process further proceeds, the surface elevation gets suppressed between x=-0.5 m 

and -0.6 m, and a bore-like feature forms at x=-0.5 m (see Figure 3.4(b)). After 

t=6.45 s, the bore front collapses and the water surface around this region be-

comes unstable (Figure 3.4(c)). As the time progresses to t=7.05 s, the surface 

stabilizes, but the bore-like feature starts forming again (Figure 3.4(d)), and mi-

grates further offshore to x=-0.7 m. This new jump appears stronger than the pre-

vious one (see Figure 3.4(e)).     

In the following sections, the numerical model will be validated with the 

experimental data available in Sumer et al., [2011]. After the validation, the nu-

merical model results will be presented in more details in order to study flow and 

turbulence structures under a plunging solitary wave.  
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Figure 3.3:   Same as Figure 3.2 except during the wave breaking at 
(a) t = 2.35 s; (b) t = 2.45 s; (c) t = 2.55 s; (d) t = 2.75 
s; (e) t = 3.05 s 
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Figure 3.4:  Same as Figure 3.3 except during down-rush phase and the 
hydraulic jump at (a) t = 5.45 s; (b) t = 6.45 s; (c) t = 6.95 s; 
(d) t = 7.05 s; (e) t = 8.05 s 
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3.3 Numerical Model Validation 

Sumer et al., [2011] measure their experimental data in 7 locations over the slope: 

Toe (GT; x = -5.41 m), Gauge 1 (G1; x=-0.78 m), Gauge 2 (G2, x=-0.72 m), 

Gauge 3 (G3, x=-0.54 m), Gauge 5 (G5, x=-0.06 m), Gauge 6 (G6, x=0.18 m), 

and Gauge 8 (G8, x=-0.44). The wave gauge data are available in Sumer et al. 

[2011] in GT, G1, G3, G5, and G8. The bottom shear stresses (BSS) data are also 

available in G1, G2, G5, G6, and G6. Figure 3.5 shows the schematic description 

of the measurement locations.  
 

 

0 x 

z 
GT G1 G2 G5 G3 G8 G6 

x = -5.41 m -0.78 m 

-0.72 m 

-0.54 m 

-0.06 m 

0.18 m 

0.44 m 

Figure 3.5: The schematic plot of the locations of the wave gauges (GT, G1, 
G3, G5, and G8) and BSS measurements (G1, G2, G5, G6, 
and G8)  
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3.3.1 Wave Gauge Data Comparison 

As shown in Figure 3.3(a), the free surface elevation in the toe, specifically in the 

wave front, matches well with the experimental data. However, a small discrepan-

cy arises after the wave crest passes the toe. The numerical simulation appears to 

add about 0.5~1 cm of the mean surface elevation tailing behind the solitary wave. 

It is confirmed that this discrepancy is caused by the difference between the phys-

ical wave maker and the numerical wave generator. Experimental wave makers 

generate solitary waves with a single push without adding water into the flume. 

Hence, the total volume of water is the same throughout the experiment. On the 

other hand, the numerical wave maker used in this simulation sends in, and there-

fore adds, a volume of water into the model domain determined by the analytical 

solution of solitary waves. The shorter cross-shore length of the numerical wave 

tank can further contribute to the increase of water level. Despite such difference, 

the general trend of the surface elevation is well captured in the numerical results.       
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Figure 3.6: The wave gage data comparison at the toe, x = -5.41 m. Black 
line is the numerical data; red circle, the experimental data from 
Sumer et al [2011]. (a) GT, (b) G1, (c) G3, (d) G5, and (e) G8  
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The wave height comparisons in the other onshore locations are shown in 

Figure 3.6(b-e). The wave run-ups recorded in G1, G3 and G5 are well predicted 

in the numerical simulation. Also, G8, located in the swash zone, also shows fair-

ly good prediction for the run-down process occurring between 4 to 8 seconds. 

The noticeable discrepancies are observed at around 7.0 s in G1 and G3.  In G1, 

the experimental data show greater and longer depression in the water surface 

than the numerical prediction. The depression in G3 in the experiment occurs a 

few second earlier and lasts a few seconds longer than that in the numerical simu-

lation. As we will discuss later, such discrepancy can be caused by a slight error 

in the predicted seaward migration of hydraulic jump.  

3.3.2 Bottom Shear Stress Comparison 

 
In the G1 and G2 (Figure 3.7(a), (b)), the numerical simulation performed well in 

the prediction of the shape and magnitude of the measured BSS during the run-up 

phase. Notice that wave breaking occurs near the initial shoreline (x=0 m) and 

hence the flow is not turbulent at this stage. However, in the highly turbulent 

phases during the run-down stage, the numerical simulation under predicted the 

magnitude of the BSS. In the gauges near the initial shoreline (G5, see Figure 

3.7(c)) and in the swash zone (G6 and G8, see Figure 3.7(d), (e)), the numerical 

model predicts a much larger spike of bottom stress associated with the plunging 

breaker impinges to the bed. The BSS during the run-down in these locations, 
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however, are significantly under predicted. The discrepancies may be due to the 

coarse grid sizes near the bed and the limitation of near-wall modeling. To im-

prove the numerical model in this aspect, very fine resolution near the bed is nec-

essary in order to use no-slip bottom boundary condition without near wall model-

ing (the location of first grid point above the bed is much smaller than 1 in terms 

of wall unit). At this point, we cannot afford to carry out such high resolution 

simulation.  
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Figure 3.7: Squared friction velocity, 𝑢𝜏2  comparison at (a)G1, (b)G2, 
(c)G5, (d)G6, and G8.  



 

27 
 

3.4 Model Results and Discussion 

This section is devoted to discussing the numerical model results in the terms of 

critical physical quantities such as horizontal velocity, vertical velocity, turbu-

lence intensity, and dynamic pressure as well as their evolution throughout differ-

ent hydrodynamic phases. Because the numerical simulation only computes the 

primary flow quantities, e.g., velocity and total pressure, the TKE and dynamic 

pressure are computed in post-processing. 

TKE, k is defined as the sum of the squared values of the fluctuation com-

ponents of velocities, u’, v’, and w’.  

𝑘 =
1
2
�𝑢′2���� + 𝑣′2����+ 𝑤′2������ (3.8) 

in which the bar, (∙)���  denotes a span-wise averaged quantity;  𝑢′ =  𝑢 − 𝑢� ; 

𝑣′ = 𝑣 −  𝑣̅; 𝑤′ =  𝑤 − 𝑤�  

In the following sections the intensity of TKE will be mainly shown via 

turbulence intensity, KI, which has a dimension identical to velocity 

𝐾𝐼 = √2𝑘 (3.9) 

The dynamic pressure is obtained by subtracting the hydrostatic pressure 

along the cross-shore axis from the total pressure. The hydrostatic pressure is es-

timated as the pressure caused by the stack of water column above the point of 

interest. 

𝑃𝑑 = 𝑃𝑡𝑜𝑡𝑎𝑙 − 𝜌𝑔ℎ𝑠𝑡𝑎𝑐𝑘𝑒𝑑 (3.10) 
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ℎ𝑠𝑡𝑎𝑐𝑘𝑒𝑑 = �𝛼𝑖∆𝑧𝑖−1

𝑁

𝑖=1

 (3.11) 

where N represent the total number of grid point in the vertical direction at a giv-

en x-y location. This method of stacking the water columns is only an approxima-

tion as it neglects the existence of air bubbles in the water columns. Although this 

method can include some errors under unstable water surface, the strong dynamic 

pressure in the shallow water depth in this simulation can compensate with such 

errors.  

3.4.1 Shoaling and Run-up 

As the wave crest approaches toward the initial shoreline, the small velocity near 

the initial shoreline directs seaward causing slight surface depression (see Figure 

3.8 (a)). The flow below the wave crest shows notable shoreward velocities and 

adverse dynamic pressure gradient. While the crest still retains a symmetric soli-

tary wave shape, the water column beneath the crest maintains fairly uniform hor-

izontal velocity throughout the water column, and its vertical velocity increases 

from zero at the bottom to about 0.2 m/s the near surface. The shallow water body 

in front of the wave front shows relatively slow velocity and positive dynamic 

pressure. This water body appears to behave like an imaginary wall (between -0.5 

and -0.6 m in Figure 3.9(d)) that hinders the propagation of the wave crest. The 

wave front, as a result, tends to move upward and the wave height increases.  
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When the wave crest reaches the maximum height (Figure 3.10), the verti-

cal velocity changes its direction downward (see (b)), and the horizontal velocity 

increases near the tip of the wave front. The relatively fast wave front tip extends 

out from the wave front body and forms a tongue-like feature. The generation 

mechanism of the tongue-like feature was well reported in the previous numerical 

studies. In their 2-DV numerical simulations on a plunging solitary wave, Lin et 

al (1999) observed that the relatively fast water particles under the wave front 

shoot out and generate a tongue-like feature. The extended tongue impinges im-

mediately into the water under the wave front, which generates a roller, traps a 

large air bubbles, and triggers smaller secondary impingements (Figure 3.11). 

Shortly after the first impact, when the secondary impingements hit the dry por-

tion of the slope, significant amount of turbulence is generated at the impinging 

tip (see Figure 3.12). At this instant, we begin to see some notable level of turbu-

lence generated from the roller created around the first large air bubble. In Figure 

3.13, as it hits the bottom, the roller degenerates into many smaller structures. 

Strong turbulent intensity starts to form around the smaller structures. The peak 

turbulent intensity in the core of these structures exceeds 0.5 m/s.  

Figure 3.14 and 3.15 shows the uprush phase following the wave breaking 

process. The run-up tip leads up the run-up flow along the slope, showing the 

greatest horizontal and vertical velocities. The horizontal velocity during run-up 

exceeds 1.5 m/s. In Figure 3.14(c), the turbulence intensity is spotted in three dif-
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ferent locations: x = 0.4 m, 0.6 m, and 1.0 m. A comparison between this figure 

and the earlier snapshots in Figure 3.13(c) shows that the first two turbulent spots 

are generated by the disintegrating large rollers, and the last one is generated by 

the wave impingements. Turbulence intensity at first appears confined near the 

bed and around the run-up tip. As the run-up flow continues moving up along the 

slope, the turbulence intensity disperses and degenerates upward. As the run-up 

flow propagates further into the dry portion of the slope (Figure 3.15), the previ-

ously generated turbulence intensity accumulates near the run-up tip, but the trail-

ing turbulence weakens. The previous studies in the run-up of solitary waves (Lin 

et al., 2002; Sumer et al., 2011) observe similar trends. The weakening of turbu-

lence is caused by the lack for strong turbulence generation mechanism after the 

impingement. This implies that the wave breaking process is the dominant turbu-

lence generation mechanism during the run-up. In this simulation, no significant 

turbulence generation from the bed during this stage is observed possibly also be-

cause the grid size near the bottom is too coarse to resolve the thin boundary layer. 
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Figure 3.8: Snapshots of the contours of span-wise averaged (a) cross-shore 
velocity, 𝑢�; (b) vertical velocity, 𝑤� ; (c) turbulence intensity, √2k; 
and (d) dynamic pressure pd at t = 1.95 s 
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Figure 3.9: Same as Figure 3.8 except at t = 2.25 s 
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Figure 3.10: Same as Figure 3.9 except at t = 2.45 s 
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Figure 3.11: Same as Figure 3.10 except at t = 2.55 s 
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Figure 3.12: Same as Figure 3.11 except at t = 2.65 s 
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Figure 3.13: Same as Figure 3.12 except at t = 2.95 s 
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Figure 3.14: Same as Figure 3.13 except at t = 3.15 s 
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Figure 3.15: Same as Figure 3.14 except at t = 3.95 s 
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To further illustrate the production of turbulence, the evolution of turbu-

lent coherent structures during the run-up stage under the plunging wave is shown 

in Figure 3.16. The turbulent coherent structures are visualized by using the λ-2 

contour. λ-2 method defines vortex cores in terms of the eigenvalues of symmet-

ric tensors consisting of symmetric and antisymmetric parts of velocity gradient 

tensors (Jeong and Hussain, [1994]). Contoured by an appropriate critical eigen-

value, the λ-2 is used to identify the vortex cores and to visualize the turbulent 

coherent structures.  

In this simulation, the λ-2 data contoured with -250 demonstrates the valu-

able information regarding the evolution of the 2-D rollers and the generation and 

evolution of turbulence. In Figure 3.16(a), when the front of the free-surface starts 

curling, the first roller forms behind the wave front. In Figure 3.16(b), when the 

first impingement of the curling wave triggers secondary impingements, another 

roller forms in the similar manner. The second roller soon separates into smaller 

ones as they move onshore, but the 2-D shape is still intact. In Figure3.16(c), we 

begin to see the smaller 2-D rollers shatter into smaller 3-D structures. The 

shattering of the coherent structures is congruent with the generation turbulence 

intensity in Figure 3.12(c).    

During the uprush phase, the shattered coherent structures break into 

further smaller pieces (see Figure 3.11(d)) and finally dissipate away. No new 

rollers emerge after the wave is completely broken. The run-up tip is much more 
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dense with the broken coherent structures  than is the following run-up body. This 

observation agrees with the degenerating trend of turbulence intensity in Figure 

3.14c and Figure 3.15c. Like the turbulence intensity, the coherent structures are 

mostly generated during the wave plunging process, and the contribution of 

Figure 3.16: Turbulent coherent structures during the wave breaking process. (a) t = 
2.45 s; (b) t = 2.55 s; (c) t = 2.55 s; (d) t = 2.95 s; (e) t = 3.15 s; (f) t = 
3.95 s.  

(a) t = 2.45 (b) t = 2.55 

(c) t = 2.65 (d) t = 2.95 

(f) t = 3.95 (e) t = 3.15 
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turbulence generation during the up-rush process appears non if not minimal in 

the present simulation.    

  

Figure 3.17: Span-wise averaged friction velocity in the snapshots in Figure 3.10-
14. 
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Figure 3.17 shows the span-wise averaged bottom shear stress (BSS), ex-

pressed in terms of friction velocity, 𝑢𝜏. The direction of  𝑢𝜏 is assigned by the 

direction of cross-shore velocity at the nearest resolved grid point above the bed. 

As shown in Figure 3.11(a), before the plunging surface impinges onto the bed, 

the cross-shore distribution of averaged bed friction velocity appears fairly 

smooth (see Figure 3.10). The peak friction velocity is around 0.04 m/s, which 

coincide with the location where the wave shape become the steepest. In Figure 

3.17(b), the friction velocity shows a sudden drop to 0 around -0.3 m and then 

immediately followed by another peak. This location corresponds to the location 

of first impingement of plunging breaker with the large dynamic pressure gradient 

(see Figure 3.11). Noticeable fluctuations in the friction velocity are observed in 

Figure3.17(c), which is associated with the second impingement shown in Figure 

3.12. The bed friction velocity shows more fluctuation (limited by the spanwise 

average in which only limited independent ensemble is available) between 0 and 

0.6 m in Figure 3.17(d) right after the plunging breaker completes the impinge-

ment process. This observation is congruent with the snapshot in Figure 3.13(d) in 

which turbulent intensity grows right after the wave impinges to the dry surface of 

the slope. The fluctuation then decreases in Figure 3.17(e). The overall shape of 

bottom friction velocity distribution is similar to the run up of the bore.  
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3.4.2 Run-down and Hydraulic Jumps 

The uprush phase gradually evolves into the down-rush phase as the run-up tip 

hits the maximum run-up heights (z = 0.27 m) and the flow reverses its direction 

seaward. Figure 3.18 shows the transition in the velocity profiles in the mid-

section of the swash zone right before and right after the down-rush phase begins.  

 According to Figure 3.18(b), and (c), it is evident that the flow velocity 

profile reversal (toward offshore direction) is initiated from the bottom and then 

migrate to the top because of the presence of no-slip boundary condition. The ab-

rupt change of the velocity directions along the depth causes inflection points near 

the bottom in the velocity profile along the depth. As the flow moves further 

down (Figure 3.18(c) and (d)), the inflection point moves slightly upward and dis-

appears later when the run-down flow becomes fairly uniform. The flow reversal 

process causes strong flow shear and turbulence production (see next).  

Figure 3.19 show the snapshot of the several flow quantities when the run-

up tip reaches the maximum run-up height. The turbulence intensity (Figure 

3.19(c)) is less intense comparing to that in the run-up stage after the plunging 

breaker impinging to the bed. Turbulence generated here is partly associated with 

boundary layer turbulence caused by the shear flow presented in Figure 3.18.The 

horizontal velocity (Figure 3.19(a)) is directed seaward with higher magnitude 

between x=-0.5 and 0 m, the location where the shallow upstream flow acceler-
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ates sufficiently due to downslope gravitational effect on the slope but eventually 

meets the thick downstream water body.  

As the downrush phase further progresses as shown in Figure 3.20, the ve-

Figure 3.18: The velocity profiles during the transition between the run-up and 
run-down phases. (a) t = 4.75 s; (b) t = 4.95 s; (c) t = 5.15 s; (d) t = 
5.35 s; (e) t = 5.55 s. 
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locity around the initial shoreline (x = 0) becomes greater than 1 m/s. This rela-

tively strong flow behaves like a jet impinges into the relatively stationary and 

thick downstream water body located at seaward of x=-0.5m. At this instant, up-

ward vertical velocity intensifies slightly, and the first yet unstable hydraulic jump 

forms at x=-0.5 m. More interestingly, in Figure 3.21 a strong dynamic pressure 

emerges from the bottom around x=-0.5 m at the location where the first hydraulic 

jump occurs. Here, the change in directions and the magnitude of the vertical ve-

locity are much more intense, which reflects strong cross-shore pressure gradients. 

As we will discuss in more detail next, the flow here is associated with a for-

mation of flow separation. 

Considerable magnitude of turbulence intensity starts appearing in Figure 

3.22 in both the bottom separation region and the unstable surface. The bottom 

and the surface turbulence intensity disperse upward and downward, respectively. 

They ultimately converge into one turbulent region as shown in Figure 3.23(c). 

Also, the unstable jump collapses at this moment. The maximum turbulence in-

tensity becomes greater than 0.5 m/s even though the figure shows only up to 0.1 

m/s. The first separation region is now advected further offshore (at around x=-0.7 

m) while according to dynamics pressure shown in Figure 3.23(d), the second 

flow separation starts to be initiated at x=-0.5 m. In Figure 3.24, the flow from the 

slope eventually becomes very shallow, and the velocity reaches as high as 2 m/s. 

The water surface crumbled in Figure 3.23 stabilizes, and the much organized and 
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large hydraulic jump simultaneously emerges at x=-0.7 m. The entire region near 

the hydraulic jump is of very high turbulence level. 
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Figure 3.19: Snapshots of the contours of span-wise averaged (a) cross-shore ve-
locity, 𝑢�; (b) vertical velocity, 𝑤� ; (c) turbulence intensity, √2k; 
and (d) dynamic pressure pd at t = 5.45 s 
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Figure 3.20: Same as Figure 3.19 except at t = 6.45 s 
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Figure 3.21: Same as Figure 3.20 except at t = 6.55 s 
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Figure 3.22: Same as Figure 3.21 except at t = 6.75 s 
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Figure 3.23: Same as Figure 3.22 except at t = 7.05 s 
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Figure 3.24: Same as Figure 3.23 except at t = 7.75 s 
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In Figure 3.25, the λ-2 contour is used to visualize the coherent structure 

evolution during the drawdown process. In Figure 3.25(a), a flat panel-like roller 

builds up from the bottom at x=-0.5 m. Only 0.1 sec later (see Figure 3.25(b)), the 

2-D roller develops into more mature form at x=-0.55 m right under the hydraulic 

jump. This roller is associated with boundary layer flow separation mentioned in 

Figure 3.21. In Figure 3.25(c), the hydraulic jump becomes unstable, and a small-

er 2-D roller forms just under the oscillating jump surface. Hence, at this instant 

(t=6.65 s), two rollers coexist, one near the solid bottom due to boundary layer 

separation, and the other near the surface due to free shear flow mechanism. The 

roller near the surface start to degenerating into smaller 3D coherent structures in 

at t=6.75 s (Figure 3.25(d)). In Figure 3.25(e), as the unstable jump collapses, the 

surface roller completely breaks down to 3-D structures, while the bottom coher-

ent structure also starts to deform into 3D. This evolution into 3D is also reflected 

in the considerably elevated TKE shown in Figure 3.23(c). The surface roller 

completely crumbles into small, irregular shaped turbulent coherent structures in 

Figure 3.25(f).  

The formation of the rollers coincides with the adverse dynamic pressure 

gradient, and the breaking of the rollers corresponds to the generation of the tur-

bulence, as discussed earlier. Sou and Yeh, [2011] report similar flow features in 

their studies in surf and swash zone flow interactions under periodic waves. They 

show that the generation of strong vorticity is closely related to the cross-shore 
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pressure gradient near the solid boundary based on simplified (boundary layer ap-

proximation) momentum equation. Similarly, in this numerical investigation, the 

sudden change in pressure along the cross-shore axis appears to lead the genera-

(a) t = 6.45 (b) t = 6.55 

(c) t = 6.65 (d) t = 6.75 

(e) t = 7.05 (f) t = 7.75 

Figure 3.25: Turbulent coherent structures under the hydraulic jumps. (a) t = 
6.45 s; (b) t = 6.55 s; (c) t = 6.65 s; (d) t = 6.75 s; (e) t = 7.05 s; 
(f) t = 7.75 s.  
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tion of 2-D rollers at the bottom under the hydraulic jump, which ultimately leads 

to the generation of turbulent kinetic energy.   

3.4.3 Separation of Boundary Layers during Hydraulic Jump 

The most intriguing feature of the hydraulic jump observed in this simula-

tion is the separation of boundary layer flow underneath it. Figure 3.26 shows the 

vector plot of the velocity under the hydraulic jumps between x=-1 m and x=-0.3 

m. In Figure 3.26(a)~(c), an inflection point appears at the bottom of the velocity 

profile and ascends with the evolution of at x=-0.55 m. The sudden changes of the 

flow directions along the water depth indicate the separation of the boundary layer 

and the creation of a 2-D roller, which are observed in the coherent structures in 

Figure 3.25(a)~(d). While the first hydraulic jump is collapsing in Figure 3.26(c), 

another inflection point appears in the velocity profile at x=-0.65 m, signaling the 

formation of the second hydraulic jump. This inflection point moves upward like 

the previous one, and then migrates downstream to x=-0.7 m. 

  Figure 3.27 (a-1)~(f-1) shows the evolution of the Froude number along 

the cross-shore axis where the hydraulic jumps occur. Clearly, landward of x=-0.5 

m, the downrush flow can be categorized as supercritical (Fr > 10.0), while sea-

ward of x=-0.5 m, the Froude number is no more than 4. The more than two-fold 

difference between the landward and seaward Froude numbers at x=-0.5 m is con-

sistent with the formation of hydraulic jump feature (or a sharp transitional re-
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gion). In the open-channel flow, the sharp change of Froude number can indicate 

the formation of the hydraulic jump (Chow, [1973]]. Notice that the seaward 

Froude number is never smaller than 1, suggesting that the hydraulic jump has to 

migration seaward and hence the process is more complicated than the classic hy-

draulic jump in open-channel flow. Indeed, numerical results show that there ex-

ists evolution of the first (smaller) and secondary (larger) jump while the hydrau-

lics jump migrates from x=-0.5 m to x=-0.7 m within 1.5 sec.  
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Figure  3.26: The velocity profiles during the transition between the run-up and run-
down phases. (a) t = 6.45 s; (b) t = 6.75 s; (c) t = 7.05 s; (d) t =7.75 s; 
(e) t = 8.55 s.  
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The hydraulic jump in this simulation is very similar to the D-jump de-

scribed in Ohtsu and Yasua [1990]. Ohtsu and Yasuda [1990] categorized the hy-

draulic jumps in sloping channels depending on the slope, θ, and the subcritical 

and supercritical depth ratio, h1/h2 in which h1 and h2 are the upstream and down-

stream water depths, respectively. With sufficiently high depth ratio and mild 

slope (θ < 19 °), the flow on the sloping channel forms a D-jump, a hydraulic 

jump that occurs on the slope without affecting the downstream flow on the flat 

bottom. The flows on steep slopes, however, were observed to be incapable of 

creating a hydraulic jump or any visible jump-like shape in the water surface; the 

flows rather resembled classical wall jets. The conditions such as the slope and 

the depth ratios in this simulation safely satisfy those for the D-jump category. 

The beach slope is around 4.1 degree, and the depth ratio is sufficiently large 

throughout the run-down process (above 40). 

The right panels of Figure 3.27 show the corresponding cross-shore distri-

bution of bottom friction velocity. At the early stage of the drawdown process 

(see Figure 3.1. 20(a-2)), friction velocity is offshore directed (negative) with 

larger magnitude in the landward location and smaller magnitude in the seaward 

direction. In Figure 3.27(b-2), the friction velocity at around x=-0.6 m reaches 0 

m/s. This is the same location where boundary layer separation occurs at slightly 

later time (see Figure 3.20). According to boundary layer theory, adverse pressure 

gradient can counteract with bottom stress and the resulting location where bot-
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tom stress magnitude becomes zero signifies the onset of flow separation. The 

corresponding Fr also shows drastic change at this location (see Figure 3.27 (a-2)). 

In Figure 3.27(c-2), the range of positive friction velocity becomes wider, signi-

fies the expansion of flow separation. At later time (see Figure 3.27(d-2) and (e-

2)), we can identify two separation region according to the variation of bottom 

friction velocity (two peaks of friction velocity exceed positive value). The posi-

tive friction velocity peak coincides with the negative dynamic pressure; the nega-

tive friction velocity, with the positive dynamic pressure. The magnitude of the 

fluctuations decreases as the hydraulic jump further develops, but the cross-shore 

distribution of the peaks expands seaward (see Figure 3.27(f-2)). 
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Figure 3.27: Froude number (first column) and friction velocity (second col-
umn) under the hydraulic jumps. (a) t = 5.55 s; (b) t = 6.05 s; (c) 
t = 6.35 s; (d) t = 6.55 s; (e) t = 7.05 s; (f) t = 8.55 s.  
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3.4.4 Fluctuation Component of BSS and turbulent intensity 

The spanwise-averaged mean and fluctuating components of the bed friction ve-

locity are plotted in the bird-eye view at different instants (see Figure 3.28~3.32). 

Qualitatively, the fluctuating component of bed friction velocity also represents 

the turbulent intensity very close to the bed. While large-magnitude of mean bed 

friction velocity is expected to be associated with the passage of the wave front, 

intense fluctuating bottom stress is also expected to be mainly due to surface gen-

erated turbulence and flow separations.  

At t=2.65 s (see Figure 3.28), the steep wave front causes intense mean 

bed friction velocity exceeding 0.05 m/s at around 20 cm seaward of the initial 

shoreline. At this instant, the fluctuating component of friction velocity is rather 

weak (magnitude much below 0.01 cm/s).  Only 0.1 sec later, the fluctuating 

component of friction velocity becomes intense (peak value exceed 0.02 m/s) af-

ter the second impingements hit the dry part of the slope at 2.75 s (see Figure 

3.29), while the mean component of friction velocity also increase slightly to 0.07 

m/s. Toward the end of run-up, the fluctuating component of bed friction velocity 

weakens with the maximum value generally below 0.02 m/s (see Figure 3.30). We 

also observe strip features in the streamwise direction which is associated with the 

shape of turbulent coherent structures.  

During the run-down, the increase in the fluctuating component of bed 

friction velocity on the slope is evident in comparison between t = 6.85 s and 7.75 
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s (see and Figure 3.31 and Figure 3.32). It is also evident that at around x=-0.5 m, 

intense fluctuating component of bed friction velocity, well exceeding 0.02 m/s, is 

observed. This location is associated with the occurrence of hydraulic jumps and 

the corresponding boundary layer separation discussed previously. It is also re-

markable that the mean component of bed friction velocity in this region is quite 

low (no more than 0.02 m/s). Hence, considering the ratio of fluctuating contribu-

tion to the mean contribution, this ratio is about 1 under the flow separation and 

hydraulic jump generated during the run-down process. On the other hand, during 

the impingement of the plunging breaker at the beginning of the run-up, mean 

component of the bed friction velocity is about 3 times larger than the fluctuating 

component.   
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Figure 3.28: BSS plot at t = 2.65 s. (a) span-wise averaged value; (b) 
fluctuating components 
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Figure 3.29: Same as Figure 3.28 except at t = 2.75 s. 
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Figure 3.30: Same as Figure 3.29 except at t = 3.55 s 
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Figure 3.31: Same as Figure 3.30 except at t = 6.85 s 
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Figure 3.32: Same as Figure 3.31 except at t = 7.75 s 
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Chapter 4 

DISCUSSION 

4.1 Numerical Simulation of Experiment of Synolakis, [1986] 

4.1.1 Numerical Model Set-up 

This numerical simulation is performed in order to examine the boundary separa-

tion under the hydraulic jump with a different beach slope and wave condition. 

The numerical wave tank is modified here from the one shown in Chapter 3 (see 

Figure 3.1) based on the dimensions reported in Synolakis [1986]. The total cross-

shore length is of 9.94 m, the total tank height is of 0.5 m andthe width is of 0.39 

m. More specifically, the cross-shore length of Section 1 (between the wave mak-

er and toe) is 2 m, and those of both Section 2 (between the toe and the initial 

shoreline) and Section 3 (between the initial shoreline and the rear end) are 3.97 

m. The initial water depth in the flat bottom region (Section 1) is 0.2 m. The 

beach slope is 1/19.85. The wave height of the solitary wave is set to be 0.056 m. 

A total number of 1,000,000 grids are used for the simulation, which in-

cludes 400 in the x direction; 50 in both y and z directions. Each section is pro-

vided with different number of cross-shore grids. Section 1 is given with 50 grid 

points, Section 2 is of 200 grid points and Section 3 is of 150 grid points. In all 
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sections, the vertical grids are non-uniformly distributed by 1:20 ratio to allow 

dense grids in the bottom, but the span-wise grids are uniformly distributed. Both 

Section 2 and Section 3 have non-uniform cross-shore grid distributions with 1:10 

ratio converging around the initial shoreline.  

4.1.2 Numerical Model Validation 

In this simulation, only the snapshots of surface elevation and the time series of 

the wave gauge data at one location (x = -3.19 m) are available for comparison. 

The wave gauge data in the numerical model results and in the experimental data 

matches very well (Figure 4.1). Similar to that discussed in the numerical simula-

tion of Sumer et al, [2011], the numerical wave maker add water mass into the 

domain and a slight increase in the mean water level is observed at later time. .  
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The simulated surface elevation (Figure 4.2 and 4.3) also shows a good 

agreement with the experimental data. The simulation predicts well the surface 

elevation in both the progressing stage and the breaking stage (Figure 4.2). But, 

slight discrepancy appears in the run-down stage (See Figure 4.3). The predicted 

run-down flow appears slower than that in the experiment. The simulation also 

overestimates the maximum run-up distance. In addition, the hydraulic jump in 

the simulation takes place about 0.2 m closer to the initial shoreline. These dis-

crepancies may be due to the relative coarse numerical resolution used in the pre-

sent simulation which is coarser than that presented in Chapter 3.  

Figure 4.1: The comparison between the experimental wave gauge data at x = - 
3.82 m (red circles) and the numerical data at -3.84 m (black 
lines)  
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Figure 4.2: The surface elevation comparison during the run-up and wave 
breaking phase at (a) t = 1.43 s; (b) t =2.14 s; (c) t = 2.86 s; (d) t 
= 3.14 s; (e) t = 3.57s. 
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Figure 4.3: Same as Figure 4.2 except during the run-down phase and hydrau-
lic jump at (a) t= 4.28 s; (b) t =7.14 s; (c) t = 8.57 s; (d) t = 9.28 
s; (e) t = 9.99 s.  



 

73 
 

4.1.3 Hydraulic Jump and Boundary Separation in Synolakis [1986] 

Despite of the different wave height, beach slope, and grid resolution, the numeri-

cal simulation of Synolakis, [1986] shows the boundary separation under the hy-

draulic jump as does that of Sumer et al, [2011]. Figure 4.4 and Figure 4.5 shows 

the vector plot of the velocity between -0.6 m and 0 m throughout the evolution of 

the hydraulic jump. In Figure 4.4(c), an inflection point appears at the bottom of 

the velocity profile and ascends at -0.4 m. In Figure 4.4(e), a second inflection 

point appears in the velocity profile at -0.48 m. As the upstream jet weakens and 

gets shallower, the first inflection point migrates downstream, and the hydraulic 

jump resettles near the location of the second inflection point (Figure 4.5(c) and 

(d)).   

Figure 4.6 shows the generation of turbulence intensity under the hydraulic 

jump. The turbulence intensity is first observed in Figure 4.6 (b) from both sur-

face and bottom. This instant coincides with Figure 4.4(c), in which the boundary 

separation is observed. In Figure 4.6(c), while the turbulence further intensifies, 

another turbulent spot evolves slightly downstream from the first one. In Figure 

4.6(d), the turbulence intensity spots from different origins merge together. 

In summary, the generation of hydraulic jump and flow separation during 

the drawdown stage of plunging solitary wave over a slope may be quite common. 

Here, we show that flow separation under hydraulic jump can occur in two differ-

ent experiments of plunging solitary wave over a slope ranges between 1/19.85 
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(Synolakis, [1986]) and 1/14 (Sumer et al., [2011]). Hence, the implication of the 

vortical flow field and elevated turbulence level during the drawdown stage on the 

mixing and transport of sediment warrants more complete future work.  
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Figure  4.4: The velocity profiles during the transition between the run-up and 
run-down phases. (a) t = 5.74s; (b) t = 6.24 s; (c) t = 6.74 s; (d) t 
=7.24 s; (e) t = 7.74s.  
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Figure  4.5: Same as Figure 4.4 except at (a) t = 8.24 s; (b) t = 8.74 s; (c) t = 
9.24s; (d) t =9.74 s; (e) t = 10.24 s.  
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Figure 4.6: The contour snapshots of the span-wise averaged turbulence intensi-
ty at  (a) t = 6.04 s; (b) t = 6.74 s; (c) t = 7.74s; (d) t =8.74 s  
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4.2 Bottom Flow Acceleration in Sumer et al., [2011] 

Conventional concept of sediment transport is described by bed friction velocity 

(non-dimensionalized as the Shield parameter). Hence, the mean and fluctuating 

components of bed friction velocity are presented in Chapter 3.11. The bed-shear-

stress based sediment transport concept is appropriate when flow acceleration is 

weak. Sleath, [1999] measures the occurrence of plug flow in a laboratory U-tube 

using light particles. Analytical solution of simple model shows that the occur-

rence of plug flow is associated with flow acceleration. 

A nondimensional parameter, later called the Sleath parameter is defined as 

𝑆 =
𝜕𝑢𝑏 𝜕𝑡⁄

(𝑠 − 1)𝑔
 (4.2.1) 

where ∂𝑢𝑏
∂t

 is the local acceleration of the bottom (near-bed) flow, s is the specific 

gravity of sediment (s=2.65 for sand) and g is the gravitational acceleration. 

Based on his experimental data using artificial light particles, Sleath, [1999] re-

ports the threshold value for the occurrence of plug flow is around S=0.3. Later, 

Foster et al., [2006] observe field evidence of plug flow for realistic sand bed and 

they report the threshold value to be as low as 0.1. Physically, the threshold value 

for the occurrence of plug flow should depends on the packing and also the 

Shields parameter. While more study is required to study the occurrence of plug 

flow, we will investigate the magnitude and temporal evolution of the near-bed 

local acceleration field of the present simulation. By taking the threshold value to 
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be S=0.3 and consider typical sand grain, the threshold acceleration for the occur-

rence of plug flow is around 5 m/s2.  

The bottom flow (local) acceleration ∂𝑢𝑏
∂t

 is estimated by the following 

equations 

∂𝑢𝑏
∂t

≈
Δ𝑢𝑏
Δt

=
𝑢𝑖+1 − 𝑢𝑖
𝑡𝑖+1 − 𝑡𝑖

 (4.8) 

in which the index, i stands for the time step for the instantaneous velocity fields. 

The local acceleration is calculated based on the output of instantaneous velocity 

field at every 0.1 sec. More detailed snapshots of acceleration field will be dis-

cussed next. However, to provide a sense on the magnitude and timing of high 

acceleration, peak value acceleration at (in magnitude) a given instant is plotted as 

a function of time throughout the entire simulation (see Figure 4.7).  During run-

up, the acceleration peaks to 30 m/s2 around t = 2.7s in which the wave impinges. 

Then the acceleration decreases, stays below 5 m/s2 during the run-up and run-

down phases (between t = 4s and 6.5s). After t = 6.5 sec, the peak acceleration 

remains above 5 m/s2 and eventually increases again to 10 m/s2 past t = 8.5 s. This 

later uprising of peak acceleration during the run-down process is clearly associ-

ated with flow separation and hydraulic jump.  
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Figure 4.8(a)~(e) present the top view of the bottom flow acceleration. At 

the first impingement of the plunging wave (see Figure 4.8(a)), large mean flow 

acceleration of 10 m/s2 is generated at the plunging point just seaward of the ini-

tial shoreline. Notice that at this instant, the fluctuating component of acceleration 

is nearly zero because strong turbulence is not yet generated in the simulation (see 

Figure 3.11 and Figure 3.12) until t=2.65 s. However, the acceleration appears to 

peaks at t=2.75 s (see Figure 4.8(b)) when the wave collapses and impinges 

around the initial shoreline. The mean value exceeds 20 m/s2 just landward of the 

initial shoreline while the peak fluctuating component of flow acceleration also 

approaches 10 m/s2. Afterward, the flow acceleration decreases as the run-up pro-

Figure 4.7. The maximum bottom flow acceleration ∂𝑢𝑏
∂t

 over the entire tank ver-
sus time. 
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ceeds. Even toward the later stage of the run-up, fairly strong acceleration (around 

15 m/s2) is observed at the front (see Figure 4.8(c)) before it falls below 5 m/s2 at 

about t=4.0 s and stays around 0 m/s2 during the transition between the run-up and 

run-down phases (between t=4.2 s to 6.2 sec). Hence, during the early stage of the 

run-down, the flow acceleration is quite small. However, at t=6.5 sec (see Figure 

4.8(d)), we start to observe notable mean acceleration approaching 5 m/s2 at the 

location coincide with the hydraulic jump. At t=7.1 sec (Figure 4.8(e)), the mean 

acceleration decays, however the fluctuating component starts to become domi-

nant with the total value clearly exceeds 5 m/s2. Between x=-0.7 m and -0.5 m, 

large fluctuating component of acceleration is persistent and in fact approaching 

10 m/s2 at t=8.0 sec (see Figure 4.8(f)). This large fluctuating component of flow 

acceleration is associated with flow turbulence generated via flow separation un-

der the hydraulic jump. In summary, flow large acceleration is observed under a 

plunging solitary wave and according to Sleath, [1999], plug flow is very likely to 

occur even at this laboratory scale study. The largest flow acceleration occurs dur-

ing the impingement of plunging breaker near the initial still water shoreline. 

However, during the run-down stage, notable flow acceleration can also be ex-

pected due to flow separation and hydraulic jump.  
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Figure 4.8(a): The surface elevation (left), the span-wise averaged bottom flow 
acceleration (middle), and the top view of the contour of bottom flow 
acceleration at t = 2.60 s 
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Figure 4.8(b): Same as Figure 4.8(a) except at t = 2.70 s 
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Figure 4.8(c): Same as Figure 4.8(b) except at t = 3.60 s 
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Figure 4.8(d): Same as Figure 4.8(c) except at t = 6.50s 



 

86 
 

 

Figure 4.8(e): Same as Figure 4.8(d) except at t = 7.10s 
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Figure 4.8(f): Same as Figure 4.8(e) except at t = 8.00s 
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Chapter 5 

CONCLUSION 

The hydrodynamic processes beneath plunging solitary waves are investigated via 

3-D large-eddy simulation (LES) based on the experiments of Sumer et al., [2011] 

and Synolakis, [1986]. Most of the analysis and discussions are based on the 

simulation of Sumer et al., [2011]. The simulation of Synolakis, [1986] is per-

formed to confirm the occurrence of hydraulic jump and boundary separation in 

other plunging solitary wave condition with a milder slope. 

During run-up, wave breaking turbulence is generated when the plunging 

breaker impinges onto the bed. The λ-2 iso-surfaces confirm that the plunging 

breaker produced several 2D rollers. Through nonlinear process, these rollers can 

further evolve in 3D structures and degenerated into smaller eddies. During the 

drawdown stage, the boundary layer processes come as dominant processes. Some 

short-lived inflection points in the velocity profiles were observed in the landward 

flow. Further into the rundown process, a moving hydraulic jump is observed 

slightly offshore from the initial shoreline. Beneath the jumps, the separation of 

boundary layer is observed. This separation coincides with the 2-D coherent struc-
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ture, the location of strong adverse pressure gradient, reversal of bottom shear 

stress, and intensive turbulence generation.  

The bottom flow acceleration shows that the impinging wave breaker 

causes the greatest bottom acceleration as high as 30 m/s2 at the initial shoreline. 

The hydraulic jump and flow acceleration during the drawdown stage also cause 

significant bed acceleration as large as 10 m/s2. The high flow acceleration may 

trigger the occurrence of plug flows, and could contribute to transporting sedi-

ment during the rundown process. 

The presence of the boundary separation and of the considerably high bed 

flow acceleration beneath the hydraulic jump provides some insights for the fu-

ture study. The numerical investigations of both Sumer, et al., [2011] and Syn-

olakis, [1986] indicate that the hydraulic jump induces strong turbulence, bed 

shear stress, and bed flow acceleration. The future study should investigate 

whether the occurrence of a hydraulic jump is a common phenomenon of every 

plunging solitary wave and analyze how varied beach slopes, wave conditions, 

and initial still water levels affect the evolution of the hydraulic jump.  In addition, 

the future numerical simulation should include a layer of sediment on the bottom 

of the wave tank in order to study the sediment transport process associated with 

the inundation and retreat of a solitary wave.  
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