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ABSTRACT

Mixing and turbulence take a great role in air-sea interactions nowadays. When
wind starts to blow over a quiescent air-sea interface, both currents and surface waves
are initially generated. The interaction between the wind-driven waves and currents
leads to the generation of Langmuir circulation (LC) consisting of counter rotating
vortices aligned with the wind. Shortly thereafter, Langmuir turbulence (LT), that
is multiple scales of LC, appear. In LT, length scales range from several centimeters
when short capillary waves first appear up to tens of meters when the spectrum of
waves broadens.

The main purpose of this thesis is to research how small-scale LC develops and
evolves and its impact to mixing and turbulence, especially on the disruption of the
near surface molecular layers of heat and momentum.

The results are from laboratory experiments performed at the air-sea interac-
tion lab at University of Delaware in Lewes DE. In this experiment, we used surface
infrared imagery and subsurface Particle Image Velocitmetry techniques. We saw that
the evolution of from organized small scale LC to LT is very rapid leading to intense
surface mixing whereby momentum initially transferred to the surface through viscos-
ity efficiently mixes the near surface layers. Subsurface turbulence measurements are

presented in the context of scalar (gas) flux through the air-water interface.

Xlil



Chapter 1

INTRODUCTION

1.1 Short introduction to the phenomena

The atmosphere and the ocean are a coupled system. They constantly exchange mass,
heat, momentum, and energy. The earth surface is covered with approximately 70% of
water, thus, air-sea interactions play a vital role in marine environmental and atmo-
spheric systems. All these interactions between the atmosphere and the ocean shape
our weather and global climate change. For example, the energy from the wind blowing
over the surface of the ocean produces waves and currents and small-scale near-surface
turbulence which can potentially affect the surface heat fluxes (Veron et al., 2011).

Wave breaking and other wave-related phenomena play a highly vital role in air-
sea interactions. They enhance air-sea fluxes of heat, mass, and momentum through
the generation of turbulence and entrainment of air (Melville, 1996). Breaking, as a
strongly nonlinear process, is playing a series of related roles in air-sea interaction.
Breaking is the source of vorticity and turbulence, some of which is used for turbulent
mixing and dissipating surface-wave energy. Finally, it enhances gas and heat transfer
via surface turbulence and bubble.

From Figure 1.1, at the surface of wind-driven oceans or lakes, one can often
observe long streaks or windrows approximately aligned with the wind direction. Those
signs are streaks of floating material or bubbles that collect on the water surface.

Those are meter-scale (large-scale) Langmuir circulations. In 1938, Irving Lang-
muir observed the phenomena and demonstrated that those streaks were associated
with subsurface longitudinal counter-rotating vortices in a lake (Langmuir, 1938). This

phenomenon now bears his name.



Figure 1.1: Windrows comprised mainly of foam from breaking waves in the lake,
Loch Ness. The surface convergence regions were marked as the Langmuir Circulation
(Thorpe, 2004).

Figure 1.2 shows the bands comprised of the toxic algae in the German Bight
of the North Sea in August 1988, which indicates that the bands of the bubbles or
buoyant algae may form the downwelling flow as well.

There are different scales of Langmuir Circulations. From what we usually see
in the field, the windrows can be 2m to 300m, while there is some small-scale LC with
large-scale LC, the small-scale ones are usually smaller than O(1)m.

Langmuir (1938) stated:

“Quantitative measurements of the streak spacings are difficult because between
the well defined streaks there are numerous smaller and less well-defined steaks. Just
as large waves have smaller waves upon them, it appears that surfaces of large vortices
contain smaller and shallower vortices.”

In this statement, the small-scale, transient, Langmuir circulations (which is
usually under O(1)m) do exist. However, because of the technology limit, scientists
usually observed large-scale Langmuir Circulations.

Since Langmuirs observation in 1938, numerous other observations using novel



Figure 1.2: subsurface bands of toxis algae in German Bight of the North Sea in August,
1988. The bands were a few meters apart.(Thorpe, 2004)



techniques have been made. Weller et al. (1985) and Weller and Price (1988) used
several different instruments, such as vertical profilers, vector measuring current meters,
and sonars deployed from (R/P FLIP) to observe LCs. They showed three-dimensional
flow within the mixed layers and the existence of strong Langmuir cells. They observed
the surface convergence lines extending up to 2 km in length, with cross-wind scales,
ranging from 120 to 180 m.

Smith (1992) described acoustic Doppler velocity measurements off the Cali-
fornia coast and showed the growth of Langmuir circulations. He also indicated that
the ratio of spacing and depth of Langmuir circulation cells is accelerating as the LC
develops.

LC now is regarded as a vital turbulent process in producing and maintaining
the uniform surface mixed layer. It also plays a crucial role in driving dispersion and

producing and maintaining the uniform surface mixed layer (Thorpe, 2004).

1.2 Theory

Figure 1.3 indicates the pattern of mean flow in idealized Langmuir Circulation.
The windrows are along the same directions as the wind, and may be 2 m to 300 m
apart. The cell of Langmuir Circulation is roughly square. In the field the flow is
turbulent. Bands of bubbles or buoyant algae may form within the downwelling flow.

A number of mechanisms and ideas were proposed since Langmuir first reported
his observations in 1938. However nowadays, it is accepted that oceanic scales Lang-
muir circulations result from the interaction of the Stokes drifts generated by the waves
with the near surface shear currents. Craik (1977) and Leibovich (1977) first identi-
fied this mechanism and summarized it in what is now known as the Craik-Leibovich
(CLII) framework.

In short, when the wind blows in a fixed direction over an unlimited horizontal
extent and depth of water, the development of a surface wave field with unidirectional

Stokes drift aligned with the wind.
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Figure 1.3: Sketch showing the pattern of mean flow in idealized Langmuir Circulation
in field (Thorpe, 2004).

Under Boussinesq approximation and the assumption of constant eddy diffusiv-
ities of momentum (y7) and heat (ar ), Craik-Leibovich equations are
Ju

E—l—u'Vu:—Vﬂ—l—usxqu—i—ﬁgG—i—fyTVQu (1.1)

0 is the temperature perturbation, 5 is the coefficient of thermal expansion, u is the
mean velocity vector in the currents, 7 is modified pressure term. (g6 is the buoyancy
term and 7 V?2u is the stress term.

Equation 1.1 only altered by the appearance of an apparent “vortex force”, that

is

f=us xw (1.2)

w is the mean vorticity, so the second term in the right hand side of equation 1.1 is
vortex force. ug is along the wave direction (x direction) and is horizontal, but decays in
depth. Physically, vertical gradient of Stokes drift tilts existing vertical vortex lines. So
the streamwise vorticity is in vertical direction (z direction). Consequently, horizontal
vortex force f = u, X w is in y direction, variations of the vortex force create a torque
to overturn the water. And depending on the upward vertical direction and downward

direction, there will be convergence zone and divergence zone. The white streaks which
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Figure 1.4: Sketch illustrating the CLII theory by Leibovich (1983)

we usually see on the surface of the ocean are the lines of surface convergence, and
vertical motion takes place below the white streaks (Leibovich, 1983).

Langmuir circulation thus appear as an instability resulting from the interactions
between the Stokes drift generated by surface waves and vorticity. The theory requires
no coherent surface-wave structure.

Figure 1.4 indicates how the CLII theory evolves. It requires no coherent surface-
wave structure. The stokes drift is in x direction and decays in depth, vorticity is in
vertical direction as z direction so the vortex force is in y direction. Figure 1.4 describes
how the divergence zone are formed because of the variations of the vortex force.

From Equation 1.1 and 1.2 above, an non-dimensional number, dubbed the

Langmuir number, naturally appears:

La = (/K2 Joa®u?)'/? (1.3)

La is the Langmuir number. In this equation, w, is the friction velocity, o is the surface

waves with characteristic frequency, a is the wave amplitude.



Langmuir number us a non-unit number which can also be reviewed as an inverse
Reynolds number (Leibovich, 1983). It expresses a balance between the rate of diffusion

and the rate of production of streamwise vorticity from the vortex stretching caused

by the Stokes drift.

1.3 Small scale Langmuir Circulations

In recent years, the global climate change and the growing pollution in atmosphere
and oceans have drawn the attention to small-scale transfer processes at the air/water
interface (Schimpf et al., 1999).

The air-sea heat fluxes are mainly through the molecular, diffusive sublayer at
the ocean surface. Seeing figure 1.5 from left to right, the thickness of momentum
viscous layer is on the order of 1-2 mm, that of the thermal boundary layer is on the
order of 1 mm, while the thickness of the gas (concentration) diffusion layer is about
one-fourth that of the cool skin layer (Doney, 1995). Here, Ug, Ts, and Cg are the

velocity, temperature, and concentration at the surface.

Us Ts Cs

03

Figure 1.5: A conceptual sketch of the molecular layers for momentum, temperature

and gas concentration (COs)

As shown in Figure 1.5, the gas concentration layer is embedded within the

thermal boundary layer, the thermal and gas concentration sublayer is embedded within



time=29.78s
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X

Figure 1.6: Small-scale Langmuir Circulations cut of current lab work at time 29.78
s after the wind started to blow the quiescent water. z is the depth and x is the
across-wind direction water width.

the viscous sublayer in the uppermost mixed layers of the ocean. Consequently, the
air-sea heat exchange rate is dependent on the surface kinematics and dynamics.

Small-scale Langmuir circulations are expected to influence the structure of
the near-surface kinematics (and the near surface molecular layers), thus potentially
influencing the ocean-atmosphere fluxes of heat and gas.

Indeed, Melville et al. (1998) and Veron et al. (1999), small-scale LC led to a
rapid mixing of the surface layer. As a result, Veron and Melville (2001) showed that
LCs provide a rapid and efficient way of disrupting the surface thermal boundary layer.

Small-scale LC is mainly understood as centimeter-scale (O(1 — 10) cm) Lang-
muir circulations. They are difficult to observe in the field and that’s the reason why
small-scale LC and the associated mixing and turbulence are still poorly understood

(Veron et al., 2008).



Figure 1.6 is the current laboratory work of small-scale LC in Air-sea Interaction
Laboratory in Lewes in University of Delaware. This is an across-wind direction sub-
surface Particle Image Velocimetry (PIV) image. The z axis is the depth of the water.
0 means the water surface. The optical LC was the dye in the surface of the water, we
will talk about the PIV method in Chapter 2.

However, small-scale LC has a tight relation with the rapid development of the
surface gravity-capillary waves; the small-scale LC supports the transition from lami-
nar to turbulent surface flow as well as being quick to appear with the gustiness in the
wind field. Therefore, those small-scale LCs can provide intense and prompt turbu-
lent bursts at the surface which may dominate the average surface renewal processes.
Besides, the intermittent nature of small-scale Langmuir circulations has a key impact
on the sublayers of the ocean in long-term behavior, especially under low wind speed
circumstances (Veron et al., 2008).

Overall, very few observations and simulation of small-scale LC exists. Kenney
(1993), observed small-scale LC as coherent bands of algae in a surface shear layer.

In 1998, Melville et al. (1998) and co-workers set up laboratory experiments
on the generation and evolution of small scale Langmuir circulations. The Langmuir
circulations appear as an instability in the wind-driven surface shear layer driven by
the accelerating wind. They also found that the Langmuir circulations led to a quick
and fast turbulent transition and led to significant vertical mixing in the surface layer.
In the experiment, they observed that the size of the LC scales with the shear layer
depth.

In 2001, Veron and Melville (2001) did quantitative laboratory and field mea-
surements on the stability of wind-driven water surfaces. They showed that the insta-
bility of the surface shear flow to LCs, and the following rapid transition to turbulence
are considered to be a vital and important transition to the transfer of momentum,
heat and gas across water surface at low wind speeds. The inception of small-scale
Langmuir circulations leads to 70% increase in gas transfer.

In 2008, Veron et al. (2008) did field experiments conducted from R/PFLIP



moored nearly 150 miles off the coast of southern California. They observed breaking
waves generate turbulence along with small-scale Langmuir circulations and coherent
structure using infrared cameras and PIV techniques, and they presented evidence of
the existence of small-scale (submeter-scale) Langmuir circulations.

Their observations show the existence of small-scale, transient Langmuir circu-
lations in field and laboratory as well. The aim of this project is to understand the

impact of small-scale LC on transfer heat and gas transfer at an air-water interface.

10



Chapter 2

EXPERIMENTAL SETUP

The aim of this thesis is to perform laboratory experiments on the generation of small

scale LC and subsequent Langmuir turbulence.

2.1 Experiment Techniques

CaI‘nerg,

—

/ D
,

W

/ .

R

N\

NN

N

Figure 2.1: Experiments setup in different direction, the panel on the left showing the

along-wind direction while the panel on the right showing the cross-wind direction

The experiments were performed in the large wind-wave-current facility at the air-
sea interaction laboratory of University of Delaware on the Lewes campus. The main
facility of the air-sea interaction laboratory is a 42-meter long, 1-meter wide and 1.30-
meter high wind-wave-current tank. We used the tank with the recirculating wind
tunnel.

There are roughly 10 to 15 experiment techniques were used in the laboratory
work. From Figure 2.1, we used four wave gauges to measure the wave height of the

waves.

11



There are 2 lasers and 2 cameras. One laser is used for PIV and one camera is
used for PIV. The other laser/camera pair is used for the LIF to detect the position of
the surface.

In the water, we had some particles, which were very small and had no influ-
ence on the experiments. We used 10vm particles coated with 22% silver (density =
1.4g/cm?) to have a better visibility on PIV images. In addition, rhodamine 6g was
added to the water and used to detect the surface for the PIV computation. Dye was
also put into the surface of the water, and was used to see how the LC evolved.

Besides the PIV cameras, an infrared camera was also used in these experiments.
It was at the top of the tank, looking at the water surface, and measuring the surface
temperature. The infrared imaging was used in two different modes: active and pas-
sive IR measurements were made. Passive IR simply consists of detecting the surface
temperature with the cameras while active IR makes use of a CO, laser to actively lay
down heat markers. The heat markers will be used as Lagrangian surface markers and
their rate of heat decay will also serve as a proxy for interfacial heat flux.

The right panel of Figure 2.1 shows the instrumentation setup for measurements

in the crosswind plane.
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Figure 2.2: A closer look at the PIV cameras layout

In all cases, PIV images were acquired at 14.4 Hz giving 7.2 velocity maps per
second. Heat markers were laid down at 0.48 Hz. The IR camera frame rate was 43.2
Hz. All cameras and lasers were synchronized. Finally, 4 different wind speed and
accelerations were studied. For each experimental setup, several repeats for performed
in order to collect relevant statistics.

We used one PIV camera, one LIF camera and one infrared camera to detect
the water surface as well as the water under the surface.

The Table 2.1 and Table 2.2 are the tables of two sets experiments, the size of

the camera lens, and its area size of the water.
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Camera Lens(mm) Area Size (cm X cm)
Underwater PIV camera 85.00 13.88 x 13.88
PIV surface camera 50.00 23.65 x 23.65
IR camera 50.00 24.57 x 24.57

Table 2.1: A summary of all imagery properties in transverse direction.

Methods Lens(mm) Size (cm X cm)

Underwater PIV camera 85.00 11.59 x 11.59

PIV surface cameras 50.00 20.00 x 20.00

IR cameras 50.00 24.57 x 24.57

Table 2.2: A summary of all imagery properties in longitudinal direction.

In these four different cases, we have different final wind speed as well as different
wind acceleration.

See the Table 2.3, there are four cases with different wind acceleration and final
wind speed in each set. Each case has been repeated three times. Figure 2.3 indicates
the difference of four cases by visualization. The four cases all started at ¢ = 0s as
when the wind started. However, in order to be able to capture the inception of the

LC, the beginning of the recording time was different.
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Figure 2.3: Four cases with different wind speed and acceleration.

Cases Recording time(s) Wind Acceleration(m/s*) Final Wind Speed(m/s)
1 12.00 0.2453 10.20
2 18.00 0.1917 10.15
3 28.00 0.1427 10.13
4 43.00 0.0792 5.56

Table 2.3: Summary of the wind data for the four cases.

2.2 Methods

In this project, we collected the main data sets using three techniques, high resolution
digital imaging techniques PIV (Particle Image Velocimetry), infrared imaging tech-
niques TMV (Thermal Marking Velocimetry), and CFT (Controlled Flux Technique).
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2.2.1 Particle Image Velocimetry
Particle image velocimetry is an optical method of flow visualization to obtain instan-

taneous velocity measurement.
Light sheet opti Mirror
g ptics =
3 .

Light sheet

i [lluminated
s\ particles

Flow with,
tracer particless

« First light pulse at t
o Second light pulse at ¢

] Imaging optics

Image plane

Figure 2.4: Experimental arrangement for particle image velocimetry (Raffel et al.,

2013).

PIV is based on pictures of tracers illuminated by a laser light sheet. The
experimental setup of a PIV system typically consists of several subsystems. In most
applications tracer particles have to be added to the flow. Those particles are small
enough, and with properties similar and match to the fluid, such that the particles are
assumed to follow the flow accurately without overly disturbing the flow. Ideal particles
have the same density as the fluid. By taking a rapid series of pictures illuminated by
the laser light, the displacements of particles can then be used to obtain velocity maps
of the fluid.

The tracer particles are usually be of the order of 10 to 100 micrometers.

Figure 2.4 briefly sketches a typical setup for PIV recording in a wind tunnel.
Small tracer are added to the flow. A plane (light sheet) within the flow is illuminated

twice by means of a laser (the time delay between pulses depends on the mean flow
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velocity and the magnification of imaging). The light scattered by the tracer particles is
recorded through a high quality lens either on a single frame (e.g. on a high-resolution
digital or film camera) or on two separate frames.

The Figure 2.5 indicates in a very short period of time, usually smaller than
100vs, we tracked the particles so that in a specific area, we can use cross correlation
method to analyze the data. The PIV program uses 2D cross-correlations between
images at times t and t+At to determine displacement between two pictures. In each
frame, sub-images are chosen (samples in Figure 2.5), cross correlations between the
two samples give the most likely particle displacement during the At time interval. For
each pair of images, one velocity vector is estimated by finding the maximum of the
cross-correlation.

The operation is repeated for samples or sub-windows covering the whole image
footprint. PIV is performed in three different configurations: with the final 2D velocity
map oriented in a vertical longitudinal plane, vertical transverse plane and horizontal

plane.
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Figure 2.5: Conceptual arrangement of frame-to-frame image sampling associated with

double frame/single exposure Particle Image Velocimetry (Raffel et al., 2013).

2.2.2 Thermal Marking Velocimetry

Thermal Marking Velocimetry (TMV) is an active infrared thermal imaging technique,
which was first developed by Veron and Melville (2001) and subsequently used in many
projets like Veron et al. (2008) and Savelyev et al. (2013).

The basic premise of Thermal Marking Velocimetry is to use active infrared
heated spots on the water surface to track, visualize and quantify the surface flow.
Those spots are used as passive Lagrangian markers (Veron et al., 2008). It is similar,
in principle, to particle image velocimetry (PIV) but is Lagrangian in nature (Raffel
et al., 2013). The added benefit of the TMV method is that the temperature, and
temperature decay rates of the heat marker can also be used to estimate the surface
heat flux.

In the project, the laser marker is programmed to lay down complete patterns
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of 16 heat spots at a 0.48 Hz repetition rate yielding 28.8 complete patterns every
minute. At very low wind speeds, spots can remain visible and detectable by the
infrared camera for 2 seconds. The displacement of heat spots between consecutive
image pairs gives an accurate measurement of the average Lagrangian water surface
velocity and its spatial and temporal derivatives. Each spot is tracked individually

until it leaves the field or decay to the background temperature.

4.0 8.0 12.0 16.0 20.0 24.0

Figure 2.6: An example of a surface temperature image when active heat dots are

visible using TMV, the wind is going from left to right in these infrared images.

Figure 2.6 is an example of the surface temperature, the grayscale represents
the temperature where black is cold and white is warm. The highlighted spot in the
figure indicates the spot that is tracked individually. In Figure 2.6, the 16 spots are
tracked individually to obtain the averaged velocity of the water surface by TMV.
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2.2.3 Controlled Flux Techniques

The Controlled Flux Technique (CFT) was first put forward by Jain (1989) in 1989
and further refined by his group. Since then, CFT was applied and developed in many
other studies like Veron and Melville (2001), Zappa et al. (2001), Asher et al. (2004),
etc. Scientists can use a high-resolution thermal imager (in the project we used infrared
cameras) to track the thermal marker on the water surface as well as its temperature
evolution.

The principle of CFT is to use a thermal marker on the water surface and apply
the high-resolution thermal imager to track the temperature time evolution by the
thermal marker (it is the C'O laser in the project).

Directly beneath the surface is a thin viscous sublayer. There is an analogous
thermal sublayer within the viscous sublayer which is because of the difference between
kinematic viscosity and thermal diffusivity is around one order of magnitude. At
the air-sea interface, the thermal sublayer is usually O(0.01 — 1) mm. The surface
temperature (skin temperature), Ty, is usually a few tenths of a degree cooler than
the temperature beneath the surface Tyyupspin (subskin sea surface temperature).

The diffusion equation at the temperature spot is

OAT (x,y, 2, 1)
ot

r denotes the diffusion coefficient for heat in water, AT (z,y,z2,t) = T(z,y,z,t) —

= K7 (AT(r,,2, 1) — +AT(2,5,21) 2.1)

Toupskin as the temperature difference is the surface temperature to subtract a constant
subskin temperature. t, is the mean surface renewal time and we have the surface

renewal rate as decay rate:

A=t (2.2)

The initial temperature distribution generated by C'O, laser satisfies Gaussian
equation, we have AT(x,y,z,0) = Toe~@*+v)/7e2*/h* where o is the size of the heat

spot and the center of the spot is regarded at (x,y) = (0,0).
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With T'(z,t) = [[ T(x,y, z,t)dzdy, as a result, equation 2.1 can be reduced to

OAT (z,t)  *AT(z,t) 1
5 =Ry~ EAT(z,t) (2.3)

For Equation 2.3, we have a simple solution for the spot temperature at the

water surface can be obtained:

T(07 t) = TO eit/t* + Tsubskin (24)

h
Vh? + 4kt

According to Equation 2.4, the decay rate t, can be obtained from the observed
decay (rate) of the spot temperature.

Once the decay rate is obtained, combined with Danckwerts’s equation of surface-
age distribution function as well as Veron et al. (2011)’s extended the equation into

heat problem,

__Jn

Equation 2.5 indicates the relationship of the renewal rate and the heat transfer

velocity kg, where k is the molecular diffusivity of heat.
Veron et al. (2011) assumed a Fickian diffusion law to relate the mean surface

temperature difference AT, with the mean net flux of heat Q.

Q| = ki1puCy| AT (2.6)

pw is the water density, C), is the specific heat capacity of water, and AT, is the
mean temperature difference across the thermal diffusive layer, that is, the temperature
difference between the subskin and skin. The overbars mean the averaged value.

In short, the Fickian diffusion law shows the relationship between the heat flux
and the temperature gradient.

In order to get renewal rate A, we know that, since the surface renewal is mainly
caused by the turbulent eddies. Direct measurements of the renewal /decay rates usually

require active infrared methods. For measurement, infrared remote sensing is the best
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way up to date. We used infrared cameras to track the dots, which are the spots we
used the laser to heat the surface. The dots are indicated in the Figure , the figure 3.3
indicates the temperature of the water surface and the red box emphasized the spots
heated by the laser.

Figure 2.6 also indicates the CFT method, we tracked not only the velocity of
the spots but also the temperature diffusion of the spots to obtain the heat flux.

Heat is an ideal tracer for air-sea gas transfer (Schimpf et al., 1999). The heat
transfer velocity can be calculated by Equation 2.5 and the gas transfer velocity can
be measured by

kg _ SCh n
2= 2.)

Se,
with the Schmidt number S, (heat) and S, (gas) and the Schmidt number exponent
n. n usually is a parameter between 1/2 and 2/3 depending on the friction velocity
and the mean square slope of the waves. If we use a +0.02 uncertainty for n and a
relative error of the diffusion coefficient x of 5%, the maximum absolute error of the gas
exchange rate calculated from the heat transfer is around 12%. Also, the gas transfer

and flux have been stated in Ward et al. (2004)
The large difference in the Schmidt number (7 for heat, 600 for COs).
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Chapter 3

RESULTS

The work presented in this chapter was conducted jointly with Marc Buckley
and Fabrice Veron in the Air-sea Interaction Laboratory in the University of Delaware
in Lewes. Marc Buckley and Fabrice Veron performed the experiments and the author
participated in the data analysis.

In this chapter, we describe the results of the laboratory experiments performed
at multiple wind speeds and accelerations. In most of this chapter, the case with the
highest wind acceleration and speed will be shown for illustration purpose but all data

were analyzed. Summary tables and figure are presented when appropriate.
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3.1 Waves and Winds
3.1.1 Winds and wave height

12 . .

—casel
——case2

wind speed (m/s)

0 50 100 150 200 250 300
time (s)

Figure 3.1: Time series of the wind speed for the four cases. Also shown are the four
recording time for the Infrared Cameras and PIV cameras. The wind speed before it

reaches to the final highest speed matches the equation 3.1 for each case.

In these experiments, the wind is started from rest over a quiescent water surface.
Several wind speed/acceleration combinations are studied. Figure 3.1 are the time
series of the wind speed of the four cases studied here. We also show the data acquisition
time (60 s for each case) for the Infrared cameras and PIV cameras. The infrared
and PIV cameras started to acquire data at different time depending on experimental
conditions in order to capture the formation of the LC. Start times were t = 12s for
the first case, t = 18s for the second case, t = 28s for the third case, and ¢t = 43s
corresponds to the final case. Each case lasts 60 s for image recording.

For the first three cases, we have the same final wind speed of approximately

10.20m/s and different wind acceleration, while the fourth case is with lowest final
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Figure 3.2: Wave height rms for the four cases.

wind speed of 5.56m/s, and lowest acceleration. Since the evolution time of LC is
before the wind speed reaches its final speed, we can ignore the influence of final wind
speed and only focus on the influence of wind acceleration.

We set t = 0s as the time when the wind starts to blow over the water. In the
four cases, before it reaches the final highest speed, the wind speed follows a linear

relationship with a constant acceleration.

v = 0.25¢;
v = 0.19¢;
(3.1)
v = 0.14¢;
v = 0.08¢;

v is the wind speed (m/s), t is the time (s).
Figure 3.2 shows the root mean square of wave height for each case. The wave
gauge recorded 60 seconds for each case, according to the highlighted time for in Figure

3.1.
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Figure 3.3: Time series of the wind speed for the four cases. Black dots indicate the
evolution time of LC for each case
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Figure 3.4: (a) is the wave spectrogram of surface displacement recorded by the wire
wave gauge for a final wind speed of 10.2m/s for Case 1. (b) is the time evolution of
the peak frequency. (c) is the the peak energy density.

Figure 3.3 is the comparison of rms wave height and wind speed. The black
dots marked here are the time when we observed the LC inception as t = 29s, t = 37s,

t = 46s, and t = 60s.

3.1.2 Wave spectrum

Figure 3.4 is the wave spectrum, peak frequency, and peak energy density of
Case 1. Figure 3.4(a) is the wave spectrum of surface displacement recorded by the
wire wave gauge for a final wind speed of 10.2m/s and acceleration of 0.25m/s? of Case
1. Figure 3.4(b) is the time evolution of the peak frequency. Figure 3.4(c) is the the
peak energy density. Figure 3.4 shows the time we first detected the waves and their
evolution.

The wave spectrogram in Figure 3.4 was calculated using a 4 seconds window.
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The first detectable waves appear at around 28.5s with the frequency of 7.9 Hz, and
shortly after, the LC appears. Different cases will be summarized in Table 3.1.

3.1.3 Initial scales of winds and waves
As seen in the previous section, both the wind and waves grow with time. Table
3.1 indicates the different statistical parameters of winds and waves for each case and
the initial wave parameters for the first detectable waves as time t,,, phase speed c,,
rms,,, wind speed v,,, frequency f,,, wavelength \,, wave number k,,.
The dispersion relationship of linear capillary-gravity surface-wave (Pijush K. Kundu,

2012) is

ok?
w=4/k(g+ 7) tanh(kH) (3.2)
so the phase velocity is
c= (g—i-a—ktanhk:H (3.3)
=Gt )

where tanh(2mH/\) &~ 1 has been applied.

3.2 Surface Thermography—-Passive Infrared Imaging
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The infrared camera was used to measure the surface temperature of the skin
layer. Surface thermography was used in two modes: passive where the surface tem-
perature patterns were used to image the LC and their evolution, and active where a

CO2 Laser was used to lay down Lagrangian heat markers.

3.2.1 Flow Visualization
There are four stages in the development of the surface flow and the LC when both

wind and water start from rest.

1. The wind accelerates the surface also starts to accelerate under the effect of the
wind shear stress.

2. Wind waves are formed.
3. LC appears and starts the transition to turbulence.

4. Flow evolves to fully developed turbulence.
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Figure 3.5: Evolution of the temperature surface flow of the Case 1 — the four stages
mentioned in the section. The four figures show the time evolution of the surface flow
of the four stages. x is the direction of the flow while y is the cross-wind direction.

The temperature is given by the colorbar.

Figure 3.5 is a series of temperature image of the water surface. According to
the four flow stages, we set t=0 s as the time when wind starts. We identified t=22.00
s, 28.50 s, 29.99 s, 38.00 s as the times when the flow was in different flow stage:

At t=22.00 s, the wind was blowing over the water surface, and the water surface
started to accelerate because of the wind shear stress. The water surface was moving
downstream as some momentum from the wind was transferred to the water surface

layers. A subsurface laminar shear layer developed.
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At t=28.50 s, from the wave gauge as well as the infrared cameras, the waves just were
formed.

At £=29.99 s, the LC was just about form and upwelling (warm water from below the
cool skin) was clearly visible on the image. Shortly after, the LC were clearly apparent
on the IR images. The flow then started the transition to turbulence.

At t=38.00 s, the flow was fully turbulent and longer waves had developed. The
temperature of the surface is slightly higher now that the turbulence has essentially
destroyed the cool skin (the molecular thermal layer).

At the early stage of the flow. Viscous diffusion is playing an important role, it
transfers the momentum to depth and a laminar boundary layer develops. Figure 3.6
shows the evolution of the flow and the LCs inception in case 1.

Figure 3.6 is a 2.5 seconds time series of flow visualization showing the evolution
and development of the centimeter scale LC at final wind 10.2 m/s and acceleration
0.25 m/s?. The LC started at around 29 s and was developed since then and turned

into full turbulence after 31 s.
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Figure 3.6: Infrared images showing the development and evolution of LC imaged by
the surface temperature as a function of time for Case 1. Images sizes are 24.7 cmXx
24.7 cm. The wind is blowing from left to right. Time shown since the inception of the
wind are from 28.5-31s from the start of the wind, in 0.5s increments. The temperature

is given by the colorbar.
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Figure 3.6 is an example of Case 1 showing how the surface flow and LC de-
veloped and evolved. The four cases studied here show a similar evolution of the
development of the LC, with however, time and length scale differences. Figure 3.7 for
example shows the LC (surface temperature images) at the same stage of the devel-
opment of the LC. See for example the difference in length scales between case 3 and
4.

Table 3.2 summarizes the time and length scale of the inception of the LC for

the four cases.

time=29.82(s), case1 time=39.06(s), case2

120 120
O o

40 80 120 160 200 240 40 80 120 160 200 240
X (cm) X (cm)
time=47.44(s), case3 time=62.21(s), case4

E 120 120
&} O

40 80 120 160 200 240 40 80 120 160 200 240
x (cm) X (cm)

Figure 3.7: The surface temperature field showing the LC for the four cases.
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Table 3.2: Summary of the time and length scale of the inception of the LC.

Case LC inception time Time length of LC Row spacing Wind speed v wave height rms ¢ wave number k¢

(s) (5) (cm) (m/s) (x10~"m) (m™)

|1 28.48 2.36 4.32 7.15 5.42 136.89 \
| 2 36.77 3.53 4.72 6.45 5.36 135.05 |
| 3 45.30 2.50 4.86 5.77 4.38 96.56 |
| 4 60.42 3.09 5.83 4.65 6.89 56.12 \

3.2.2 Statistics of the Flow

3.2.2.1 Temperature Standard Deviation

Temperature Standard Deviation of the Four Cases

0.02 ‘ . .
- —case1
80.018— ——case2 |
c —case3
= cased
8 0.016+
2
0
T 0.014F 8
[0
ge]
-
£0.012+- .
/2]
o
g 0.01+ :
Q
Q.
g 0.008F 1
0006 | 1 | 1 |
0 20 40 60 80 100 120

time (s)

Figure 3.8: Normalized standard deviation of the highpass temperature, « , for the

four cases. The red dots in the figure are the LC inception time.

In order to minimize some of the noise inherent in the IR measurements, here,
we have highpassed the temperature measurements.
The standard deviation of the high-pass temperature is noted o. The black dots

in Figure 3.8 are the time inception of LC.
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From Figure 3.8, we can see that the inception of the LC, marked with a red dot,
coincides with a rapid and sudden increase of a. Also, the maximum alpha increases
with increasing acceleration of the flow.

After the LC has transitioned to fully developed turbulence, o returns to a value
close to that before the inception of the LC. We suggest here that o could serve as a
good indicator of the LC transition and relative intensity of the inception of the LC.

Besides, the time length scale of LC (defined as the time between the inception
and the time at which the flow becomes turbulent) is longer with smaller wind acceler-
ation. For example, the LC appear relatively stable for up to 8 seconds in Case 1, and
the transition to full developed turbulent occurs only 4 seconds after the inception of
the LC in Case 4.

Table 3.3 is the summary of the statistical parameters of the surface temperature
related to the normalized highpass temperature standard deviation. We measured the
highest temperature standard deviation, the temperature standard deviation before
and after LC inception, and its ratio to the highest standard deviation, the time period
between the LC inception to the time when the flow becomes turbulent.

Besides, the ratio of the highest a (at the LC inception time) to the a before
LC and after LC can also be an indicator of the development and evolution of LC. The
ratios of Case 4 are the smallest among the four cases. We assumed that it was not
only because of the wind acceleration but also the final wind speed.

The time period between the LC inception and the flow becomes fully turbulent
in Table 3.3 matched the time period what we observed the LC in Table 3.1.

As a conclusion, the temperature standard deviation as « helps give us a better
idea on the time scale length and the development and evolution of the LC. It also
appears that the acceleration, rather the speed per say, plays an important role in

determining the time and length scales associated with the inception and development

of the LC.
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Time Series of highpass temperature

20 30 40 50 60 70
Times(s)

Figure 3.9: Time series of a cross-wind cut of the highpass temperature. The band at
top and bottom of the figure is noise introduced by the camera lens.
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3.2.2.2 Time Series of Mean Temperature

Time series of highpass temperature case1 Time series of highpass temperature case2

26 27 28 29 30 31 35 36 37 38
Times(s) Times(s)
Time series of highpass temperature case3 Time series of highpass temperature case4

-5

y(cm)

43 44 45 46 47 48 49 50 58 59 60 61 62 63 64
Times(s) Times(s)
Figure 3.10: The time series of the mean temperature in the cross-wind cut with a

8-second time between before LC inception and turbulence of the four cases.

Figure 3.9 is the time series of a cross-wind highpass temperature cut. The time
at which the instability is first observed as well as the length scale of the LC can be
seen on Figure 3.9. It is apparent that the LC provides the transition to turbulence.
Figure 3.10 is the time series of the mean temperature in cross-wind cut of the four

cases. The row spacing in each case has been discussed in Table 3.3.
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Figure 3.11: Three dimensional representation of the surface temperature. The hori-
zontal images are the figure 3.6. The vertical image shows a highpassed temperature
cross-wind cut though the surface images with time as figure 3.12. The colorbar in the
left-hand side is the colorbar for the vertical image while the colorbar in the right-hand

side is the colorbar for the horizontal images.

Figure 3.11 shows the three-dimensional representation of the surface tempera-
ture where x is the along-wind direction y is the cross-wind direction, and the vertical
axis is the time. The time period of Figure 3.11 shows the four stages of the flow and
how the LC develops during the time. From Figure 3.11, the LC scales grow from small

to big, the row spacing between two rows also grows with the LC.

3.3 Surface Thermography—Active Infrared Imaging

In addition to the passive infrared temperature images of the water surface, the active

infrared methods were also used in our experiments.
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3.3.1 Velocity-Momentum Boundary Layer

We also performed experiments where we used a CO, laser to actively lay down
heat markers on the surface with a pattern of 16 heat spots marked in the cross-wind
direction. Complete patterns are laid down with a frequency of 1.8 Hz. These heat
markers were used as Lagrangian surface markers and were detected with the infrared
camera.

The heat spots have no influence on the dynamics at the interface. From the
wavelength of the CO, laser, we anticipate that the heat penetrated only approximately
10-100 pm, thus, the heat markers are considered to be Lagrangian markers at the
interface. Each spot is approximately 1.4 cm in diameter initially. We tracked the first

8 spots to retrieve the Lagrangian velocity and displacement of the interface.

time=43.16s of Case 4

0 :
8.0 '
16.0
24.0 _
0 8.0 16.0 24.0
x(cm)

Figure 3.12: Heat spots example of a surface temperature image where active heat dots
are visible.

y(cm)

Figure 3.12 is an example of Case 4 showing the surface temperature at time=43.16
s. The wind was along the x direction and the gray scale indicates the surface temper-

ature in the area. The red area indicates the location of the one of the heat markers
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laid down by the laser.

Surface Velocity of the Four Cases
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Figure 3.13: The surface velocity for the four cases. Different colors indicate different
cases. Only 30 seconds of data around the inception of the LC are shown here. The
red dots in the figure are the LC inception time.

Figure 3.13 shows the surface velocity for the four cases in the first twenty-eight
seconds of the recording. The flow became turbulent after LC inception so that it’s
difficult to track the markers velocity in a way that is representative of the mean surface
speed. The red dots in Figure 3.13 are the time when LC appear. From Figure 3.13,
the LC inception time matches the maximum surface velocity. After the inception of
the LC, the surface velocity diminishes. This is a result of the LC which efficiently mix
the momentum that was initially imparted to the surface laminar boundary layer.

Meanwhile, the velocity for each case also exemplify the four stages of the flow.
The surface accelerated; reaches maximum velocity when the LC appear; the LC trans-
fer surface momentum to depth reducing the surface velocity; and the surface flow
becomes fully turbulent. Here, after the flow has become turbulent. the interface

appears to continue to accelerate somewhat, perhaps under the influence of the wind
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stress which continues to increase. Table 3.4 summarizes the results of the surface

velocity for the four cases.

Table 3.4: Summary of Surface Velocity of the Four Cases.

c Max Velocity Velocity acceleration before LC Time of instability
T (e (cm/s) )
1 15.59 1.34 28.96
2 16.97 1.20 37.44
3 16.00 0.82 45.22
4 15.19 0.58 60.22

In addition to the surface parameters provided by the momentum and thermal
data, the wave gauge provided the surface-wave parameters at the inception of the LC.

Table 3.5 summarizes the results.

Table 3.5: Measured surface wave parameters at the inception of the LC of the four

cases.
Wavelength A\,  Frequency frc Wave number k- Phase velocity cr¢
T () (12) () (cm/s)
1 2.28 10.33 87.55 23.59
2 3.42 7.56 183.72 25.82
3 2.88 8.56 218.17 24.66
4 3.00 8.31 209.44 24.89

3.3.2 Thermal Boundary Layer
By tracking the dots, not only can we get the surface velocity but also we can

retrieve the temperature decay rate. The decay rate is proportional to the heat flux,
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this will discuss it in details in next chapter.

Decay Rate of the Four Cases
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Figure 3.14: Decay rate of the heat markers for the four cases.

From Figure 3.14 and Table 3.6, we see the decay rate was clearly stable along
with the wind acceleration before LC. When LC appear, the heat spot decay rates
increase indicating that the LC enhance the heat transfer across the thermal boundary
layer.

The maximum decay rate for each case, as in Table 3.6, is decreasing with the
lower wind acceleration and speed.

Through the decay rate, we can calculate the heat transfer velocity as well as
the gas transfer velocity, which would be talked in the next chapter.

According to our findings in previous sections, combined with the surface veloc-
ity, temperature standard deviation, ratio of the maximum to mean temperature. It is
clear that the inception of the LC coincides with the laminar turbulent transition and

with an enhanced surface heat flux.
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Table 3.6: Summary of Decay Rate.

Max decay rate Max decay rate time
Case .
(s71) (5)
1 2.45 30.89
2 1.88 39.11
3 1.74 48.00
4 1.34 64.67

3.4 Subsurface Statistics Measurements

The Particle Image Velocimetry (PIV) and Laser Induced Fluorescence (LIF)
are the techniques to measure and detect the subsurface water movement.

With this setup, the data obtained with the PIV are 2D maps of 2D velocity
vectors (vertical and cross wind direction) in a vertical plane perpendicular to the

direction of the wind. (see figure 2.1 for a sketch of the setup)

3.4.1 Cross-wind Direction
3.4.1.1 LC’s evolution

Figure 3.15 is a series of the LIF images of the LC inception from 28.20 s to
31.44 s. The light gray underwater is dye that was placed on the surface and which is
entrained by the LC.

It can be seen that the LC first occur around 29 s, which is also the time where
the maximum surface velocity is observed (Table 3.4). It is concluded that the LC
inception transfer the momentum to depth. The LC clear appear as pairs of counter
rotating vorticies that bring surface water to larger depth, thereby distributing the

momentum that was originally imparted to the surface by the wind.
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Figure 3.15: The inception and evolution of LC in cross-wind direction for Case 1, the
gray scales in the figure is fluorescent dye in the water, which has no influence on the

dynamics.
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The LC evolve over a short period of time. From Figure 3.16 we can see the
LC’s inception has just started around 29 s. Then the LC become “fully formed” at
around 30 s and started to break down from the “full cells” structure shortly after at
around 31 s. Also from the infrared images in Figure 3.7, the “white streaks” which
are the most prominent and visible characteristic of LC were still visible on the surface
at around 31 s even though the “ full cell structure” of the LC may be broken down

under the water surface at that time.

3.4.1.2 Velocity in horizontal and vertical direction

The PIV data can also help us examine the structure and evolution of the LC.
Since the PIV data provided the water velocity both in horizontal and vertical direction,
the velocity can help us identify LC. Figure 3.16 shows a time series from 28.25 s to
31.44 s of the vertical velocity, while Figure 3.17 shows a time series of from the same
time period of the horizontal velocity of the fluid. Compared with Figure 3.16 it is very
clear that the LC enhance the vertical velocity. It looks like the velocity associated

with the LC first originates from the surface; then penetrates the water column.
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Figure 3.16: The inception and evolution of LC in cross-wind direction of the vertical

velocity of Case 1.
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Figure 3.17: The inception and evolution of LC in cross-wind direction of the horizontal

velocity of Case 1.
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3.4.2 Along-wind direction
In the along-wind direction, the parameters can be measured as the surface was

flat. So, we measured the velocity and the vorticity in both the along-wind direction.

3.4.2.1 LC’s evolution and horizontal velocity
Figure 3.18 is a time series of the horizontal velocity LIF data in the along-wind

direction. We can see the fluid movement under water very clearly.
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Figure 3.18: The inception and evolution of LC in along-wind direction imaged with

LIF of Case 1.
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It is concluded that from around 29 s in the Case 1 the LC started to grow
and shortly after the flow becomes turbulent. Figure 3.19 further uses the horizontal

velocity in along-wind direction to prove it as well.
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Vorticity Square Profile Averaged Vorticity Square of the Upper Layer
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Figure 3.20: The vorticity square profiles and the upper layer of the averaged kinetic
energy of Case 1.

The vertical velocity along-wind direction at LC inception time further proves

the LC starts from the surface to the depth, as well as the LC helps enhance the mixing.

3.4.2.2 Enstrophy

Besides the velocity, we also measured the vorticity square to indicate the vor-
ticity evolution and development. Figure 3.21 is an example case of the vorticity we
measured through PIV data.

Figure 3.20 shows the vorticity square profile and the averaged vorticity square
of the upper layer. The left hand side figure are the enstrophy profiles and the right
hand side figure shows the time series of the mean enstrophy (integrated in the whole
water column) as a function of time.

The enstrophy starts to grow at around 28 s with a sudden increase of the
enstrophy indicating the inception of the LC.

Figure 3.21 are the vorticity square profiles and the averaged vorticity square for
the upper layers of Case 2, 3, and 4. In all cases, the significant injection of enstrophy

in the water column coincides with the inception of the LC.
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Figure 3.21: The vorticity square profiles and the upper layer of the averaged vorticity
square of Case 2, 3, and 4.
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3.4.2.3 Velocity

Surface Velocity by Cross Correlation of the Four Cases
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Figure 3.22: Measured surface velocity by cross correlation method of the PIV data

along-wind direction.

Figure 3.22 indicates the water velocity by the cross correlation method of the
PIV data. The velocity of the Case 1, Case 2, and Case 3 is higher than than the Case
4. Table 3.8 shows the max velocity, time of instability, the velocity acceleration before

the LC inception of the surface velocity.
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Table 3.7: Summary of surface velocity by cross correlation method of the four cases

Time of instability Max Velocity Velocity acceleration before LC
e ) (/) (em/s?)
1 29.78+ 0.96 16.92+ 1.31 1.27
2 37.44+ 0.32 17.99+ 0.27 1.10
3 45.78+ 0.32 17.62+ 0.49 0.91
4 61.334+ 0.96 15.93£ 0.36 0.57

The trend of the water velocity by the cross correlation method matches the
trend of the surface velocity by TMV method. By the PIV data, we can estimate the

water velocity in along-wind and vertical direction.
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Chapter 4

DISCUSSION

4.1 Inception of Surface Waves and Langmuir Circulations

Figure 4.1 shows the comparison of the wind speed, the wave height rms, and
the peak frequency of the waves for Case 3. The red dots marked in the figure are
the LC inception time. From the figure, it is now evident that the LC appears shortly
right after the gravity waves start. Moreover, with the lower wind acceleration, the
time period of the beginning of the gravity waves and the LC inception increases.

Figure 4.2 is the peak frequency of the four cases. The red dots here are the LC
inception time. From the figure we can see that the LC inception time is always very
close to the gravity waves time, however, the larger the wind acceleration is, the closer
the time period between the gravity waves inception and LC inception is. It indicates
that the instability of the surface shear flow to LLC, which is an important transition
in the transfer of momentum, heat, and gas across the surface of nature water bodies,

and the transfer velocity varies from the wind acceleration.
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Parameters Comparison of the Case 3
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Figure 4.1: Parameters comparison showing the wind speed, the wave height rms, and
the wave peak frequency.
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Figure 4.2: Peak frequency for the four cases.
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4.2 Comparison between PIV

4.2.1 Velocity
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Figure 4.3 is the water velocity obtained from the PIV and that obtained from

TMV. The red dots in each frame indicates the LC inception time.

The velocity

calculated by the method of PIV and active infrared imagery are very similar to each

other.

Figure 4.4 is the comparison of the velocity obtained from PIV data and infrared

data for the four cases. The maximum velocity for the Case 1, 2, and 3 is slightly higher

than the maximum velocity of the Case 4.
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Surface velocity vs. Water velocity
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Figure 4.4: Comparison of velocity, vorticity and velocity by PIV method for the four
cases.

4.2.2 Other parameters

Figure 4.5 shows the comparison of the surface velocity, vorticity square (enstro-
phy), decay rate of the active heat markers, and the highpassed temperature standard
deviation of the Case 3. From Figure 4.5, we can clearly see that the vorticity square
jumps out because of the LC, and the time for the the maximum velocity is the time
for the LC inception. For the standard deviation, the time for the maximum standard
deviation is the time for the most developed LC evolution time. In this case, Figure
4.5 represents the time relationship of the LC’s inception and evolution as well as its
impact on any other parameters like velocity, decay rate of the active heat markers,

enstrophy, and temperature standard deviation.

4.3 Comparison of the momentum and heat flux.
Figure 4.6 shows the comparison of the data related to momentum, we put

the wind speed, wave height rms, surface velocity and enstrophy in the comparison.
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Parameters Comparison of Case 3
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Figure 4.5: Parameters comparison of the surface velocity, vorticity square (entrosphy),
surface temperature decay rate, and highpass temperature deviation by the infrared
and PIV data and the TMV methods.
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Comparison for Case 1
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Figure 4.6: The comparison of the momentum data of the Case 1. Different colors
means different stage of the flow.
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Comparison for Case 1
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Figure 4.7: The comparison of the thermal data of the Case 1. Different colors means
different stage of the flow.

Different colors here indicate different stages of the flow. From Figure 4.6 we can
clearly see the four stages of the flow and how the LC represents the transition to the
turbulence.

Figure 4.6 shows the comparison of the data related to thermal data, we put
the wind speed, surface velocity, highpassed temperature standard deviation and decay
rate of the Case 1 in the comparison. Different colors here indicate different stages of
the flow. From 4.7 we can clearly see that in spite of the four stages of the flow, the L.C

transfer the momentum to the depth and help transfer the heat to the air and water.

4.4 Heat and gas flux

From our previous discussion, it is very clear that LC disrupt the momentum

boundary layer and enhance the mixing of the surface layer. As a result, LC will also
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affect the surface thermal boundary layer.

As in Section 2.2.3, in the Controlled Flux Techniques section, we’ve already
talked about the heat and gas transfer velocity. Meanwhile, the heat and gas fluxes
can also be estimated by the heat and gas transfer velocity. In short, the gas flux can

be measured by estimating the heat flux.
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Figure 4.8: The heat transfer velocity of the four cases. The red dots marked in the

figure are the LC inception time for each case.

In our research, we set the Schmidt numbers for heat as 7 and the Schmidt
numbers for gas as 600. n is a parameter between 1/2 and 2/3. However, the trend of
the gas transfer velocity keeps the same as the heat transfer velocity.

Figure 4.8 shows the heat transfer velocity of the four cases. From the trend
of the heat transfer velocity, it indicates the LC helps and enhances the heat and gas

transfer velocities by a factor of 2.8 to 3.8.
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In short, for these cases presented here, a 180% increase in heat and gas transfer
velocities is measured and can be directly related to the LC inception and the subse-
quent turbulence. The rapid transition from LC to turbulence plays an important role
in the heat and gas transfer in the air-sea interactions.

Table 4.1 summaries the heat and gas transfer velocities, and the heat transfer
velocity enhancement as the ratio of the maximum heat transfer velocity to the min
heat transfer velocity at the maximum heat transfer velocity time (regarded as the

instability time).

4.5 Temperature difference

The mean temperature can be regarded as the skin temperature; and the max
temperature can be regarded as the subskin temperature. However, because of instru-
ment noise, fluctuations are present in both these signals. To remedy this, we have
taken the difference between skin and subskin temperature, which essentially removes
the instrument noise. When the wind is accelerating, the surface temperature mono-
tonically drops due to evaporative cooling. When the L.C occur and the flow becomes
unstable, AT immediately rises up due to the underlying warmer bulk fluid as warm

bulk fluid is brought to the surface.

4.6 Scaling the instabilities
4.6.1 Non-dimensional parameters

As in Appendix A, we've talked about the temperature evolution of the water
surface. In this case, up to the inception of the LC, the evolution of the surface velocity
as well as the surface temperature is monotonic. Therefore, the Reynolds number and

Rayleigh number can be estimated from the surface parameter:

Ui

14

Re (4.1)
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Figure 4.9: The difference, AT between maximum temperature and the mean temper-
ature of the four cases. Different color indicates different cases. The red dots are the
LC inception time.

Table 4.2: Summary of temperature difference, AT between maximum temperature
and the mean temperature of the four cases at the LC inception time.

| Case AT (C) |
1 01702 |
|2 01650 |
| 3 0.1084 |
|4 01215 |
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Table 4.3: Summary of Reynolds number and Raleigh number of the four cases.

‘ Case Reynolds number Raleigh number

|
! 839 20.57 |
| 2 1038 29.31 |
|3 1076 25.56 |
|4 1179 44.03 |

and

To— T, 32 aAT, 3/2

RV RV

Uy is the surface water speed, v is the kinematic viscosity, t is the time after the onset
of the wind. « is the thermal expansion coefficient, k is the thermal diffusivity of the
water, and T is the bulk temperature.

A direct comparison suggests that the results summarized in 4.3 do not match
and compare well with those of Melville et al. (1998) and Veron and Melville (2001).
For example, Veron and Melville (2001) stated that the Reynolds number is 530 =+
20. However, as in Table 4.3, the Reynolds number starts from 840 to 1180, with
a comparably larger range than the stable Reynolds number in (Veron and Melville,

2001).

4.6.2 Langmuir number
As stated in Section 1.2, Leibovich (1983) states the dimensionless parameter

Langmuir number as

La = (v3k?/oa*u?)'/? (4.3)

Equation 4.1 demonstrates the calculation of Langmuir number, a is the char-

acteristic wave amplitude, o is the characteristic frequency.
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Table 4.4: Summary of Langmuir number and the turbulent Langmuir number for the
four cases.

Case Langmuir number Inverse Langmuir number Turbulent Langmuir number

| |
|1 0.0032 312.50 0.22 |
| 2 0.0058 173.42 0.22 |
|3 0.0062 161.29 0.28 |
| 4 0.0061 164.98 0.45 |

Except for the Langmuir number by Leibovich (1977), McWilliams et al. (1997)

also defined a new parameter as “turbulent Langmuir number”

U

Lagay = (4.4)
which can also be viewed as (Thorpe, 2004)
Lagyry = (u,/2S50)"? (4.5)

u, is the stokes velocity, u, is the air friction velocity.

The turbulent Langmuir number usually values about 0.3 in the ocean. It
measures the relative influences of directly equilibrium solutions with steady, aligned
wind and waves.It can be estimated from observations.

1/2

According to u; = cka?, and o = (gk)'/?, we can retrieve the turbulent Lang-

muir number as well as the Langmuir number and Inverse Langmuir number in Table

4.4.
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Appendix A
TEMPERATURE RATIO

Figure A.1 shows the maximum temperature, the mean temperature, and the
ratio of the maximum temperature to the mean temperature for the four cases. It
shows how the maximum and mean temperature evolve and develop with the time.
We believe this to be due to instrument noise.

Figure A.1 shows the maximum temperature detected in an image (with the
marking spots removed). This corresponds to the subskin temperature. We also show
the mean image temperature, and the mean-to-max ratio.

The ratio shows a bit of a decrease before the LC as the wind picks up and
cools the thermal molecular layer. The inception of the LC mixes subskin fluid to
the surface and corresponds to a sudden increase in the temperature ratio. Once the
flow is turbulence, that ratio (i.e. the ratio between surface and subskin temperature)
becomes constant. The trend of the ratio indicates that the heat transfer velocity and
the heat flux were enhanced by the LC.

In Figure A.2, we uses different color lines to put the time series of the ratio of
the four cases together, it shows whole 60 seconds for each case. The red dots in figure
A.2 are the LC inception time. Almost the same trend as the temperature standard
deviation, the ratio of Case 4 is smaller than the first three cases and the time length
scale between the time of LC inception and the time when the flow becomes fully
turbulent is much longer.

In Table A.1, we measured and compared the ratio of the maximum to the
mean temperature before the LC inception and after LC inception. The ratio of the

maximum temperature to the mean temperature before LC inception are almost the
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Figure A.1: The maximum temperature, the mean temperature, and the ratio of max-
imum temperature to the mean temperature of four cases. The red dots in the figure
are the LC inception time.
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Figure A.2: The ratio of maximum temperature to the mean temperature of the four
cases. Different color indicates different cases. The red dots are the LC inception time.

same value and magnitude of the ratio of the maximum temperature to the mean
temperature after LC, while only at the LC inception time, the ratio of the maximum
temperature to the mean temperature rises to the higher value, which further proves
our assumption: the LC helps mix the thermal boundary layer and enhance the heat

fux.
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