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Coastal vegetated ecosystems, such as tidal salt marshes, mangrove forests, 

and seagrass beds, store large amounts of carbon and thereby have been referred to as 

“blue carbon” ecosystems. These ecosystems also release carbon in the form of carbon 

dioxide (CO2) and methane (CH4), as well as other climate-active trace gases such as 

nitrous oxide (N2O), carbon disulfide (CS2), and dimethylsulfide (DMS). There is high 

uncertainity about the production and emissions of these gases from salt marsh soils, 

as well as their spatiotemporal variability. Knowledge about soil trace gas fluxes is 

important for calculating budgets, calibrating models, and assessing the viability of 

marshes as natural climate solutions. This dissertation focuses on better understanding 

the patterns and processes that govern greenhouse (GHG; CO2, CH4, N2O) and sulfur-

based gas (CS2, DMS) fluxes from soils in a Mid-Atlantic temperate tidal salt marsh. 

Fluxes were measured using a variety of chamber techniques, coupled with 

biophysical and biogeochemical measurements. 

The first study presented in this dissertation investigates the effect of storm-

surge salinity changes on GHG fluxes from tidal salt marsh soils, with the goal of 

understanding how fluxes respond to and recover from salinity changes. A flow-

through mesocosm experiment was coupled with automated GHG flux and pore water 

chemistry measurements. Decreases in salinity contributed to an increase in GHG 

fluxes. Throughout the experiment, the role of different biogeochemical processes in 

producing GHG fluxes changed over time. This underscores the complex nature of the 
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production and emission of GHG, particularly during extreme events. Once salinity 

returned to the initial conditions, CH4 and N2O fluxes returned to baseline within 15 

days, illustrating that tidal salt marshes are resilient ecosystems. 

The second study sought to better quantify CO2 fluxes, as well as identify its 

main biophysical drivers using long-term, continuous data collected in the field. 

Hourly averages of CO2 flux were collected at two sites for ~20 months, as well as 

manual CO2 flux data to assess spatial variability. This study comprises of the first 

long-term datasets of soil CO2 flux measurements from a salt marsh. Although 

seasonal patterns of CO2 fluxes were found, there were no consistent diel patterns. The 

main biophysical driver of CO2 flux was air temperature, but other drivers such as 

water level, salinity, PAR, and NDVI played roles. Manual measurements collected 

every two weeks underestimated the annual flux, highlighting the need for high-

frequency data to calculate annual budgets more accurately. 

The third study built upon the questions about biophysical drivers and 

measurement techniques posed in the second chapter to include CH4, N2O, CS2, and 

DMS. Continuous, automated chambers were deployed for ~72 hours throughout the 

year to obtain high-temporal frequency data to assess how gas fluxes changed 

throughout the day and over tidal cycles. No consistent diel patterns were found, but 

rather CH4, N2O, CS2, and DMS fluxes were highly variable with frequent pulse 

emissions. Likewise, when continuous measurements were compared to discrete 

(during daytime, at low tide) measurements for these four gases, discrepancies arose 

due to high temporal variability. However, both continuous and discrete measurements 

of CO2 provided similar information regarding the mean and distribution of CO2 

fluxes, providing support for the use of discrete measurements of CO2 for budgets. 
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The fourth study sought to better understand CH4 production and fate in tidal 

salt marsh soils. The continuous, automated measurements of CH4 and CO2 performed 

in the third study were coupled with measurements of soil CH4 and CO2 gas 

concentrations, stable and radioisotopes, pore water and organic carbon chemistry, and 

microbial community composition. CH4 was found to be produced by two pathways: 

hydrogenotrophic and methylotrophic methanogenesis, the latter of which can produce 

CH4 in the presence of sulfate reduction. Once produced, data showed that CH4 can 

take a variety of pathways: diffusion into the atmosphere, CH4 oxidation, and lateral 

transport to the tidal creek. The findings showed that CH4 production and fate is 

biogeochemically heterogeneous and that each process involved varied in importance 

over the growing season.  

Overall, this dissertation provided key insights into the spatiotemporal 

variability of greenhouse and sulfur-based fluxes from tidal salt marsh soils, as well as 

the processes that produce these gases. The findings from these studies will provide 

better insights for scientists and policymakers on the role salt marshes have in the 

carbon cycle as well as provide better GHG estimates for evaluating whether salt 

marshes are a net carbon sink. 
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INTRODUCTION 

1.1 Salt marshes and their importance 

Tidal salt marshes lie at the intersection of the land and the coastal ocean and 

are characterized by tidal flooding, salt-tolerant vegetation, and soils with little to no 

oxygen availability. They cover between 0.07 to 0.22% of the Earth’s surface (Duarte 

et al., 2013; NASEM, 2019; Spivak et al., 2019), but provide a disproportionate 

amount of ecosystem services relative to their size. Salt marshes provide protection to 

local communities from storm surges (Feagin et al., 2010), mitigate nutrient run-off 

(Brin et al., 2010), and offer a variety of recreational opportunities (Myers et al., 

2010). Together, these ecosystem services, along with others such as nursery habitat 

for commercially important fish species, are valued at ~$10,000 per hectare (Barbier 

et al., 2011). 

Salt marshes also store large amounts of carbon in their soil at rates forty times 

higher than tropical rainforests (Duarte et al., 2005; Rosentreter et al., 2018) due to 

their high primary productivity and slow decomposition rates. As a result, salt 

marshes, along with mangrove forests and seagrass beds, are referred to as “blue 

carbon” ecosystems (Nellemann et al., 2009). In recent years, the importance of blue 

carbon ecosystems in mitigating climate change has been recognized by the 

international community via the Paris Agreement (UNFCCC, 2015), as well as 

commercial marketplace via the Verified Carbon Standard, which developed a 

methodology to assess the carbon stored in tidal wetland restoration projects for 
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carbon market purposes (Emmer et al., 2021). While quantifying the carbon stocks of 

coastal wetlands is important, we also need to understand how much carbon is 

exported from these systems. For blue carbon ecosystems to be effective in mitigating 

climate change, more carbon needs to be stored than exported. There are knowledge 

gaps regarding the export of carbon from coastal wetlands, including how much 

carbon dioxide (CO2) and methane (CH4), as well as other climatically important 

gases, are released from the soils. These measurements are complicated by a variety of 

factors, including high spatial and temporal variability, as well as non-optimal 

conditions for analytical instruments, such as high humidity and salinity (Al-Haj and 

Fulweiler, 2020; Murray et al., 2015; Rosentreter et al., 2021). 

1.2 Overview of trace gases from salt marsh soils 

Salt marshes produce and emit a variety of gases, including the greenhouse 

gases (GHG), CO2, CH4, and nitrous oxide (N2O), as well as sulfur-based gases such 

as carbon disulfide (CS2) and dimethylsulfide (DMS). The processes that produce, 

consume, and release these gases from the soil to the atmosphere differs from gas to 

gas, but all are impacted by the unique characteristics of the salt marsh itself, such as 

tides, salinity, high sulfur concentrations, fluctuating oxygen levels, and specially 

adapted plant species.  

Salt marshes emit between 120-240 g C m-2 yr-1 of carbon dioxide (Tobias and 

Neubauer, 2019 and references within). CO2 can be produced via a variety of 

pathways, including autotrophic respiration and decomposition of organic matter via 

aerobic and anerobic microorganisms. However, within salt marshes, anaerobic 

respiration dominates due to flooded soils which contributes to the rapid use of oxygen 

near the soil surface and allows for other election acceptors (i.e., NO3
-, Fe3+, SO4

2-) to 
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be used in microbial processes that produce CO2 as a by-product (Ponnamperuma, 

1972). The proportion of electron acceptors, particularly SO4
2-, can change with 

salinity and thereby could affect CO2 fluxes as salinity changes. In temperate 

terrestrial ecosystems, CO2 fluxes from the soil (i.e., soil respiration) is strongly 

correlated with temperature (Bond-Lamberty and Thomson, 2010; Raich and 

Schlesinger, 1992). However, this relationship has only been tested in salt marshes via 

nighttime net ecosystem exchange data from eddy covariance (Guo et al., 2009; 

O’Connell et al., 2017), but not from long-term soil CO2 flux data. There is a need to 

better understand the drivers of CO2 flux from salt marsh soils, particularly in relation 

to temperature and salinity. 

Globally, salt marshes release 0.005 to 0.006 Pg CH4 yr-1 (Al-Haj and 

Fulweiler, 2020). Traditionally, methane fluxes were thought to be low in salt marshes 

due the two primary production pathways (acetoclastic and hydrogenotrophic 

methanogenesis) being out outcompeted by sulfate reducers. However, on a local 

scale, salt marshes range widely from net uptake of CH4 (-93 μmol m-2 day-1) to net 

emission (94,000 μmol m-2 day-1; Al-Haj and Fulweiler, 2020 and references within), 

demonstrating that some marshes emit very high amounts of CH4. Furthermore, CH4 

production can occur via the methylotrophic methanogenesis pathway within salt 

marshes and marine sediments (Seyfferth et al., 2020; Xiao et al., 2018; Zhuang et al., 

2018). This pathway does not compete with sulfate reducers since the microbes use 

non-competitive substrates (i.e., methanol, methylsulfides) to produce CH4. CH4 can 

also be consumed via aerobic and anaerobic methanotrophs. However, very little 

research has been done on CH4 oxidation in salt marsh soils. CH4 can leave the soil via 

a variety of pathways, including diffusion, plant-mediated transport, and ebullition. 
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However, CH4 fluxes from soils are highly variable and difficult to predict due to the 

many processes that produce, consume, and transport it. Since CH4 is a potent 

greenhouse gas, there is a need to better understand the patterns and processes that 

govern CH4 fluxes within salt marshes. 

Salt marshes also emit and uptake N2O, though the magnitude of emissions or 

uptake depends on water residence time (Maavara et al., 2019), nitrate concentrations 

(Moseman-Valtierra et al., 2011), and plant competition for nitrogen (Moseman-

Valtierra et al., 2011; Smith et al., 1983). N2O can be produced by denitrification, 

nitrification, and nitrifier-denitrification, as well as consumed by denitrification, 

particularly when nitrate availability is low (Rosentreter et al., 2021). Globally, N2O 

emissions from inland waters, estuaries, and coastal zones (which includes salt 

marshes) amount to 0.3 to 0.4 Tg N yr-1, a small fraction of the overall N2O budget 

(Tian et al., 2020). However, there is limited data on spatial and temporal N2O 

dynamics in salt marshes to inform global estimates, as well as to assess the role 

marshes play as a source or a sink of N2O (Rosentreter et al., 2021). 

In addition to producing GHGs, salt marshes emit sulfur-based trace gases due 

to high sulfate inputs from the coastal ocean contributing to the prevalence of sulfur 

cycling within their soils. Sulfur-based trace gases were studied widely in the 1980s 

and early 1990s, but there has been very little research since. This contributes to large 

uncertainty in emissions (Andreae and Jaeschke, 1992; Carroll et al., 1986), despite 

coastal areas being a large source (Kellogg et al., 1972). Two dominant sulfur-based 

gases are CS2 and DMS. CS2 is a precursor to carbonyl sulfide (Whelan et al., 2013), 

which is the most abundant reduced sulfur compound in the atmosphere (Watts, 2000). 

While the pathways that produce CS2 are not well understood, several have been 
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proposed, including organic matter degradation, photochemical production, and algal 

production (Xie and Morre 1999). DMS, another sulfur-based trace gas, is a by-

product of dimethylsulfoniopropionate, a compound produced by salt marsh grasses 

Spartina alterniflora, S. angelica, and S. foliosa (Hines, 1996). DMS can also be 

produced by other pathways, such as methylation of sulfide (Carrión et al., 2019; 

Lomans et al., 2002; Sela-Adler et al., 2015). DMS plays an important role in the 

carbon-sulfur cycle, since it can act as a non-competitive substrate for methylotrophic 

methanogenesis (Kiene, 1988; Kiene and Visscher, 1987; Oremland et al., 1982). Due 

to the roles CS2 and DMS play in global climate and salt marsh soil biogeochemistry, 

more studies are needed to quantify CS2 and DMS emissions. 

1.3 Measurement of trace gases in salt marshes 

Traditionally, trace gases in salt marshes have been measured using manual 

survey chambers outfitted with a sampling port to extract headspace samples at 

periodic intervals (e.g., Cooper et al., 1987; De Mello et al., 1987). These samples 

were then run through a gas chromatograph (GC), from which a flux would be 

calculated. Nowadays, portable instrumentation, such as infrared gas analyzers 

(IRGA) and Fourier-transform infrared spectroscopy, can be used with chambers in 

the field, eliminating the need to take multiple headspace samples. Manual 

measurements, either through GC analyses or with a portable instrument, have several 

advantages. They can be used to sample large areas over a short period of time 

(Moseman-Valtierra et al., 2016; Simpson et al., 2019) and are less cost-intensive than 

continuous measurements. However, the measurements are labor-intensive and are 

temporally limited, typically measuring during daytime low tide (Koskinen et al., 

2014; Savage et al., 2014; Vargas et al., 2011). In recent years, there have been 
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advancements in instrumentation that allows researchers to collect high-frequency 

measurements using continuous, automated systems. Such systems include Forced 

Diffusion CO2 sensors and IRGAs coupled with automated chambers. These systems 

provide unprecedented temporal information and are less labor-intensive than manual 

measurements. However, their use in salt marshes has been limited by several factors, 

including high instrumentation costs, electricity requirements, and adverse 

environmental conditions such as high humidity and salinity that affect instrument 

performance. Both manual and continuous measurement techniques have advantages 

and disadvantages when used in salt marshes, but they both provide valuable data that 

can be used to inform our understanding of the patterns and processes that govern 

trace gas emissions from tidal salt marshes. 

1.4 Importance of trace gas data 

Trace gas data provide invaluable information to scientists, policymakers, and 

natural resource managers. Scientists can use the data to inform carbon, nitrogen, and 

sulfur budgets, as well as Earth system models, which combine physical, chemical, 

and biological processes with data that have been collected by researchers in field and 

laboratory settings (U.S. DOE, 2022). These models seek to better understand 

different Earth processes, such as carbon cycling. There is a need for more trace gas 

data from coastal ecosystems. In particular, how CO2 and CH4 fluxes vary over a 

range of spatiotemporal scales in coastal ecosystems (Bauer et al., 2013; Windham-

Myers et al., 2018), as well as how coastal ecosystems respond to changes in water 

level and salinity from extreme events (Crooks et al., 2011; Mcleod et al., 2011). 

Trace gas data can also be important for policy makers and natural resource managers. 

Accurate data on carbon stocks and emissions, particularly CH4, can provide 
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information on the utility of restoring marshes for carbon credit schemes (Al-Haj and 

Fulweiler, 2020; Murray et al., 2015; Rosentreter et al., 2021), as well as help inform 

natural resource managers on how to restore marshes while minimizing trace gas 

emissions.   

1.5 Research questions 

The overall objective of this research is to help address the knowledge gaps 

surrounding the patterns (i.e., annual, seasonal, diel) and processes (i.e., biophysical, 

biogeochemical) that govern greenhouse gas emissions from tidal salt marsh soils. 

This research has been divided into four chapters and includes lab experiments and 

field studies that center around the use of both manual and continuous trace gas 

measurements, supported by meteorological, water quality, and biogeochemical data. 

All studies were either conducted at St. Jones Reserve, a component of the Delaware 

National Estuarine Research Reserve, or were informed by events that occurred there. 

Chapter 2 (published in Science of the Total Environment, 2019) addressed the 

role storm surges play in CO2, CH4, and N2O emissions by experimentally replicating 

the salinity changes that occurred at St. Jones Reserve due to Hurricane Joaquin in 

2015. This study involved flow-through mesocosms with soil from St. Jones. CO2, 

CH4, and N2O fluxes were continuously measured from the mesocosms and coupled 

with pore water chemical analyses. Two hypotheses were addressed in this study: 1.) a 

decrease in salinity increases the emissions of all three GHGs due more favorable 

redox conditions for the biogeochemical processes that produce GHGs, and 2.) 

changes in salinity and subsequent biogeochemical processes affect the temporal 

pattern of GHG emissions. 
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Chapter 3 (published in Science of the Total Environment, 2022) described and 

quantified the temporal patterns and drivers of CO2 efflux from two locations that 

were characterized by different vegetation and soil biogeochemistry. This study 

combined continuous, automated measurements (high temporal frequency) with 

manual measurements (broader spatial distribution). Four hypotheses are addressed in 

this study: 1.) there will be clear seasonal and diel patterns of CO2 efflux, 2.) the two 

vegetation zones will have differences in soil CO2 efflux magnitudes, 3.) CO2 efflux 

will be primarily driven by temperature, but other biophysical factors (i.e., water 

quality, plant ecophysiology) will play a role, and 4.) the relationship between 

temperature and CO2 efflux will be similar for continuous and manual measurements, 

but magnitudes, patterns, and annual soil CO2 efflux estimates may differ between the 

two approaches. This study was the first use long-term soil CO2 efflux data from a 

tidal salt marsh. 

Chapter 4 (under review in Biogeosciences) sought to characterize the spatial 

and temporal variability of five trace gases (CO2, CH4, N2O, CS2, DMS) from tidal 

salt marsh soils. This study involved the deployment of continuous, automated 

chambers during short periods of time (~72 hours) throughout the growing season. 

Two questions were addressed: 1.) are there differences between measurements taken 

at daytime low tide and measurements taken hourly and 2.) do traditional 

measurement protocols based on manual measurements provide similar information as 

continuous measurement data, including the calculation of sustained global warming 

potential. This study was the first to capture high-temporal frequency data of CS2 and 

DMS from tidal salt marsh soils. 
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Chapter 5 (in prep) investigated the processes and pathways of CH4 production 

and fate in tidal salt marsh soils. This study combined measurements of soil CO2 and 

CH4 fluxes and gas concentrations, stable and radio isotopes, pore water and organic 

carbon chemistry, and microbial community composition, which were collected 

throughout the growing season. Two questions were addressed: 1.) are high CH4 

concentrations within the soil due to, in part, the presence of methylotrophic 

methanogens within the soil microbial community and 2.) what is the fate of CH4 

within the soil profile – does CH4 persist in the soil, get vertically or laterally 

transported as CH4, or get oxidized into CO2 and lost vertically as CO2 or moved 

laterally as dissolved inorganic carbon.  
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Abstract 

Storm surges can substantially alter the water level and salinity in tidal salt 

marshes. Little is known about how changes experienced during storm surges affect 

greenhouse gas emissions (GHG; CO2, CH4, N2O) from tidal salt marsh soils. 

Understanding how storm surges influence ecosystem processes is critical for 

evaluating the ecosystem's sensitivity to sea level rise. To explore how hurricane-

induced changes in salinity affect GHG emissions, we exposed intact soil mesocosms 

(0–9 cm depth) from a Mid-Atlantic temperate salt marsh to pulse changes in salinity 

experienced at the site before, during, and after Hurricane Joaquin in 2015. Soil 

temperature, oxygen, and water level were kept constant to avoid confounding effects 

throughout the experiment. Automated measurements (hourly resolution) of soil GHG 

emissions were recorded in control (i.e., no salinity changes) and treatment 

Chapter 2 
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mesocosms, and combined with soil pore water chemistry (i.e., SO4
2-, S2−, Fe2+, TNb, 

redox potential, pH) to characterize the biogeochemical responses. Using mixed 

effects models, we found that the role of different biogeochemical processes, such as 

sulfur cycling, changed throughout the experiment, underscoring the complex nature 

of GHG emissions in tidal salt marsh soils. Overall, soils subjected to a salinity 

decrease had greater GHG emissions than control soils, which were maintained at 17 

ppt. The treatment soils had a 24% and 23% increase in global warming potential (20- 

and 100-year scenarios, respectively) indicating that storm surges can produce pulses 

of GHG emissions. However, both CH4 and N2O emissions returned to baseline values 

(following hysteresis responses) when initial conditions were reestablished. The 

results support the fact that tidal salt marshes are resilient ecosystems, as soil GHG 

emissions recovered relatively quickly from the pulse event. 

 

Highlights 

• Studied the influence a pulse-change in salinity on salt marsh GHG 

biogeochemistry 

• Coupled automated GHG measurements with pore water chemistry 

• CO2 decreased with decreased salinity; CH4 and N2O fluxes increased 

• Salt marsh soils recovered from salinity changes relatively quickly 

 

Keywords 

Carbon cycle, biogeochemistry, extreme events, automated measurements 
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Graphical Abstract 

 

Figure 2.1: Graphical abstract showing how CO2, CH4, and N2O fluxes changed 

throughout the different salinity stages (stages are denoted I, II, III, IV, V 

and salinity is represented by the black line). Numbers above/below each 

arrow denotes the mean flux for the respective gas during each phase. 

The asterisks (*, **) denote the flux units. Positive values indicate 

emission into the atmosphere, while negative values indicated uptake by 

the soil. 
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2.1 Introduction 

Tidal salt marshes provide a wide variety of ecosystem services, including 

reactive nitrogen removal and carbon storage (Jordan et al., 2011; Valiela and Teal, 

1979). Carbon stored in these ecosystems, along with mangrove forests and seagrass 

beds, is termed “blue carbon” and has become a topic of global interest. In the United 

States, wetlands cover 44.6 million hectares, with 2.6 million (5.8%) of the total 

comprised of salt marshes (Dahl, 2011; Dahl and Stedman, 2013). Despite their small 

area, salt marshes can sequester C at high rates with an average of 218 ± 24 g C m−2 

yr−1 (McLeod et al., 2011). Blue carbon research typically focuses on quantifying C 

stocks and assessing how they will change under various climate change scenarios. 

However, there is also a need to quantify baselines for a wide range of greenhouse gas 

(GHG; CO2, CH4, N2O) emissions and to ascertain how these fluxes are influenced by 

weather changes, particularly by pulse events (Crooks et al., 2011; McLeod et al., 

2011). 

According to the Intergovernmental Panel on Climate Change (IPCC), coastal 

systems will likely experience shifts in the frequency and/or intensity of storm events. 

For example, while hurricane frequency is not expected to change (Wong et al., 2014), 

storm intensity is likely to increase, with higher wind speeds and precipitation rates. 

Furthermore, the IPCC found that storm surges increased in the past 48 years, likely 

due to sea level rise (IPCC, 2014). Therefore, there is increased potential for storm 

surges and flooding from both terrestrial and oceanic storm events in coastal areas 

(IPCC, 2014). Thus, there is a critical need to assess how salt marsh GHG emissions 

respond to the salinity and tidal inundation shifts caused by hurricanes. These data 

may be useful for predicting how these ecosystems will respond to changing weather 

conditions and future climate scenarios. 
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In tidal salt marshes, CO2 emissions from soils (i.e., soil CO2 efflux) ranges 

from 240 to 720 g C m−2 y−1 and arises from a variety of processes, including 

autotrophic respiration and decomposition of organic matter via aerobic and anaerobic 

microorganisms (i.e. heterotrophic respiration) (Tobias and Neubauer, 2019). Due to 

the flooded soil conditions of tidal salt marshes, anaerobic respiration dominates. The 

most energetically-favorable electron acceptor, O2, gets used rapidly near the soil 

surface. As a result, facultative anaerobic or strict anaerobic microorganisms use other 

electron acceptors, including NO3
−, Fe3+, SO4

2−, and even CO2, to produce GHGs 

(Ponnamperuma, 1972). Furthermore, as salinity changes, the proportion of various 

ions changes as well. Higher salinity water has higher levels of SO4
2− due to greater 

ocean water inputs, which changes the proportions of available electron acceptors in 

anaerobic soils and the amount of CO2 emitted. For example, if a storm event 

decreases the salinity of the marsh, there is the potential for a decrease in SO4
2− 

availability, which may result in a decrease in CO2 emissions (Chambers et al., 2013) 

and an increase in CH4 emissions (Capone and Kiene, 1988). Therefore, there is a 

pressing need to provide information regarding how changes in salinity influence soil 

CO2 and CH4 efflux rates in salt marshes. 

While wetlands do not contribute significantly to global CO2 emissions, they 

are the largest natural source of CH4 to the atmosphere (IPCC, 2000). CH4 has a global 

warming potential 25 times that of CO2 (Forster et al., 2007). In North America, 

freshwater wetlands emit CH4 at a rate of 36.0 ± 5.0 g C m−2 yr−1, while salt marshes 

emit CH4 at a much lower rate of 3.6 ± 5.0 g C m−2 yr−1 (Bridgham et al., 2006). 

Salinity is a major control on CH4 emissions in salt marshes, with higher salinity 

generally resulting in lower emissions (Poffenbarger et al., 2011). It is thought that the 
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limited amount of CH4 released from salt marshes is due to methanogens being 

outcompeted for electron donors by SO4
2− and Fe3+ reducers (Furukawa et al., 2004; 

King and Wiebe, 1978). Storm events can change the salinity of the water in tidal salt 

marshes on a short time-scale, causing an increase or decrease of CH4 depending on 

proportion of freshwater to oceanic inputs during the flooding stage. Accordingly, 

these pulse events might result in changes in short-term emission of CH4 in tidal salt 

marshes. 

In addition to CO2 and CH4, wetlands also emit small quantities of N2O, which 

has a global warming potential 298 times that of CO2 (Forster et al., 2007). However, 

wetlands can become small sinks of N2O (Audet et al., 2014; Jørgensen and Elberling, 

2012; Schaufler et al., 2010). The production and consumption of N2O in wetlands ap- 

pears to be strongly influenced by water level and its effect on O2 availability in the 

soil (Davidson, 1991; Jørgensen and Elberling, 2012; Kliewer and Gilliam, 1995; 

Martikainen et al., 1993). N2O production is more likely to occur during low levels of 

O2 (Liikanen and Martikainen, 2003); however, depending on the conditions of the 

soil (i.e., gas transport properties, N2O consumption rate, water level), the N2O may be 

converted to N2 or consumed before it gets emitted to the atmosphere (Chapuis-Lardy 

et al., 2007; Clough et al., 2005; Heincke and Kaupenjohann, 1999). Additionally, 

salinity has been shown to inhibit complete denitrification, potentially allowing for a 

build-up of N2O (Inubushi et al., 1999; Menyailo et al., 1997). If a storm event lowers 

salinity levels, in addition to flooding the soils, there will likely be less build-up of 

N2O in the soils due to less inhibition of complete denitrification. However, to the best 

of our knowledge, only one study has investigated the effects of storm events on N2O 

production and consumption in tidal salt marshes (Diefenderfer et al., 2018). 
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For this study, we conducted a mesocosm experiment that simulated a decrease 

in salinity associated with a hurricane-induced storm surge event that was dominated 

by freshwater precipitation inputs. We used an automated system to continuously 

measure CO2, CH4, and N2O emissions from soil mesocosms to obtain high temporal 

data resolution (hourly basis) and coupled these measurements with pore water 

chemical analyses. We hypothesized that: a) emissions of all three GHGs would 

increase with decreasing salinity due to less inhibition (i.e. more favorable redox 

conditions due to reduced SO4
2− concentrations) on the biogeochemical processes that 

produce the GHGs; and b) the temporal pattern of GHG emissions would respond to 

the salinity regime and the subsequent shifts in potential biogeochemical pathways, 

such as sulfur and iron reduction. 

 

2.2 Materials and methods  

2.2.1 Study site and soil collection  

Soil cores were collected from St. Jones Reserve, a subsection of the Delaware 

National Estuarine Research Reserve located near Dover, Delaware (39°05″ N, 75°26″ 

W). The site comprises mostly of a tidal salt marsh with salinities typically in the 

mesohaline range (5–18 ppt) (DNREC, 1999). The marsh is connected to the Atlantic 

Ocean via the St. Jones River and the Delaware Bay. Dominant plant species within 

the marsh include Spartina alterniflora, Spartina patens, and Spartina cynosuroides. 

The marsh soils are classified as a silty clay loam (10% sand, 61% silt, and 29% clay) 

as measured by the University of Delaware's Soil Testing Lab. 
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2.2.2 Mesocosms flow-through incubation 

Six intact soil cores (i.e., mesocosms; 20 cm in diameter, 9 cm deep) were 

collected within a 1 x 1 m area near a tidal creek to ensure the mesocosms were as 

similar to each other as possible. Mesocosms were collected in January 2017 within a 

PVC collar, fixed to a polyethylene board, and sealed with duct tape to prevent soil 

and water loss during transport to the laboratory using previously reported methods 

(Northrup et al., 2018; Petrakis et al., 2017a). River water from the St. Jones River and 

Murderkill River (both <5 km from where the soils where collected), which differ in 

salinity (8.2 ± 1.8 ppt and 27.2 ± 1.1 ppt, respectively), was used to maintain 

continuously flooded conditions and to manipulate salinity levels during the 

experiment.  

The experiment was designed to simulate salinity patterns observed during 

storm surges, such as the one produced by Hurricane Joaquin in 2015 at the site (Fig. 

2.2a), when the water level in the tidal creek increased due to a combination of 

oceanic storm surge and freshwater rain inputs. As a result, the water (i.e., a mix of 

costal ocean and rain water sources) overtopped the creek banks and flooded the high 

marsh, which typically does not flood during high tides. The salinity in the tidal creek 

changed as well. The salinity decreased during the storm surge from 17 ppt to 12 ppt 

and remained stable for 12 days, before increasing again back to 17 ppt. The 

experiment was designed to replicate the salinity changes in the creek and was divided 

into five phases to capture GHG and pore water changes before, during, and shortly 

after the pulse event. The five phases were: I – 17 ppt, II – 17 to 12ppt, III – 12ppt, IV 

– 12 to 17ppt, and V– 17 ppt. Three mesocosms received the experimental treatment, 

while three replicate mesocosms served as controls, maintaining a salinity of 17 ppt, 
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the average high tide salinity in the St. Jones River in 2015 (NOAA National Estuarine 

Research Reserve System (NERRS), 2015).  

 

Figure 2.2:   (a) Average daily salinity values before, during, and after Hurricane 

Joaquin’s storm surge at St. Jones Reserve, Dover, DE in 2015 (NOAA 

National Estuarine Research Reserve System (NERRS), 2015). (b) 

Average daily experimental control (dashed line) and treatment (solid 

line) salinity data. In both graphs, shading denotes ± 1 SD. Salinity data 

at the study site was collected using a YSI 6600 (Yellow Springs, Ohio) 

probe. 

For each mesocosm, we designed a flow-through system where water was 

pumped on top of the mesocosm (at a flow rate of 1.05 mL/min) and out the bottom of 
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the mesocosm (at a flow rate of 0.89 mL/min) using a peristaltic pump (Golander 

BT100s, Norcross, Georgia). The water table was maintained at 2 cm above the soil 

surface to replicate the flooded conditions during the storm surge. Salinity was 

changed by changing the proportions of the higher salinity Murderkill River water and 

the lower salinity St. Jones River water at predetermined points during the experiment. 

The outflow tubing was capped with a 100 μm nylon mesh to minimize soil loss. The 

flow-through system was designed to maintain hydrological connectivity and flooded 

conditions for the duration of the experiment. Soil temperature was maintained at a 

constant 22°C to avoid confounding effects.  

Each soil mesocosm was instrumented with a soil moisture probe (Li-COR 

8150–202, Lincoln, Nebraska) and a soil temperature sensor (Li-COR 8150–203, 

Lincoln, Nebraska). Oxygen sensors (Fibox 4, PreSens, Germany) were instrumented 

in three randomly selected mesocosms (1 control, 2 treatment mesocosms) to confirm 

that anoxic conditions were kept throughout the experiment. Additionally, a Rhizon 

sampler (Eikjelkamp, The Netherlands) was inserted into the soil of each mesocosm at 

a 45° angle for porewater collection using previously described methods (Seyfferth 

and Fendorf, 2012). 

2.2.3 Greenhouse gas flux measurement and calculation  

Greenhouse gas (GHG; CO2, CH4, N2O) fluxes were measured in each soil 

mesocosm once per hour for the duration of the experiment using automated chambers 

(Li-COR 8100–104, Lincoln, Nebraska) coupled with both a closed-path infrared gas 

analyzer (LI-8100A, Li-COR, Lincoln, Nebraska) and a cavity ring-down 

spectrometer (Picarro G2508, Santa Clara, California) as described in previous studies 

(Petrakis et al., 2017a, 2017b). For each flux observation, gas concentrations were 
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measured every second for 3 min. Fluxes were calculated using Soil Flux Pro (v4.0: 

Li-COR, Lincoln, Nebraska) following the quality assurance and quality control 

protocol established in Petrakis et al. (2017b), with the following modification: if CO2 

fluxes had an R2 > 0.90, we considered the micrometeorological conditions inside the 

chambers were stable enough for calculating the fluxes and the measurements for all 

three gases were kept. Measurements that did not meet this threshold were marked as 

not-a-number (NaN). 

2.2.4 Soil pore water extraction and analysis  

Soil pore water (~20 mL) was extracted every other day during Phase I, III, 

and V, and every day during Phase II and IV when salinity changes in treatment 

mesocosms were rapid. Pore water was collected into vials that were previously 

purged with N2 and crimp sealed in an anaerobic glove bag (95% N2/5% H2). For all 

samples, salinity, pH, redox potential, sulfide, and ferrous iron were measured as 

described in Northrup et al. (2018). Sulfate was measured using a Dionex DX-500 

(Sunnyvale, California). Additionally, TNb was measured using an Elementar Vario-

TOC Cube (Elementar Americas, Mount Laurel, New Jersey). TNb measures a variety 

of dissolved nitrogen compounds, such as ammonia, nitrites, and nitrates. 

2.2.5 Data analyses 

Daily, hourly, and by phase flux averages were calculated for each gas for both 

the control and the treatment mesocosms. Averages are reported as mean ± SD. The 

Mann-Whitney U test was used to test for differences between the treatment and the 

control for each phase of the experiment.  
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Mixed effects models using daily data for each mesocosm were run on each 

experimental phase for each of the three gases to analyze the relationships between the 

gas fluxes and the pore water variables (salinity, pH, redox, sulfide, sulfate, ferrous 

iron, TNb). Only variables and ecologically relevant first-order interactions were 

included in the saturated model to eliminate potential spurious correlations. 

Temperature, soil water content, and oxygen concentration were not included in the 

models because they were constant throughout the experiment. Prior to running the 

analyses, all variables were centered and scaled to improve the model's performance 

and to simplify the interpretation of the results (Gelman and Hill, 2007). The variance 

inflation factor (VIF) was tested for each model to ascertain if there were collinearity 

between variables and their interactions. If VIF > 3 for a variable and/or an 

interaction, we removed that variable from the model (Zuur et al., 2010). We included 

mesocosm identification in the random part of the model in order to account for 

temporal autocorrelation between measurements. For each gas and phase, we 

evaluated all possible models combining predictor variables and relevant first-order 

interactions in order to achieve the minimum adequate model in terms of the corrected 

Akaike Information Criterion (AICc). The AICc accounts for model overfitting. The 

best model was reported in the results. 

The global warming potential (GWP), which converts the cumulative radiative 

forcing capacity of CH4 and N2O to CO2 equivalents, was calculated by multiplying 

the cumulative daily sums (g m2 day−1) of the control and treatment emissions by their 

respective 20 and 100 year GWP scenarios (86 and 34 for CH4, 268 and 298 for N2O, 

respectively) to convert them into CO2 equivalencies (CO2-eq) (Myhre et al., 2013). 
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We report the 20 and 100 year GWP in CO2-eq for each GHG flux as a practice to 

account for ranges in carbon-climate feedbacks (Petrakis et al., 2017b).  

All analyses were carried out using R 3.4.3 (R Foundation for Statistical 

Computing, Vienna, Austria). Mixed effects models were performed using the R nlme 

package (Pinheiro et al., 2018) and model selection and comparison was done with the 

R MuMIn package (Barton, 2018). 

2.3 Results 

2.3.1 Experimental conditions 

The salinity regime for the treatment mesocosms closely resembled the salinity 

changes that occurred during the Hurricane Joaquin storm surge (Fig. 2.2). Soils were 

constantly flooded, so soil oxygen levels were low, averaging 0.02 ± 0.16% 

throughout the experiment. The volumetric water content of the mesocosms was 0.42 

± 0.01 m3/m3. The soil temperature was 21.4 ± 0.5°C. 

2.3.2 Soil greenhouse gas fluxes 

CO2 fluxes for the treatment and the control were similar throughout the first 

three phases of the experiment (Figs. 2.3a, 2.4a). By Phase IV, the CO2 emissions 

from the treatment mesocosms were significantly higher than the control and remained 

so in Phase V (p = 0.03, p b 0.001, Fig. 2.4a). Fig. 2.3a shows a noticeable increase in 

treatment CO2 emissions beginning at the end of Phase III and continuing midway 

through Phase V, which is reflected by the darker red colors in the heat maps (Fig. 

2.3b, c). 
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Figure 2.3:    Averaged hourly time series of CO2, CH4, and N2O, respectively (a, d, 

g). Heat maps of the hourly fluxes for each GHG gas in the treatment 

mesocosms (b, e, h). Heat maps of the difference between the treatment 

and control (c, f, i). For each heat map, each pixel represents the hourly 

average (b, e, h) or the difference between the hourly average of the 

treatment and the control for that day and time (c, f, i).  
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Figure 2.4:    Bar graphs of the average by phase of the control and treatment of (a) 

CO2, (b) CH4, (c) N2O, (d) salinity, (e) redox potential, (f) SO4
2-, (g) Fe2+, 

and (h) TNb. Error bars represent ± 1 SD and asterisks indicate 

significant differences (α = 0.05) between treatment and the control with 

the Mann-Whitney U test. Dark gray bars represent the control and light 

gray bars represent the treatment results. 

CH4 fluxes from the treatment mesocosms were more variable than the control 

mesocosms, particularly when the salinity decreased and remained low during Phases 
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II and III and right after the increase of salinity in Phase IV (Fig. 2.3d). In Phases I, 

III, IV, and V, the treatment mesocosms had significantly higher emissions than the 

control soils (p = 0.005, p b 0.001, p = 0.03, p b 0.001, Fig. 2.4b). 

N2O fluxes for both the control and the treatment mesocosms showed similar 

patterns and values throughout the experiment, with the treatment fluxes slightly 

increasing during Phases II, III, and IV, before declining back towards the control 

fluxes in Phase V (Fig. 2.3g, i). The treatment was significantly different from the 

control in Phases IV and V (p = 0.05, p = 0.04, Fig. 2.4c). For most of the experiment, 

the soils were sinks of N2O, but in Phase III, both the control and the treatment 

mesocosms became sources of N2O (Fig. 2.3g, h). Means by phase for each mesocosm 

are presented in Fig. A.1. 

2.3.3 Soil pore water 

Salinity was significantly different between the control and the treatment for 

Phases III (17.4 ± 0.5 ppt vs 12.4 ± 0.4 ppt, p < 0.001), IV (17.9 ± 1.0 ppt vs 14.0 ± 

1.7 ppt, p < 0.001), and V (18.6 ± 1.2 ppt vs 17.0 ± 0.8 ppt, p = 0.03) (Fig. 2.4d). 

Redox (Fig. 2.4e), pH, and sulfide were not significantly different between control and 

treatment mesocosms for all phases of the experiment (Table A.1). While sulfide did 

not show significant differences between the treatment and the control, SO4
2− was 

significantly higher in the control than the treatment in Phases III (306.9 ± 23.4 mg/L 

vs 206.9 ± 5.0 mg/L, p < 0.001) and V (316.6 ± 18.9 mg/L vs 260.0 ± 68.3 mg/L, p = 

0.001) (Fig. 2.4f). For both the treatment and the control, Fe2+ concentrations 

increased as the experiment went on, with the treatment having significantly higher 

Fe2+ concentrations during Phases IV (11.8 ± 1.3 mg/L vs 15.3 ± 2.1 mg/L, p = 0.05) 

and V (14.5 ± 4.9 mg/L vs 21.9 ± 6.7 mg/L, p = 0.05) (Fig. 2.4g). The TNb 



 32 

concentrations were similar between control and treatment for most of the experiment, 

except in Phase IV, when the treatment had significantly higher concentrations than 

the control (3.33 ± 0.2 mg/L vs ± 3.72 ± 0.2, p = 0.03, Fig. 2.4h). 

2.3.4 GHG flux hysteresis 

We assessed whether the average GHG flux measured at the beginning of the 

experiment (Phase I) was recovered (or not) by Phase V. For CO2, there was a 

clockwise hysteresis effect. The average flux in the beginning was higher than all 

subsequent phases (Fig. 2.5a). As the salinity decreased in Phase II and remained low 

in Phase III, the average CO2 flux decreased along with it. When the salinity increased 

in Phase IV, the fluxes increased as well, and then decreased in Phase V. The average 

CO2 fluxes at the beginning and the end of the experiment were significantly different 

(0.71 ± 0.35 μmol m−2 s−1 vs 0.50 ± 0.21 μmol m−2 s−1). 

 

Figure 2.5:    Hysteresis graphs of (a) CO2, (b) CH4, and (c) N2O for the treatment 

mesocosms. Arrows indicate the direction of the hysteresis loop. Bolded 

shapes are the average flux and salinity values for each phase combining 

all treatment mesocosms. Faded shapes for the daily average flux and 

salinity values within each phase combining all treatment mesocosms. 
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CH4 fluxes demonstrated a counter-clockwise hysteresis effect, increasing with 

decreasing salinity as seen by the increase in the average flux from Phase I to Phase III 

(Fig. 2.5b). When salinity increased in Phase IV, the average flux decreased, before 

increasing slightly in Phase V. The average CH4 fluxes at the beginning and the end of 

the experiment were not significantly different (0.86 ± 2.18 nmol m−2 s−1 vs 0.93 ± 

2.35 nmol m−2 s−1). 

Similar to CO2, average fluxes of N2O exhibited a slight clockwise hysteresis 

loop with N2O fluxes increasing with decreasing salinity (Phases I - Phase III), before 

decreasing with an increase in salinity, as seen in the transition from Phase III to Phase 

V (Fig. 2.5c). The average N2O fluxes in the beginning and the end of the experiment 

were not significantly different (−0.25 ± 0.16 nmol m−2 s−1 vs −0.25 ± 0.19 nmol m−2 

s−1). 

2.3.5 Mixed effects models 

For all gases, the variables that contributed to the changes in fluxes 

throughout the experiment differed among phases. Phase I represented conditions 

before the salinity treatment, no variables were significant because there was no 

difference between treatment and control collars, and fluxes were stable (i.e., null 

model was the best model in Phase I for the three gases; Table 2.1). The mixed effects 

model for CO2 during Phase II was not significant, while the model for Phase III 

showed that variations in redox, along with pH, sulfide, and TNb explained 49% of the 

variability in CO2 fluxes, with pH having the strongest effect. Phase IV was not 

significant, while Phase V had 53% of its variability explained by changes in salinity 

and sulfate. For CH4, only the model for Phase II was significant. All others (Phases I, 

III, IV, V) were not significant. For Phase II, pH and sulfide explained 49% of the 
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CH4 variability. All of the N2O models were significant (except for Phase I) and 

explained a large portion of N2O variability. Sixty-two percent of the variability in 

N2O fluxes during Phase II was explained by redox changes. Meanwhile, in Phase III, 

a variety of parameters contributed to explain 64% of the variation in N2O flux, with 

the interaction between sulfate and sulfide having a strong positive effect. During 

Phase IV, the change in sulfide explained 72% of the flux. Sulfide had a negative 

relationship with N2O during this phase. In the final phase of the experiment, redox 

and salinity contributed to 71% of the variation in N2O fluxes. 

2.3.6 Global warming potential 

Over the duration of the experiment, the treatment mesocosms had 

higher emissions of CO2 and CH4 and were less of a N2O sink than the control 

mesocosms (Table 2.2). The treatment mesocosms have a roughly 24% and 23% 

higher GWP than the control, for the 20- and 100-year scenarios, respectively. 
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Table 2.1:     Summary of the results of the mixed effect model for each greenhouse 

gas (CO2, CH4, and N2O) for each phase of the experiment. n.s. = not 

significant. Averages are reported as mean ± sd. 

Model Variable Coefficient SE t-value p-value 

CO2 – Phase I n.s.     

CO2 – Phase II n.s.     

CO2 – Phase III 

   adj. R2 = 0.49 

   P-value < 0.001 

Intercept 

pH 

Redox 

Sulfide 

TNb 

-0.38 

0.58 

-0.17 

0.51 

-0.26 

0.18 

0.15 

0.09 

0.20 

0.07 

-2.17 

3.96 

-1.78 

2.56 

-3.79 

0.04 

0.0004 

0.09 

0.02 

0.0007 

CO2 – Phase IV n.s.     

CO2 – Phase V 

   adj. R2 = 0.53 

   P-value = 0.008 

Intercept 

Salinity 

Sulfide 

-0.26 

-0.37 

-0.19 

0.15 

0.17 

0.10 

-1.78 

-2.24 

-1.86 

0.09 

0.03 

0.07 

CH4 – Phase I n.s.     

CH4 – Phase II 

   adj. R2 = 0.49 

   P-value = 0.009 

Intercept 

pH 

Sulfide 

-0.04 

0.19 

0.09 

0.21 

0.07 

0.06 

-0.21 

2.82 

1.55 

0.84 

0.01 

0.13 

CH4 – Phase III n.s.     

CH4 – Phase IV n.s.     

CH4 – Phase V n.s.     

N2O – Phase I  n.s.     

N2O – Phase II 

   adj. R2 = 0.62 

   P-value = 0.02 

Intercept 

Redox 

-0.37 

-0.23 

0.21 

0.10 

-1.77 

-2.36 

 

0.09 

0.03 

 

N2O – Phase III 

   adj. R2 = 0.64 

   P-value < 0.001 

Intercept 

Redox 

Sulfate 

Sulfide 

TNb 

Salinity 

Sulfate*Sulfide 

0.41 

0.37 

-0.19 

0.61 

-0.33 

-0.47 

0.77 

0.38 

0.12 

0.21 

0.25 

0.08 

0.27 

0.27 

1.08 

2.93 

-0.91 

2.40 

-3.97 

-1.71 

2.86 

0.29 

0.01 

0.37 

0.02 

0.001 

0.10 

0.01 

N2O – Phase IV 

   adj. R2 = 0.72 

   P-value < 0.001 

Intercept 

Sulfide 

0.20 

-1.00 

0.38 

0.20 

0.52 

-5.07 

0.61 

0.0003 

 

N2O – Phase V 

   adj. R2 = 0.71 

   P-value < 0.001 

Intercept 

Redox 

Salinity 

-0.15 

-0.21 

-0.51 

0.23 

0.06 

0.17 

-0.64 

-3.52 

-2.96 

0.53 

0.002 

0.006 
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Table 2.2:     The GWP of the control and the treatment cumulative GHG emissions 

over the entire experiment for the 20- and 100-year scenarios.  

 CO2 

(g m-2) 

CH4 

(CO2-eq (g m-2)) 

N2O 

(CO2-eq (g m-2)) 

Total 

(CO2-eq (g m-2)) 

 Mean ± 

SD 

20-year 

GWP 

scenario 

100-

year 

GWP 

scenario 

20-year 

GWP 

scenario 

100-

year 

GWP 

scenario 

20-year 

GWP 

scenario 

100- 

year 

GWP 

scenario 

Control 99.5 ± 

57.1 

2.3 ± 

5.7 

0.90 ± 

0.3 

-13.8 ± 

9.7 

-15.3 ± 

10.8 

88 ± 

72.5 

85.1 ± 

68.2 

Treatment 112.6 ± 

48.3 

5.9 ± 

13.4 

2.39 ± 

5.3 

-9.49 ± 

11.2 

-10.5 ± 

12.5 

109 ± 

72.9 

10.4 ± 

66.1 

 

2.4 Discussion 

We sought to examine the changes in GHG emissions due to dynamic shifts in 

salinity before, during, and after a storm surge. High frequency measurements of GHG 

emissions coupled with pore water measurements were used to capture both 

immediate and temporal trends in GHG fluxes with changes in salinity. Thus, we were 

able to gain insights into the relative importance of various biogeochemical processes 

throughout the experiment.  

As salinity decreased and remained low during Phases II and III, CO2 

emissions and porewater SO4
2− decreased, while CH4 emissions increased (Figs. 2.3a, 

d, 2.4a, b, f). A positive relationship between sulfide and CO2 was found during Phase 

III. As the supply of SO4
2− declined due to less oceanic water inputs, the amount of 

sulfide in the pore water increased due to sulfate reduction, releasing CO2 in the 

process. At the same time, however, CH4 emissions increased due to less competition 

from sulfate reducers (King and Wiebe, 1978), producing CH4 from CO2 during the 

process of methanogenesis and reducing the overall amount of CO2 emitted from the 

mesocosms. Subsequently, when salinity increased during Phase IV and stabilized in 
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Phase V, CO2 emissions increased and CH4 decreased. As more saline water 

containing SO4
2− entered the mesocosms, sulfate reduction became more energetically 

favorable than methanogenesis, resulting in increased CO2 production and decreased 

CH4 production (Capone and Kiene, 1988). During Phase V, there was a near 

significant negative relationship between CO2 and SO4
2−, as SO4

2− was chemically 

reduced and more CO2 was produced (Table 2.1, Chambers et al., 2013). These results 

underscore the dynamics between sulfur cycling and CO2 and CH4 emissions in tidal 

salt marsh soils. 

Throughout the experiment, GHG emissions, particularly CH4, were highly 

variable despite controlled temperature and soil moisture conditions (Fig. 2.3e). These 

spikes in CH4 may be considered hot moments (i.e., short periods of 

disproportionately high fluxes relative to the time series as a whole (Leon et al., 2014; 

McClain et al., 2003)). Mechanistically, hot moments occur when all the reactants for 

a biogeochemical reaction are present at the same time (McClain et al., 2003). The 

spikes in CH4 emissions may be due to an unmeasured response to changes in the 

reactants needed for methanogenesis. However, it is possible that the CH4 spikes may 

be the result of ebullition, a known CH4 transport process in tidal salt marshes and 

other types of wetlands (Baird et al., 2004; Chanton et al., 1989; Diefenderfer et al., 

2018). Similar to Goodrich et al. (2011), we observed ebullition events when the 

chamber was closed, suggesting that some of the hot moments could be attributed to 

this process. While CO2 and N2O can also experience ebullition, we have not proposed 

it as a significant gas transport pathway for two reasons: (1) CO2 and N2O were not as 

variable as CH4 throughout the experiment and (2) previous studies suggest that 

ebullition does not play a significant role in CO2 and N2O transport (Gao et al., 2013; 
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Komiya et al., 2015; Tuser et al., 2017). The variability present in CH4 and to a lesser 

degree in CO2 and N2O, highlights the importance of high-frequency measurements in 

both field and lab settings in order to accurately capture the dynamics of GHG 

emissions. 

For the majority of the experiment, the soils were sinks of N2O (Fig. 2.3g, h). 

There have been reported instances of N2O sinks in wetlands (Audet et al., 2014; 

Minami, 1997; Reddy and Delaune, 2008; Ryden, 1981; Slemr and Seiler, 1984). 

Diefenderfer et al. also found negative fluxes of N2O in a Sarcocornia marsh during a 

storm surge (2018); however, the mechanisms behind N2O consumption in salt 

marshes are not well-understood (Chapuis-Lardy et al., 2007). The soils in our 

experiments remained flooded, likely increasing N2O consumption due to the lower 

diffusivity rate in water and the increased residence time of the gas (Arah et al., 1991). 

Generally, N2O consumption occurs in soils with a high water-filled pore space and 

low NO3
− availability (Clayton et al., 1997; Khalil et al., 2002; Ryden, 1983; Wagner-

Riddle et al., 1997), which was the case during our experiment. Under these 

conditions, it is possible that some of the N2O consumption could be attributed to N2O 

serving as electron acceptor for denitrification (Butterbach-Bahl et al., 1998; Goossens 

et al., 2001; Rosenkranz et al., 2006). The persistence of the N2O sink for all 

mesocosms raises questions about the potential of salt marsh soils to become sinks 

during storm surges or in sea level rise scenarios and how this capability could offset 

increased CO2 and CH4 emissions during periods of decreased salinity. 

Redox and redox-sensitive ions and compounds likely affected N2O fluxes. 

During Phase II, redox had a negative relationship with N2O. Both the control and the 

treatment soils were lower than the N2O reduction critical redox potential of 250 mV 
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(Letey et al., 1981; Smith et al., 1983; Yu and Patrick, 2003). However, as the salinity 

remained stable in Phase III, redox had a significant, positive relationship with N2O. 

As treatment redox increased towards the N2O reduction critical redox potential, the 

soils became less of a sink. Furthermore, the significant, negative relationship between 

TNb and N2O, suggests that nitrogen compounds were being consumed to produce 

N2O. As the salinity increased, sulfide had a significant, negative relationship with 

N2O. Though not much research has been done on the effect of sulfides on N2O 

emission in wetlands, it may be that the presence of sulfides, a by-product of sulfate 

reduction, indicates that the system shifted from nitrate reduction to sulfate reduction. 

Hysteresis graphs were used to assess the functional response of changes in 

salinity over the course of the experiment (Phillips et al., 2011; Riveros-Iregui et al., 

2007; Vargas and Allen, 2008). All GHG showed hysteresis effects, though N2O had 

only a slight hysteresis. CH4 and N2O had near-identical final and initial fluxes, which 

suggests that the potential processes that influence CH4 and N2O efflux had fully 

recovered within 15 days, illustrating the resiliency of tidal salt marsh soils to pulse 

events. A previous study done by Northrup et al. (2018) found that the in situ increase 

in As concentration during Hurricane Joaquin at our study site had returned to baseline 

concentrations within 1 week of the event, suggesting that the biogeochemical 

conditions (e.g. pH, redox) at the site had recovered quickly. The presence of 

hysteresis may be the result of differences in the rates of biogeochemical pathways 

due to changing quantities of reactants and inhibitors throughout the experiment. 

Hysteresis effects on GHG efflux due to salinity changes could be incorporated into 

modelling efforts since there is a non-linear response that increases or decreases the 

overall GHG efflux from the pulse event. 
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Overall, the simulated decrease in salinity caused by a hurricane-induced surge 

increased the 20- and 100-year GWP of the mesocosms. This increase in GWP from 

treatment mesocosms was mainly due to higher CH4 fluxes, but these higher CH4 

fluxes were slightly offset by N2O consumption. The strength of the N2O sink was 

weaker in the treatment mesocosms compared to the control. These results prompt 

questions about processes that govern N2O sinks (i.e., when do they occur and how do 

they change under different scenarios). Additionally, our results raise questions about 

the effect of sea level rise and its accompanying increase in salinity (mainly as sulfate) 

on GHG fluxes, as our data indicate that sea level rise could decrease CH4 emissions 

from wetland soils. These processes should be explored in future research. 

2.5 Conclusions 

By combining high temporal frequency measurements of CO2, CH4, and N2O 

with pore water chemistry, we were able to better understand how shifts in potential 

biogeochemical pathways, such as sulfate reduction, could impact GHG emissions. 

We found that efflux can be highly variable, especially for CH4, despite controlling for 

confounding effects such as water level and temperature. This underscores the need to 

take continuous, high-frequency data in the field in order to capture the variability. 

Furthermore, we found that decreased salinity does increase GHG emissions under 

flooded conditions, and that the biogeochemical processes by which it does appears to 

continually evolve, with different electron acceptors playing roles at different times 

during the experiment. Overall, the lowered salinity in the treatment soils produced a 

24% and 23% increase in GWP under 20- and 100-year scenarios, respectively, 

suggesting that pulse events can cause a burst of GHG emissions from tidal salt marsh 

soils. However, it is important to note that when initial conditions were restored, CH4 
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and N2O emissions returned to baseline within 15 days, likely by different pathways. 

Overall, the experimental results suggest that tidal salt marshes are resilient 

ecosystems that can recover from disturbances relatively quickly, but raises questions 

about the effects of increasing salinity (i.e., sea level rise) on GHG fluxes from tidal 

marshes. 
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Abstract 

Tidal marshes store large amounts of carbon; however, little is known about 

the patterns, magnitudes, and bio-physical drivers that regulate CO2 efflux from these 

ecosystems. Due to harsh environmental conditions (e.g., flooding), it is difficult to 

measure continuous soil CO2 efflux in tidal marshes. These data are necessary to 

inform empirical and process-based models and to better quantify carbon budgets. We 

performed automated (30 min) and manual (bi-monthly) soil CO2 efflux 

measurements, for ~20 months, at two sites in a temperate tidal marsh: tall Spartina 

(TS; dominated by S. cynosuroides) and short Spartina (SS; dominated by S. 

alterniflora). These measurements were coupled with water quality, canopy spectral 

reflectance, and meteorological measurements. There were no consistent diel patterns 

of soil CO2 efflux, suggesting a decoupling of soil CO2 efflux with diel variations in 

Chapter 3 
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temperature and tides (i.e., water level) showing a hysteresis effect. Mean soil CO2 

efflux was significantly higher at SS (2.15 ± 1.60 μmol CO2 m
−2 s−1) than at TS (0.55 

± 0.80 μmol CO2 m
−2 s−1), highlighting distinct biogeochemical spatial variability. At 

the annual scale, air temperature explained >50% of the variability in soil CO2 efflux 

at both sites; and water level and salinity were secondary drivers of soil CO2 efflux at 

SS and TS, respectively. Annual soil CO2 efflux varied from 287-876 to 153-211 g C 

m−2 y−1 at SS and TS, respectively, but manual measurements underestimated the 

annual flux by <67% at SS and <23% at TS. These results suggest that measuring and 

modeling diel soil CO2 efflux variability in tidal marshes may be more challenging 

than previously expected and highlight large discrepancies between manual and 

automated soil CO2 efflux measurements. New technical approaches are needed to 

implement long-term automated measurements of soil CO2 efflux across wetlands to 

properly estimate the carbon balance of these ecosystems. 

 

Highlights 

• Measured ~20 months of continuous soil CO2 efflux in a tidal salt marsh 

• No consistent diel patterns, suggesting a decoupling from tides and temperature 

• Air temperature explained >50% of variability at the annual scale 

• Soil CO2 efflux showed diel hysteresis pattern with temperature 

• Manual measurements underestimate annual soil CO2 efflux by up to 60% 

 

Keywords 

Wetland; carbon dioxide; soil respiration; aquatic-terrestrial interface; blue carbon; 

hysteresis  
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Graphical Abstract 

 

Figure 3.1:   Graphical abstract showing an aerial view of the study site (left panel) 

with the two subsites, short Spartina (SS) and tall Spartina (TS), outlined 

in orange and purple, respectively. The middle panel shows the time 

series of the daily mean CO2 efflux from the SS and TS sites. Dots with 

error bars represent the daily average ± SD of the manual measurements 

taken throughout the study period. The right panel shows the cumulative 

daily CO2 efflux annual sum for the SS and TS sites. Solid line denotes 

the cumulative daily CO2 efflux annual sum for the continuous 

measurements. Dashed line represents the cumulative sums of the manual 

measurements. Shaded area represents the 95% confidence interval. 
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3.1 Introduction 

Blue carbon ecosystems, such as tidal salt marshes, seagrass beds, and 

mangrove forests, are capable of sequestering large amounts of carbon. Despite 

covering only 0.07-0.22% of the Earth's surface, blue carbon ecosystems bury between 

0.08 and 0.22 Pg C yr−1, amounting to roughly 10% of the net residual land sink (i.e., 

the difference between C emissions and the net terrestrial C sink) (Duarte et al., 2013; 

NASAM, 2019; Spivak et al., 2019). These ecosystems can lose carbon to the 

atmosphere via respiration processes that result in CO2 and CH4 emissions, or lateral 

exchanges of organic (i.e., POC, DOC) and inorganic (i.e., CO2/CH4 emissions, DIC) 

compounds with rivers and the coastal ocean (Battin et al., 2009; Tobias and 

Neubauer, 2019). Consequently, to better understand the carbon balance in these 

ecosystems, as well as to better quantify regional-to-global carbon budgets, scientists 

need a better understanding of multiple carbon fluxes across these ecosystems (Hayes 

et al., 2018). In particular, there is a knowledge gap in assessing the magnitudes and 

patterns of greenhouse gas (GHG; CO2, CH4, N2O) fluxes between blue carbon 

ecosystems and the atmosphere, as well as how different environmental drivers 

influence them (Capooci et al., 2019; Macreadie et al., 2019). Blue carbon ecosystems 

are unique because they are influenced by key environmental drivers such as tides and 

biochemical gradients that contribute to high spatial and temporal variability in carbon 

dynamics (Seyfferth et al., 2020; Simpson et al., 2019). However, there is a pressing 

need to advance our understanding of carbon dynamics to inform Earth Systems 

Models, particularly for terrestrial-aquatic interface components, and to calculate 

ecosystem carbon budgets and blue carbon offsets (Macreadie et al., 2019; Sapkota 

and White, 2020; Ward et al., 2020). 
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Tidal salt marsh soils play a large role in the global carbon cycle despite their 

small footprint (Duarte et al., 2013; NASAM, 2019); consequently, it is important to 

close the knowledge gap about patterns and magnitudes of soil-atmosphere CO2 

dynamics. Soil CO2 efflux (also referred as soil respiration; Rs) represents the 

contribution of both autotrophic and heterotrophic respiration from the soil to the 

atmosphere. It is difficult to obtain CO2 efflux measurements in tidal marshes due to 

constant or intermittent waterlogged/flooded soils and high salinity which jeopardizes 

instrument performance and hinders long-term deployments. Traditionally, most CO2 

efflux measurements in wetland soils have been done manually with static chambers 

(Chimner, 2004; Han et al., 2014) since they are an excellent approach to better 

understand the spatial variability of soil CO2 efflux across an ecosystem. Furthermore, 

several studies (e.g., Moseman-Valtierra et al., 2016; Simpson et al., 2019) have 

targeted multiple coastal wetlands over a large geographical area, a task that manual 

measurements are uniquely suited to. 

While manual measurements can obtain high spatial resolution by targeting 

different areas of an ecosystem and can be used under a variety of environmental 

conditions, they usually have low temporal resolution (e.g., weekly, bi-monthly, 

monthly) and are labor-intensive (Koskinen et al., 2014; Savage et al., 2014). Thus, 

manual soil respiration measurements typically do not capture diel cycles and could be 

biased due to collection time (Cueva et al., 2017). In contrast, researchers have used 

high-temporal frequency measurements (e.g., hourly) with opaque chambers to 

capture diel patterns in soil CO2 efflux in temperate forest, grass, and shrub 

ecosystems (Carbone et al., 2008; Jia et al., 2013; Liu et al., 2006; Phillips et al., 

2010). High-temporal frequency measurements also enable scientists to capture 
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synoptic events, calculate more accurate annual sums, and determine nonlinear 

relationships between Rs and various drivers (Vargas et al., 2011b). Despite the need 

for high-frequency CO2 efflux data from tidal salt marsh soils, harsh environmental 

conditions (e.g., waterlogged soils, tides, high salinity, and relative humidity), and 

high instrumentation costs have hindered efforts. In recent years, researchers have 

built/modified automated, continuous measurement systems and/or have developed/ 

utilized new technologies capable of obtaining high-frequency soil CO2 efflux 

measurements in wetland ecosystems (Capooci et al., 2019; Diefenderfer et al., 2018; 

Järveoja et al., 2018; Lavoie et al., 2012; Petrakis et al., 2017; Trifunovic et al., 2020). 

These new systems have the potential to generate high-frequency, long-term data sets, 

giving scientists a better understanding of the patterns and magnitudes of CO2 efflux 

over a variety of time scales (Petrakis et al., 2017). 

Traditionally, soil CO2 efflux has been modelled based on an exponential 

temperature relationship developed in terrestrial ecosystems (Lloyd and Taylor, 1994). 

That said, several studies have found positive relationships between temperature and 

CO2 efflux using manual chamber measurements in temperate coastal wetlands with 

relatively large gradients in seasonal temperature. However, tidal salt marshes have 

other environmental drivers that can potentially influence soil CO2 efflux patterns 

(e.g., tides, salinity, phenology) and alter the expected relationship with temperature. 

In particular, tides can be asynchronous with temperature's diel cycle, alter canopy 

photosynthesis due to flooding, and affect nighttime net ecosystem exchange (NEE) 

differently during spring and neap tides (Guo et al., 2009; O'Connell et al., 2017). 

While several studies found that ecosystem-scale nighttime CO2 emissions were lower 

during higher tides, studies that parse out both the individual and combined effects of 
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tides and temperature over multiple time scales are limited (Forbrich and Giblin, 2015; 

Guo et al., 2009; Knox et al., 2018; Vázquez-Lule and Vargas, 2021). 

Furthermore, tides, in combination with plant communities, create different 

zones within a marsh that are characterized by soil biogeochemical conditions that 

subsequently can affect carbon dynamics (Seyfferth et al., 2020). Some studies have 

attributed differences in soil CO2 emissions to plant-based properties, such as primary 

productivity and plant turnover (Moseman-Valtierra et al., 2016; Simpson et al., 

2019), while other studies have proposed that microbial substrate availability, such as 

% soil C, DOC concentrations, or plant decomposition rates, were contributing factors 

(Nyman and Delaune, 1991; Seyfferth et al., 2020). The drivers behind spatial 

variability in salt marsh soil CO2 efflux are likely to be a combination of microbial 

processes, driven by substrate availability and redox conditions, and plant species and 

productivity, which can contribute to the amount and availability of carbon to 

microbial populations. As a result, it is important to measure soil CO2 efflux across 

different areas in tidal marshes to help better understand the drivers behind spatial 

variability. 

While automated measurements provide more temporal information (i.e., data 

points in a time series) than manual measurements, there is a need to test whether 

richer temporal information results in similar deductions (e.g., relationships between 

soil CO2 efflux and covariates, annual sums) than using data derived from manual 

measurements. Savage and Davidson (2003) compared manual (weekly, 12 locations) 

to automated (hourly, 3 locations) soil CO2 efflux measurements in a temperate forest 

to examine the trade-offs between the two. They found that seasonal flux estimates 

from both systems were nearly identical, but the automated measurements showed the 
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effects of wetting events on soil CO2 efflux, as well as contributed to better empirical 

modeling of the effects of soil temperature and moisture. However, no such 

comparisons have been done in tidal wetlands where soil CO2 efflux is potentially 

influenced (and confounded) by more environmental drivers (e.g., tides, salinity 

gradients, temperature, precipitation, redox conditions) than in terrestrial ecosystems.  

Our main objective is to describe and quantify the temporal patterns and 

drivers of CO2 efflux from two distinctive vegetation types in a temperate tidal salt 

marsh. To address this objective, we used a combination of continuous, automated 

measurements combined with spatially distributed manual CO2 efflux measurements. 

We postulate four interrelated hypotheses. 

First (H1), CO2 efflux will demonstrate clear seasonal and diel patterns, as 

expected in temperate terrestrial ecosystems where temperature fluctuations mainly 

determine the temporal trends (Vargas et al., 2011a). Alternatively, diel patterns could 

be dampened due to physical effects of the tidal cycle by regulating soil CO2 diffusion 

rates and minimizing temperature fluctuations in the soil. Consequently, during spring 

tides, it is possible to have lower soil CO2 efflux due to increased flooding compared 

to neap tides (Guo et al., 2009).  

Second (H2), the two vegetation zones will have differences in soil CO2 efflux 

due to different plant community composition and topographic location (Moseman-

Valtierra et al., 2016; Stribling et al., 2006). We expect that areas where soils are 

saturated and there are low water level fluctuations will have lower soil CO2 efflux 

rates, while larger water level fluctuations could increase oxygen and soil CO2 

diffusion resulting in higher soil CO2 efflux rates.  
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Third (H3), temperature will be the main driver of CO2 efflux at both sites 

(Abdul-Aziz et al., 2018), but other biophysical factors such as water quality (i.e., 

water level, salinity), and plant ecophysiology (using PAR and NDVI as proxies), as 

postulated in H2, will play a role in regulating soil CO2 efflux.  

Fourth (H4), manual and continuous measurements will show comparable 

temperature ~ soil CO2 efflux dependence (i.e., similar functional relationships). 

However, differences in magnitudes, patterns, and annual soil CO2 efflux estimates 

may emerge due to the continuous measurements capturing the short-term variability 

in soil CO2 efflux. 

3.2 Materials and methods 

3.2.1 Study site 

St. Jones Reserve (SJR), a subsection of the Delaware National Estuarine 

Research Reserve, is a mesohaline tidal salt marsh (DNREC, 1999) located near 

Dover, Delaware, USA. SJR falls within the Delaware Estuary and is tidally connected 

to the Delaware Bay via the St. Jones River. The tides range from −0.98 m to 1.43 m 

(referenced to NAVD88). The ecosystem is characterized by high primary 

productivity and medium seasonality, with a peak of phenology during summer 

(Villarreal et al., 2018). Dominant plant species consist of Spartina alterniflora, S. 

patens, and S. cynosuroides, but note that the genus Spartina has been reclassified as 

Sporobolus (Peterson et al., 2014). Soils are silty clay loam (10% sand, 61% silt, and 

29% loam, Capooci et al., 2019). We selected two sites with distinct biogeochemical 

conditions (Seyfferth et al., 2020) located approximately 90 m apart that fall within the 

footprint of an eddy covariance tower located on the site (AmeriFlux site ID: US-StJ; 
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Hill et al., 2021; Vázquez-Lule and Vargas, 2021). The tall Spartina (TS) site is 

mainly dominated by S. cynosuroides with soils characterized by iron reduction. The 

short Spartina (SS) site is mainly dominated by S. alterniflora and is relatively lower 

in elevation with soils characterized by sulfur reduction (Seyfferth et al., 2020). 

3.2.2 Continuous CO2 efflux measurements 

A forced diffusion soil CO2 sensor (eosense eosFD, Dartmouth, Nova Scotia, 

Canada) was placed at each location (i.e., TS, SS) in April 2017. The TS eosFD is ~16 

m from the main tidal channel and ~10 m from a secondary tidal channel, while the SS 

eosFD is located ~53 m from the main channel. Data was collected every 5 min for the 

duration of the study period but aggregated as half hourly measurements (April 26, 

2017 - December 31, 2018). Flux data calculated by the eosFD underwent a QA/QC 

protocol to remove a) data flagged by the eosFD software, b) data collected during 

times when the eosFD pump malfunctioned, and c.) negative values. Negative values 

comprised of ~3.7% of the SS dataset, with ~3.2% of those values associated with 

pump malfunctions, while the TS dataset consisted of ~2.9% negative values, the 

majority of which were near zero (≤0.1 μmol m−2 s−1). Negative values were 

considered measurement errors since a previous study found a large pool of CO2 

within the subsurface (i.e., >10%) that should contribute to a net CO2 efflux from the 

soil to the atmosphere (Seyfferth et al., 2020) Overall, missing data represent 7.5% of 

the dataset at TS and 20.8% at SS. 

3.2.3 Manual CO2 efflux measurements 

Manual CO2 efflux measurements were taken approximately every two weeks 

during the growing season (March - October) and monthly throughout the winter 
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(November - February). Four replicate 15-cm diameter PVC collars were installed at 

each site to assess spatial variability of soil CO2 efflux. Plant biomass was removed 

from the collars ~1 month before the first set of measurements. Before subsequent 

measurements, any new vegetation was carefully removed. Measurements were taken 

for four minutes using an Ultraportable Greenhouse Gas Analyzer (Los Gatos 

Research, Mountain View, CA, USA) and an opaque 15-cm diameter soil chamber 

that fit snugly over the soil collars. Measurements were taken between 8:00 and 12:00, 

regardless of the tidal cycle, but measurements were never performed if the collars 

were completely submerged. Soil CO2 efflux was calculated using a published 

protocol (Pearson et al., 2016; Warner et al., 2017). We used air temperature from the 

nearby meteorological station instead of soil temperature to calculate CO2 efflux to 

avoid disturbing the soil near the collars. A total of 275 manual measurements were 

taken during the study period (for TS, n= 144; for SS, n= 131). We used an QA/QC 

protocol where measurements with an R2 ≥ 0.90 were used for the study as they 

represented measurements that met micrometeorological requirements. Fluxes 

between 0 and 0.2 μmol m−2 s−1 were also kept to account for the low soil CO2 efflux 

during the winter. After this selection process, a total of 235 manual measurements 

were used for analyses (TS, n = 120; SS, n = 115), demonstrating that ~85% of our 

measurements met the QA/ QC conditions. 

3.2.4 Ancillary measurements 

Meteorological and water quality data were obtained from the site. 

Meteorological data was collected using a CR1000 Meteorological Monitoring Station 

(Campbell Scientific, Logan, UT, USA), while water quality data were measured 

using a YSI 6600 sonde (YSI Inc., OH, USA). The collection of the meteorological 
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and water quality data follows the National Estuarine Research Reserve's Centralized 

Data Management Protocol (NOAA National Estuarine Research Reserve System 

(NERRS), 2015). Meteorological data can be accessed via the National Estuarine 

Research Reserve System's Centralized Data Management Office (NERR CDMO; 

station: delsjmet-p). The data underwent a QA/QC protocol and was gap-filled using 

data from nearby NERR CDMO stations (stations: delslwq (water quality), cbmjbmet 

(meteorological)). Spring and neap tidal days were obtained from NOAA for the 

nearest station to St. Jones Reserve (StationId: 8555388; Murderkill River Entrance, 

DE).  

Normalized Difference Vegetation Index (NDVI) was collected every five 

minutes using a multiband radiometer (spectral reflectance sensor, METER Group, 

Washington, USA). One upward and one downward facing sensor was installed over 

the canopy at each site. NDVI is the ratio between red and near-infrared wavelengths 

and is related to the vegetation's greenness. Different phenophases were identified for 

the study periods as described previously (Hill et al., 2021; Trifunovic et al., 2020). 

Phenophases included (a) Dormant for the period of plant inactivity, (b) Greenup for 

the period of initial growth after the Dormant phenophase, (c) Maturity for the period 

of peak plant greenness, and (d) Senescence for the period when plants lose their 

greenness before entering the Dormant phenophase. 

3.2.5 Data analysis 

The average and standard deviation was calculated at daily and hourly intervals 

for the continuous soil CO2 efflux measurements at each site, while the manual 

measurements were calculated at daily intervals for each site. The average and 

standard deviation was calculated at daily and hourly intervals for the ancillary 
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measurements, except for NDVI where the daily average and standard deviation was 

calculated from measurements collected between 11:00 and 13:00 local time. t-tests 

were used to determine if means were significantly different between locations (TS 

and SS).  

Linear models were used to assess the relationship between daily air 

temperature and daily log-transformed CO2 efflux for both the continuous and manual 

measurements at each site. Daily CO2 efflux was log-transformed to improve linearity. 

The residuals from the models were then plotted against daily water level, salinity, 

NDVI, and PAR. The goodness of fit with linear relationships was assessed and 

reported for both manual and continuous measurements at both sites. Both the daily 

continuous and manual soil CO2 efflux time series were gap-filled using the empirical 

soil CO2 efflux ~ air temperature equation derived from the models described above to 

calculate annual sums. All analyses were carried out using R 3.6.1 (R Foundation for 

Statistical Computing, Vienna, Austria). 

3.3 Results 

3.3.1 Meteorological and water quality 

Air temperature, PAR, and NDVI exhibited strong seasonal patterns, with the 

highest values during the summer and the lowest during the winter (Fig. 3.2). Daily air 

temperature ranged from −12.7°C to 29.3°C with an average of 15.0 ± 9.4°C, while 

daily PAR ranged from 21.0 mmol m−2 to 693.1 mmol m−2 with an average of 307.7 

mmol m−2 ± 169.8 mmol m−2. While daily NDVI showed similar patterns at both sites 

throughout the study period, the SS NDVI daily mean was significantly lower than the 

TS NDVI daily mean (t-test, p < 0.001). SS NDVI averaged 0.35 ± 0.23 with a range 
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of 0.0002 to 0.72, while TS NDVI averaged 0.51 ± 0.24 with a range of 0.12 to 0.91. 

Daily water level varied throughout the year from -0.37 m (as referenced to NAVD88) 

to 1.03 m, with an average level of 0.29 ± 0.17 m. Daily salinity also varied 

throughout the study period from 1.5 ppt to 18.7 ppt, with an average of 8.4 ± 3.9 ppt. 

 

Figure 3.2:   Time series of daily mean ± SD (shaded region around the daily mean) of 

(a) air temperature, (b) PAR, (c) SS NDVI, (d) TS NDVI, (e) water level, 

and (f) salinity from April 26, 2017 to December 31, 2018. G = greenup, 

M = maturity, S = senescence, D= dormant. 
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3.3.2 Soil CO2 efflux 

The mean CO2 efflux was significantly higher at the SS site than the TS site 

(Fig. 3.3; t-test, p < 0.001), with average of 2.15 ± 1.60 μmol CO2 m
−2 s−1 and 0.55 ± 

0.80 μmol CO2 m
−2 s−1, respectively, throughout the study period. The mean from 

manual measurements of CO2 efflux were not significantly different from continuous 

measurements for the TS site (Fig. 3.3b) but were significantly different at the SS site 

(Fig. 3.3a, p < 0.001). Consequently, average CO2 efflux derived from manual 

measurements were not significantly different (SS: 0.94 ± 0.70 μmol CO2 m
−2 s−1, TS: 

0.87 ± 0.93 CO2 m
−2 s−1). SS showed a stronger seasonal pattern than the TS fluxes, 

but overall, both had higher fluxes during the summer (SS: 3.05 ± 1.18 μmol CO2 m
−2 

s−1, TS: 1.22 ± 0.70 μmol CO2 m
−2 s−1) than in the winter (SS: 0.91 ± 0.78 μmol CO2 

m−2 s−1, TS: 0.16 ± 0.25 μmol CO2 m
−2 s−1). For both sites, the Dormant phenophase 

(SS: 1.14 ± 1.06 μmol CO2 m
−2 s−1, TS: 0.15 ± 0.19 μmol CO2 m

−2 s−1) had 

significantly lower fluxes than the other three phases (t-test, p < 0.001). The Greenup 

(2.83 ± 1.43 μmol CO2 m
−2 s−1), Maturity (3.12 ± 1.43 μmol CO2 m

−2 s−1), and 

Senescence (2.74 ± 1.78 μmol CO2 m
−2 s−1) phenophases at the SS site were not 

significantly different from each other. Meanwhile at the TS site, the Greenup (0.75 ± 

0.92 μmol CO2 m
−2 s−1)/Maturity (1.49 ± 1.51 μmol CO2 m

−2 s−1) and 

Maturity/Senescence (0.60 ± 0.55 μmol CO2 m
−2 s−1) phenophases were significantly 

different (p = 0.002; p < 0.001, respectively). The difference between 

Greenup/Senescence was marginally significant (p = 0.08). 
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Figure 3.3: Time series of the daily mean CO2 efflux from the (a) SS and (b) TS sites 

from April 26, 2017 to December 31, 2018. Dots with error bars 

represent the daily average ± SD of manual measurements taken 

throughout the study period. G = greenup, M = maturity, S = senescence, 

D = dormant. 

Diel patterns of CO2 efflux and water level during representative spring tide 

days do not show similar efflux patterns both between and within sites. Fig. 3.4c, g, 

and h showed a pattern similar to the rise and fall of the tides, while Fig. 3.4a, b, e, and 

f show higher efflux at low tide and vice versa. Similar variations in efflux patterns are 

also found during representative neap tide days (Fig. 3.5). We found no significant 

difference between the daily mean values at spring tide vs neap tide.  
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Figure 3.4:   Diel patterns of hourly CO2 efflux (dashed lines) and water level (solid 

blue line) on a selected spring tide day during each phenophase at (a–d) 

SS and (e-h) TS. 

 

Figure 3.5:   Diel patterns of hourly CO2 efflux (dashed lines) and water level (solid 

blue line) on a selected neap tide day during each phenophase at (a–d) SS 

and (e–h) TS. 
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Furthermore, we found different types of hysteresis loops between CO2 efflux 

and air temperature. The patterns of these loops change from day to day, but we 

highlight three general patterns: counterclockwise (Fig. 3.6a, b), double peaks (Fig. 

3.6c), and figure-8 (Fig. 3.6d). 

 

Figure 3.6:   Examples of hysteresis loops between soil CO2 efflux and air temperature 

from SS (a, c) and TS (b, d). Note: scales of both x- and y-axes differ 

between graphs to better show hysteresis loops. 
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3.3.3 Relationship between CO2 efflux and biophysical drivers 

Fig. 3.7 shows the relationship between both continuous and manual CO2 

efflux and air temperature at each site. Using log transformed CO2 efflux data derived 

from automated measurements, we found that roughly half of the variability at the SS 

and TS sites was explained by air temperature. Air temperature also explains a 

substantial portion of the variability in the manual measurements, with an R2 of 0.73 

and 0.65 for the SS and TS sites, respectively (Figs. 3.7c, d). All models were 

significant (Table B.1). 

 

Figure 3.7:   Relationship between daily (a) automated SS, (b) automated TS, (c) 

manual SS, and (d) manual TS CO2 efflux and daily air temperature 

throughout the study period. Colored shapes indicate different 

phenophases.  



 69 

Manual measurements overestimate the strength of the temperature 

dependence of soil CO2 efflux. Using the 95% confidence interval of each model's 

slopes, we found that the slopes for the continuous SS (0.058 < m < 0.070) and the 

continuous TS models were significantly different (0.086 < m < 0.103), as well as the 

continuous SS and the manual SS (0.78 < m < 0.141). The 95% confidence intervals 

for the slopes of the manual TS and continuous TS models overlapped and therefore 

are not significantly different (Table B.1). 

The residuals from the CO2 efflux ~ air temperature models for the SS show 

that water level had the strongest correlation with model residuals, explaining 24% of 

the residual variability (Fig. 3.8). NDVI, PAR, and salinity had significant 

relationships with the model residuals, but the correlations are weak. At the TS site, 

salinity had the strongest correlation with model residuals, explaining 12% of the 

variability. NDVI and water level also had significant, but weak relationships with the 

model residuals. Residuals from the linear models using manual measurements did not 

have any significant relationships with NDVI, water level, salinity, or PAR for both 

sites. 

In both 2017 and 2018, the SS site had a higher cumulative annual CO2 efflux 

than the TS site (Fig. 3.9). The cumulative annual fluxes in the SS were 716 g C m−2 

and 876 g C m−2, with a 95% CI from 597 to 808 g C m−2 and from 783 to 950 g C 

m−2, for 2017 and 2018 respectively. The TS site had cumulative annual efflux of 153 

g C m−2 and 211 g C m−2, with 95% CI from 138 to 170 g C m−2 and from 202 to 221 

g C m−2, respectively. The cumulative annual efflux for manual measurements at the 

SS site were significantly lower than the annual efflux calculated for the continuous 

measurements, but were similar for both years (278 vs 287 g C m−2). Likewise, the 
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cumulative annual efflux for the manual measurements at the TS site were similar for 

both years (155 vs 162 g C m−2). However, during 2017, the annual cumulative flux 

calculated for both the manual and continuous measurements at the TS site were 

similar, while in 2018 the manual annual cumulative flux was lower than the 

continuous measurements. 

 

Figure 3.8:   Relationships between CO2 efflux ~ air temperature model residuals and 

biophysical variables for (a-d) SS and (e-h) TS. Colored shapes indicate 

different phenophases. All models except panel h are significant (p < 

0.05). 
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Figure 3.9:   Cumulative daily CO2 efflux annual sum for SS (orange) and TS (purple) 

(± 95% confidence intervals are shown by the shaded areas). Solid line 

denotes the cumulative daily CO2 efflux annual sum for the continuous 

measurements. Dashed line represents the cumulative sums of the manual 

measurements. Phenophases are as follows: D = dormant, G = greenup, 

M = maturity, and S = senescence. 

3.4 Discussion 

Our study used a combination of manual and continuous, automated 

measurements to investigate the patterns and drivers of CO2 efflux in tidal salt marsh 

soils. To the best of our knowledge, this is the first long-term (i.e., >20 months), 

hourly dataset of soil CO2 efflux in a tidal temperate salt marsh. Our data set showed 

unprecedented and unexpected temporal dynamics, particularly the lack of diel 

patterns, which complicates efforts to model soil CO2 efflux on sub-daily and diel 

scales. However, a strong relationship between soil CO2 efflux and temperature 
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emerged on the seasonal scale, despite other potentially confounding factors (i.e., 

tides, salinity), which provides support for using models based on temperature 

dependence functions. We also found both similarities and discrepancies between 

manual and automated measurements, which underscores the need to assess spatial 

and temporal variability to gain a better understanding of the heterogeneity of salt 

marsh soil CO2 efflux. 

Our first hypothesis stated that CO2 efflux will follow clear seasonal and diel 

patterns (as expected for terrestrial ecosystems; (Hibbard et al., 2005)), but diel 

patterns might be dampened due to tidal cycles, which can regulate soil CO2 diffusion 

rates and soil temperature fluctuations. As expected for temperate ecosystems, both 

the SS and TS sites demonstrated a clear seasonal pattern following temperature trends 

during both study years, with higher fluxes in the summer (Fig. 3.3). Seasonal patterns 

in CO2 efflux have been found in other marshes, likely due to increased heterotrophic 

respiration and substrate availability (Simpson et al., 2019). The seasonal pattern was 

weaker at the TS site, likely a result of its proximity to the tidal creek and its tidal 

patterns. The larger changes in water level at TS compared to SS may have reduced 

the influence of seasonal changes in temperature and plant productivity due to shifts in 

redox (Seyfferth et al., 2020). Furthermore, the TS site's hydraulic connectivity to the 

tidal creek may contribute to the loss of CO2 via lateral exchange (Trifunovic et al., 

2020). Higher fluxes during the summer compared to the winter has also been 

observed at other temperate wetland sites (Bridgham and Richardson, 1992; Seyfferth 

et al., 2020; Simpson et al., 2019; Yu et al., 2019). Additionally, the daily mean CO2 

efflux values measured at both the SS and TS sites fall within the range of values 

reported in other temperate coastal wetlands (Duarte et al., 2013; Seyfferth et al., 
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2020), but are higher than in a sub-tropical marsh (Simpson et al., 2019). Our values 

were also higher than nighttime Rs values reported in temperate salt marshes on Cape 

Cod (Abdul-Aziz et al., 2018). Our findings show the presence of seasonal patterns 

and support the use of seasonal relationships to model soil CO2 efflux in temperate 

tidal salt marshes. 

In contrast with terrestrial ecosystems, we did not find consistent diel patterns 

in soil CO2 efflux at either site. One previous study using limited information (only 35 

days) from automated measurements in wetland soils also showed highly variable CO2 

efflux throughout the day (Diefenderfer et al., 2018). At our study site, some days had 

higher fluxes during low tide (i.e., Figs. 3.4e–f, 3.5c), while other days had higher 

fluxes during high tide (i.e., Figs. 3.4c, 3.5e–g). We highlight that soil CO2 efflux did 

not peak around midday or shortly after, when air temperature peaks, suggesting that 

air temperature is not the dominant driver of soil CO2 efflux at the diel scale. This 

finding differs from what researchers have observed in temperate forests, where diel 

relationships between CO2 efflux and temperature occur frequently (Jia et al., 2013; 

Liu et al., 2006; Phillips et al., 2010). Furthermore, neither site consistently had lower 

soil CO2 efflux at higher creek water levels, suggesting that creek water level is not 

the sole driver of soil CO2 efflux at diel scales either. It is likely that diel patterns in 

CO2 efflux are driven by a combination of temperature and tide that changes from day 

to day within a spring-neap tidal cycle. 

There were no significant differences in soil CO2 efflux between days with 

spring or neap tides. These results appear to contrast with past research that has shown 

lower nighttime NEE during spring tides that inundate the marsh (Forbrich and Giblin, 

2015; Guo et al., 2009; Knox et al., 2018). We clarify that nighttime NEE, which 
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measures respiration processes that occur at night, could be used as a proxy for soil 

CO2 efflux in eddy covariance studies (Mahecha et al., 2010). That said, it is important 

to note that nighttime NEE, which includes both plant and soil respiration, cannot be 

assumed to fully represent soil CO2 efflux (Barba et al., 2018) and this may be 

especially relevant for tidal wetlands (Trifunovic et al., 2020). Our study sites rarely 

flood during spring tides unless it coincides with a rain event and the vegetation is 

rarely submerged (only after hurricane events). Therefore, we postulate that proximity 

to the tidal creek and marsh elevation are important factors in whether soil CO2 efflux 

is influenced by spring tides since locations closer to the creek and/or lower in 

elevation would be more hydraulically connected and therefore experience more 

frequent flooding events. The SS site, despite being lower in elevation than the TS 

site, may be too far from the main tidal channel to be heavily influenced by tides. 

While it appears that soil CO2 efflux at TS is not tidally controlled at diel scale despite 

its proximity to the main tidal channel, CO2 produced there may be laterally 

transported into the creek. A previous study conducted at the site found high 

concentrations of pCO2 in the creek water (upwards of 10,000 μmol/mol) as well as 

higher CO2 efflux from the water surface compared to the soil (Trifunovic et al., 

2020). These findings suggest lateral movement into and export of CO2 from the tidal 

creek, potentially affecting the soil CO2 concentrations and efflux at sites near the 

creek. Our findings suggest that the role of tides in soil CO2 efflux is complex and 

may require detailed hydrological information of how tides affect localized water 

levels at specific soil CO2 efflux measurement sites in coastal wetlands. 

We found diel hysteresis loops between soil CO2 efflux and air temperature or 

water level. Furthermore, the direction of these loops (i.e., clockwise and 
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counterclockwise) change throughout our measurements demonstrating that although 

temperature and water level are important controls for diel patterns, they represent 

non-linear influences on soil CO2 efflux that will be difficult to model at the diel scale. 

That said, the hysteresis loops with temperature generally moved in a 

counterclockwise direction, indicating that the highest fluxes occurred after the highest 

temperatures (Fig. 3.6a, b). This pattern is not uncommon in terrestrial ecosystems, as 

several studies have shown that peak soil respiration rates may lag several hours 

behind peak daily temperatures (Barron-Gafford et al., 2011; Phillips et al., 2011; 

Vargas and Allen, 2008). The saturated soils in tidal wetlands reduce CO2 diffusivity 

from where it is produced within the soil to the atmosphere, slowing diffusion by 

roughly 10,000 times compared to diffusion through air (Suarez and Simunek, 1993). 

Low gas diffusivity results in an increase in the time CO2 remains in the soil and 

delays the soil CO2 efflux response to temperature. Another explanation for 

counterclockwise hysteresis loops is that photosynthesis lags due to photosynthate 

travel times, which can take hours to weeks depending on the plant size (Kuzyakov 

and Cheng, 2001; Vargas et al., 2011a; Zhang et al., 2018). Recently fixed carbon in S. 

alterniflora plants have been found in soil bacteria within 24 h (Spivak and Reeve, 

2015). While most of the soil CO2 efflux ~ air temperature hysteresis loops are 

counter-clockwise, there are loops with two peaks (Fig. 3.6c, B.1a, B.3b) and figure-8 

loops (Fig. 3.6b). Hysteresis loops with double peaks may be the result of 

asynchronous peaks in substrate supply and soil temperature (Phillips et al., 2011). 

Meanwhile, Zhang et al. (2015) suggests figure-8 loops result from the transition 

between counterclockwise and clockwise loops (or vice versa) due to changes in the 

photosynthesis lag time. We postulate that in tidal salt marshes, this asynchrony may 
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be influenced by the interaction between tides and substrate. Tides bring in nutrients 

and substrates that may be used in microbial processes, in addition to altering soil 

redox and CO2 diffusivity. More research is needed to better understand how different 

environmental factors, particularly tides, interact to influence CO2 efflux at the diel 

scale. 

Our second hypothesis (H2) was rejected due to the SS site having 

significantly higher soil CO2 efflux (2.15 ± 1.60 μmol CO2 m
−2 s−1) than the TS site 

(0.55 ± 0.80 μmol CO2 m-2 s−1), highlighting distinct biogeochemical spatial 

variability. The SS site's disproportionately higher soil CO2 efflux suggests that the 

location may be a hot spot within the landscape (Leon et al., 2014; McClain et al., 

2003), especially when compared to the manual measurements conducted nearby 

during this study and by Seyfferth et al. (2020), which generally ranged from 0 to 5 

μmol CO2 m
−2 s−1. Seyfferth et al. (2020) showed that the SS site had lower 

concentrations of DOC in the porewater, lower %C in the soil, and higher water table 

elevation than the TS site, which would suggest that the SS site would have lower 

overall CO2 efflux. However, it is possible that the location of our automated 

measurements within the SS site had a lower water table, higher elevation, higher 

DOC, and/or higher % soil C content than the surrounding area due to slight changes 

in microtopography, resulting in higher soil CO2 efflux rates. Short S. alterniflora 

covers 66% (Vázquez-Lule and Vargas, 2021) of the marsh and can potentially have 

multiple hot spots located in areas where local biogeochemical conditions support high 

fluxes. Even with the exclusion of the SS hot spot, there were no significant 

differences between the manual measurements conducted at both sites, as well as 

between the continuous TS and manual SS measurements. Our finding highlights the 
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importance of assessing spatial variability within tidal salt marshes. Studies have 

shown that soil biogeochemistry differs within a tidal salt marsh. For example, areas 

nearby tidal creeks tend to have higher concentrations of ferrous iron, whereas 

locations further from or less influenced by the tidal creeks tend to have large amounts 

of sulfide (Seyfferth et al., 2020; Taillefert et al., 2007). Furthermore, changes in 

microtopography can affect sediment biogeochemistry (Stribling et al., 2006) and can 

likely have an impact on soil CO2 efflux by creating multiple hot spots within the 

marsh where the soil is not as saturated. By combining high-frequency measurements 

with spatially diverse point measurements, scientists will be better able to locate and 

confirm hot spots within a marsh, as well as assess spatial heterogeneity. 

Using linear models, we found that air temperature was the strongest overall 

driver of soil CO2 efflux at both of our sites and for both manual and automated 

measurements, confirming one component of our third hypothesis. Our results are 

consistent with previous research that show the importance of temperature on soil CO2 

efflux, particularly at longer time scales. For example, Simpson et al. (2019) found 

that soil temperature explained 42% of the variability in soil CO2 efflux measured at 

Florida mangrove and salt marsh sites. Another study, which used ecosystem 

respiration (Reco) derived from nighttime EC measurements, found that on a 

semiannual scale, temperature explained between 9 and 93.1% of the nighttime fluxes, 

but the proportion of Reco explained by temperature varied widely over shorter time 

scales (i.e., monthly, seasonally) as the importance of tides increased (Xie et al., 

2014). 

While temperature explains a similar proportion of variation in soil CO2 efflux 

at both continuous measurement locations, the slopes are significantly different, 
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underscoring that different locations within the marsh have different temperature 

sensitivities. The TS site has a higher slope (m = 0.09) than the SS site (m = 0.06) 

suggesting higher temperature sensitivity at that site. However, the manual 

measurements at both sites had near identical slopes (m = ~0.11). The manual and 

continuous measurements at the TS site had similar slopes as well. These results 

highlight the complexity of determining the temperature sensitivity of soil CO2 efflux 

within a salt marsh, which may be highly variable across the landscape depending on 

local conditions that affect soil CO2 efflux (i.e., water level, microbial community, 

substrate availability). We highlight that emergent machine learning methods may be 

able to predict non-linear patterns of soil CO2 efflux in these and other ecosystems 

(Vargas et al., 2018). 

The second component of our third hypothesis, that water quality and plant 

biology play a role in soil CO2 efflux, was confirmed. With the effect of temperature 

removed from the time series, we found that all four biophysical variables (NDVI, 

water level, salinity, and PAR) were significant for SS and three (NDVI, water level, 

salinity) were significant for TS for continuous measurements. Salinity and water level 

are the most important drivers at the TS and SS sites, respectively. At the TS site, 

salinity appears to play a role, with higher CO2 efflux at higher salinities. Due to its 

proximity to the tidal creek, salinity levels at TS likely experience a large enough 

variation to affect soil CO2 efflux. Previous research has shown a positive relationship 

between salinity and CO2 fluxes since salt water introduces more SO4
2− into the soil 

pore water, causing a shift from methanogenesis to sulfate reduction, which is more 

energetically favorable (Capone and Kiene, 1988; Capooci et al., 2019; Chambers et 

al., 2013). We expected that creek water level would play a bigger role at the TS site 
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rather than the SS site, due to its proximity to the tidal creek contributing to large 

changes in water level. Our finding that creek water level plays a more significant role 

at the SS site, which is less influenced by tidal creek water levels due to the formation 

of natural levee at the creek bank, as well the positive relationship between soil CO2 

efflux and creek water level runs counter to our hypothesis. Since the location of the 

SS measurement site is further from the tidal creek, it is possible that there is a lag 

between the high-water level in the creek and the high-water level at the SS site. 

Localized measurements of soil water level would be better suited to understanding 

the effect of water level on soil CO2 efflux, particularly in a heterogeneous landscape. 

While air temperature explained 73% and 65% of the variability in the manual 

measurements at the SS and TS sites, respectively, the other four biophysical variables 

did not significantly explain the remaining variability. These linear model results 

suggest that measuring and modeling diel soil CO2 efflux variability in salt marshes 

may be more challenging than previously expected due to large discrepancies between 

manual and automated soil CO2 efflux measurements, supporting our fourth 

hypothesis. It is difficult to model certain patterns when measurements are collected 

every two weeks. It is likely that the high-frequency data from the continuous 

measurements was able to capture the constant changes in water level and salinity and 

the slight deviations in NDVI and PAR from its seasonal pattern, whereas the manual 

measurements could only give a biweekly snapshot. While the manual measurement 

frequency (every two weeks) was sufficient to capture similar soil CO2 efflux ~ air 

temperature relationships as the continuous measurements, it was not able to account 

for the remaining soil CO2 efflux variability with the other biophysical variables. In 

tidal salt marshes, researchers should select the measurement frequency that best 
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answers their question: manual measurements to capture spatial variability, continuous 

measurements for better understanding the role other biophysical factors play in soil 

CO2 efflux, particularly if the biophysical variables, such as tides and salinity, are 

constantly changing on sub-daily timescales. 

Furthermore, we found that manual measurements underestimated the annual 

flux by <67% at SS and <23% at TS. This discrepancy highlights the inability of 

manual measurements to capture short-term variability in soil CO2 efflux, as well as 

hot spots as seen at the SS site. While the continuous SS annual soil CO2 efflux is 

significantly higher than the annual soil CO2 efflux calculated for the manual SS, as 

well both manual and continuous TS, it falls within the mid-range of global annual Rs 

values reported in Jian et al. (2020) and within the range of 576.08 ± 393.82 g C m−2 

yr−1 reported by Warner et al. (2019) for permanent wetlands. However, the annual 

soil CO2 efflux from the TS site are lower than values reported from a New England 

salt marsh (Howes et al., 1985) and from S. alterniflora in a South Carolina salt marsh 

(Morris and Whiting, 1986). Both studies measured CO2 fluxes monthly at low tide, 

which may result in an overestimation of the annual cumulative flux since CO2 fluxes 

generally seem higher at low tide. 

The discrepancies between manual and continuous measurements underscore 

the importance of obtaining data at daily time scales. In particular, modeling efforts 

such as the Community Earth System Model (Lu et al., 2018; Randerson et al., 2015) 

would benefit from long term, continuous data that helps elucidate how various 

environmental factors within a tidal salt marsh affect soil CO2 efflux. Furthermore, 

high-frequency soil respiration data can be beneficial in partitioning NEE, as 

measured by eddy covariance towers, into gross ecosystem carbon uptake and Reco. It 
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is important to verify Reco produced via partitioning of eddy covariance data with 

automated measurements since there can be discrepancies between the two (Barba et 

al., 2018). This may be especially important in tidal salt marshes, where the short-term 

relationship between temperature and nighttime Reco is confounded by tidal 

fluctuations and cannot be as easily extrapolated to daytime Reco. 

3.5 Conclusion 

High-frequency, long-term measurements of soil CO2 efflux at a tidal salt 

marsh showed the importance of continuous measurements in capturing temporal 

variability, particularly at the diel scale, where we found that soil CO2 efflux did not 

appear to follow temperature or tidal variation over the course of the day, nor did it 

follow spring-neap tidal cycles. The lack of diel patterns underscores the complex 

interactions between the biophysical variables that influence soil CO2 efflux in these 

ecosystems. In contrast, on the annual scale we found strong relationships between 

temperature and soil CO2 efflux, reinforcing the importance of temperature on soil 

respiration. These results highlight the need for more research on the biophysical 

controls, particularly temperature and tides, of soil CO2 efflux on the diel scale and 

underscores the difficultly of modeling daily soil CO2 efflux in tidal salt marshes. 

Furthermore, by incorporating periodic manual measurements throughout the 

automated measurement period, we were able to better assess the spatial variability of 

soil CO2 efflux in two distinct zones in a tidal salt marsh. The differences in soil CO2 

efflux derived from manual and continuous measurements in the SS zone underscored 

the spatial heterogeneity that exists within a salt marsh. This result highlights the need 

to better understand how local plant communities and biogeochemical conditions 

affect soil CO2 efflux in tidal salt marshes to better assess how soil CO2 efflux changes 
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across the landscape. The combination of spatial and high-frequency temporal 

measurements can provide better estimates of salt marsh soil CO2 efflux to be used in 

models, ecosystem carbon budgets, and blue carbon offset calculations. 
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Abstract 

Tidal salt marsh soils can be a dynamic source of greenhouse gases such as 

carbon dioxide (CO2), methane (CH4), and nitrous oxide (N2O), as well as sulfur-

based trace gases such as carbon disulfide (CS2) and dimethylsulfide (DMS) which 

play roles in global climate and carbon-sulfur biogeochemistry. Due to the difficulty in 

measuring trace gases in coastal ecosystems (e.g., flooding, salinity), our current 

understanding is based on snap-shot instantaneous measurements (e.g., performed 

during daytime low tide) which complicates our ability to assess the role of these 

ecosystems for natural climate solutions. We performed continuous, automated 

measurements of soil trace gas fluxes throughout the growing season to obtain high-

temporal frequency data and to provide insights into magnitudes and temporal 

variability across rapidly changing conditions such as tidal cycles. We found that soil 

CO2 fluxes did not show a consistent diel pattern, CH4, N2O, and CS2 fluxes were 

Chapter 4 
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highly variable with frequent pulse emissions (>2,500%, >10,000%, and >4,500% 

change, respectively), and DMS fluxes only occurred mid-day with changes 

>185,000%. When we compared continuous measurements with discrete temporal 

measurements (during daytime, at low tide), discrete measurements of soil CO2 fluxes 

were comparable with those from continuous measurements, but misrepresent the 

temporal variability and magnitudes of CH4, N2O, DMS, and CS2. Discrepancies 

between the continuous and discrete measurement data result in differences for 

calculating the sustained global warming potential (SGWP), mainly by an 

overestimation of CH4 fluxes when using discrete measurements. The high temporal 

variability of trace gas fluxes complicates the accurate calculation of budgets for use 

in blue carbon accounting and earth system models. Continuous measurements should 

be considered alongside discrete measurements to better capture the complex temporal 

and spatial variability of carbon-sulfur dynamics in tidal salt marshes.  
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4.1 Introduction 

Coastal vegetated ecosystems such as tidal salt marshes, mangrove forests, and 

seagrass beds provide a wide range of ecosystem services, such as mitigating storm 

surge and providing nursery areas for fish species (Barbier et al., 2011; Möller et al., 

2014). They also store large amounts of carbon at rates forty times higher than tropical 

rainforests (Duarte et al., 2005; Rosentreter et al., 2018) and are referred to as “blue 

carbon” ecosystems. The importance of coastal vegetated ecosystems in climate 

change policies has been recognized by the Paris Agreement (UNFCCC, 2015). Prior 

to the Paris Agreement, there has been increased interest in better quantifying the net 

balance between carbon storage and carbon release in coastal vegetated ecosystems for 

both scientific and carbon market purposes. For example, the Verified Carbon 

Standard developed a methodology to assess and verify the amount of carbon removed 

from the atmosphere in tidal wetland and seagrass restoration projects for carbon 

market purposes (Emmer et al., 2021). However, there are major knowledge gaps in 

assessing blue carbon in coastal vegetated ecosystems. Specifically, the high spatial 

and temporal variability of greenhouse gas (GHG) emissions, particularly for CH4 and 

N2O, in coastal vegetated ecosystems complicates blue carbon offset calculations (Al-

Haj and Fulweiler, 2020; Capooci et al., 2019; Murray et al., 2015; Rosentreter et al., 

2021). Thus, there is a need for developing measurement protocols to fully quantify 

the contribution of multiple GHGs in blue carbon ecosystems. 

To improve our understanding of blue carbon ecosystems in global 

biogeochemical cycles we need to think beyond traditional GHG trace gases (i.e., 

CO2, CH4, N2O). Tidal salt marshes produce sulfur-based trace gases due to the 

prevalence of sulfur cycling within their soils, which has implications for carbon-

sulfur biogeochemistry and the global climate. While coastal areas are major sources 
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of sulfur gases (Kellogg et al., 1972), there is large uncertainty in emission rates 

(Andreae and Jaeschke, 1992; Carroll et al., 1986). Dimethyl sulfide (DMS) is one of 

the dominant sulfur-based gases emitted from salt marshes (Hines, 1996), and 

dimethylsulfoniopropionate (DMSP), a DMS precursor, can be produced by salt marsh 

plant species Spartina alterniflora, S. anglica, and S. foliosa (Hines, 1996). DMS 

plays an important role in linking together carbon and sulfur biogeochemistry in salt 

marsh soils. It can be decomposed by not only sulfate-reducing bacteria, but can also 

act as a non-competitive substrate for methylotrophic methanogenesis (Kiene, 1988; 

Kiene and Visscher, 1987; Oremland et al., 1982) which allows methane production to 

occur in soils dominated by sulfate reduction (Seyfferth et al., 2020). Another sulfur-

based trace gas released from tidal salt marshes is carbon disulfide (CS2). CS2 can be 

produced by biological processes (Brimblecombe, 2014) and is a precursor to carbonyl 

sulfide (COS; Whelan et al., 2013). COS is the most abundant reduced sulfur 

compound in the atmosphere and can form sulfate aerosols that affect the Earth’s 

radiative properties by reflecting sunlight, thereby having a cooling effect on the 

climate (Taubman and Kasting, 1995; Watts, 2000). Despite sulfur-based trace gases 

playing a role in wetland soil biogeochemistry and in global climate, there is a need to 

quantify coastal wetland sulfur emissions and to connect those emissions to both the 

salt marsh sulfur cycle and to global budgets (DeLaune et al., 2002; Whelan et al., 

2013). 

Historically, both soil GHGs and S-based fluxes are measured using manual 

survey chambers, particularly during daytime low tide (e.g., De Mello et al., 1987) 

when soils are less likely to be submerged and are accessible to researchers. Manual 

measurements have a number of advantages, including the ability to sample over large 
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areas over short periods of time (Moseman-Valtierra et al., 2016; Simpson et al., 

2019), but these measurements are labor-intensive and provide limited information 

regarding temporal variability (Koskinen et al., 2014; Savage et al., 2014; Vargas et 

al., 2011). On the other hand, recent advances in high temporal-frequency soil efflux 

measurements (Capooci and Vargas, 2022; Diefenderfer et al., 2018; Järveoja et al., 

2018) have provided researchers with unprecedented temporal information to better 

understand diel and tidal patterns, as well as the influence of pulse events on trace gas 

emissions within salt marshes. While the use of automated systems is becoming more 

common in measuring salt marsh fluxes, their use is limited by high instrumentation 

costs, electricity requirements, and logistical challenges associated with installing 

these instruments in an environment prone to flooding and with high humidity. As 

automated systems become more prevalent, it provides researchers with the 

opportunity to evaluate data collected from manual measurements, such as daily 

means, that have been used to inform models and budgets, particularly for 

understudied trace gases such as N2O, CS2, and DMS. 

The objective of this study is to characterize the spatial and temporal 

variability of trace gases from soils in a tidal salt marsh. Specifically, we focus on 

CO2, CH4, N2O, CS2, and DMS to assess the differences between measurements taken 

at a particular time of day (i.e., daytime low tide) and measurements with high-

temporal frequency (i.e., continuous measurements). Few studies have measured GHG 

fluxes from tidal salt marshes using continuous, automated measurements (Capooci 

and Vargas, 2022; Diefenderfer et al., 2018), and this is a pioneering study that 

provides unprecedented information about the magnitudes and patterns of CS2 and 

DMS fluxes via continuous measurements. Furthermore, this study tests whether 
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traditional measurement protocols based on discrete temporal measurements provide 

similar information as data derived from continuous measurements, including the 

calculation of the sustained global warming potential (SGWP). Development of new 

technologies and incorporation of this information has important implications for 

calculating greenhouse and trace gas budgets, as well as the role salt marshes play in 

global biogeochemical cycles. 

4.2 Materials and methods 

4.2.1 Study site 

The study was conducted at St. Jones Reserve, the brackish estuarine 

component of the Delaware National Estuarine Research Reserve. The site is part of 

the Delaware Estuary and is tidally connected to the Delaware Bay via the St. Jones 

River. St. Jones is classified as a mesohaline tidal salt marsh (DNREC, 1999) and has 

silty clay loam soils (10% sand, 61% silt, 29% loam, Capooci et al 2019). The study 

was conducted in a section of the marsh dominated by Spartina alterniflora (= 

Sporobolus alterniflorus (Loisel.); Peterson et al., 2014) and will be referred to as SS 

as established in previous studies (Capooci and Vargas, 2022; Seyfferth et al., 2020). 

This area is lower in elevation relative to the rest of the marsh, is characterized by 

sulfur reduction (Seyfferth et al., 2020), and covers ~66% of the salt marsh landscape 

(Vázquez-Lule and Vargas, 2021). 

4.2.2 Experimental set-up 

The experiment was performed over the course of 6 campaigns to cover a full 

growing season: greenup (G), maturity (M), senescence (S), and dormancy (D) as 

described by the canopy phenology of the study site (Hill et al., 2021). The campaigns 
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began during the latter half of the 2020 growing season and continued into the 

beginning of the 2021 growing season (M1 – 29 June to 2 July, M2 – 31 July to 3 

Aug, S1 – 31 Aug to 3 Sept, S2 – 28 Sept to 1 Oct, D1 – 13 Apr to 16 Apr, and G1 – 

31 May to 3 June) due to delays related to the COVID-19 pandemic. We installed six 

PVC collars (diameter:  20 cm), placed ~1.2 meters apart, four months prior to the 

beginning of the experiment in the year 2020. Any vegetation that grew inside these 

collars in between campaigns was carefully removed prior to the start of the 

measurements. These collars were used to set down six automated chambers (LICOR 

8100-104, Lincoln, Nebraska) to measure trace gas fluxes as described below. 

4.2.3 Trace gas flux measurements and QA/QC 

The autochambers were coupled with a closed-path infrared gas analyzer (LI-

8100A, LICOR, Lincoln, Nebraska) and a Fourier transform infrared spectrometer 

(DX4040, Gasmet Technologies Oy, Vantaa, Finland). The LI-8100A and the 

DX4040 were connected in parallel since the DX4040 has its own internal pump and 

flow rates. Trace gas fluxes were measured once per hour per chamber (i.e., all six 

chambers were measured within an hour). Measurements were 5 minutes long and 

each chamber was flushed for 5 minutes total (pre-purge and post-purge were both 2.5 

minutes long) to help reduce the impacts of humidity on the instruments. Each 

campaign lasted approximately 72 hours where approximately 416 measurements 

were recorded. 

At the beginning of each campaign and every 24 hours after, we performed a 

zero calibration on the DX4040 using ultra-pure 99.999% N2 gas. It is recommended 

that zero calibrations are performed every 24 hours and when the ambient temperature 

changes by 10°C, so the experiment was paused for ~30 minutes during the zero 
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calibrations each day. Gas fluxes were calculated using Soil Flux Pro (v4.2.1, LICOR, 

Lincoln, Nebraska) and underwent standardized quality assurance and quality control 

protocol as established in previous publications (Capooci et al., 2019; Petrakis et al., 

2017). Briefly, QAQC included removing all values due to instrumental errors, 

comparing exponential and linear fits to select for the measurement with the higher R2, 

removing all measurements during times where the R2 for CO2 < 0.90, and removing 

all negative CO2 fluxes. 

4.2.4 Ancillary measurements 

Meteorological (station: delsjmet-p) and water quality (station: Aspen 

Landing) data were obtained from the National Estuarine Research Reserve’s 

Centralized Data Management Office (CDMO) and collected according to their 

protocol (NOAA National Estuarine Research Reserve System (NERRS), 2015). 

Meteorological data was collected using a CR1000 Meteorological Monitoring Station 

(Campbell Scientific, Logan, UT, USA). Water quality data were measured using a 

YSI 6600 sonde (YSI Inc., OH, USA). Both data sets were cleaned and gap-filled 

following the protocol established in Capooci et. al. (2022). 

Phenological data were obtained from the PhenoCam network (site: stjones, 

Seyednasrollah et al., 2019) as described previously (Hill et al., 2021; Trifunovic et 

al., 2020). Briefly, a single mid-day photo (12:00:00 h) was selected for each of the 

days in the study period and was visually inspected to remove images with obvious 

distortions. Since the images included a variety of vegetation types, the region of 

interest delineated to only the area containing S. alterniflora, the main species at the 

study site. Then the phenopix R package (Filippa et al., 2020) was used to extract and 
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calculate the greenness index, as well as delineate the phenophases for the study 

period (Hill et al., 2021). 

4.2.5 Data analyses 

Daily averages and associated standard deviations were calculated for 

meteorological and water quality data, except for the greenness index. Soil trace flux 

data were averaged into hourly and daily means and standard deviations. For heat 

maps, average hourly and campaign-length coefficients of variation were calculated.  

We extracted measurements from the time series of the automated 

measurements to represent information collected from discrete temporal 

measurements conducted during daytime low tide. This approach aimed to represent a 

measurement protocol derived from manual (i.e., survey) measurements where most 

measurements are performed at daytime and low tide for logistical reasons. To identify 

and extract these measurements, we identified when low tide occurred during each day 

(between 9:00:00 and 17:00:00 h) of the campaigns from water level data obtained 

from the tidal creek. All automated measurements that fell between 1 hour before and 

1 hour after low tide were extracted, averaged into a daily value, and classified as 

“discrete” measurements. For example, if low tide fell at 13:00:00 h, all continuous 

measurements that fell between 12:00:00 and 14:00:00 h were then extracted and 

averaged to obtain a daily mean. Daily means were also calculated for all automated 

measurements collected during the day and will be referred to as the “continuous” 

daily mean. Differences in the means and distributions of the continuous and discrete 

fluxes were assessed using a t-test and a Kolmogorov-Smirnov test, respectively. 

Sustained global warming potential (SGWP) was calculated for both the 

campaign-long and daytime low tide fluxes for CO2, CH4, and N2O. SGWP accounts 
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for sustained gas emissions over time compared to the global warming potential which 

accounts for a pulse emission over time (Neubauer and Megonigal, 2019). To 

calculate the SGWP, data from Day 2 and 3 of each campaign was used since 

measurements on Day 1 and 4 did not always occur during daytime low tide. Fluxes 

were converted into g m-2 and multiplied by the 20 and 100-year SGWP (Neubauer 

and Megonigal, 2019). SGWP were compared to see whether extrapolating SGWP 

from daily-averaged manual measurements done at low tide yielded similar values as 

hourly-averaged from high temporal frequency measurements. 

4.3 Results 

4.3.1 Meteorological and water quality 

Air temperature and greenness index show traditional seasonal patterns of 

temperate salt marshes (Fig. 4.1). Daily mean air temperature ranged from -3.5℃ to 

29.9℃, with an average daily temperature of 13.8 ± 9.1℃, while greenness index 

ranged from 0.30 to 0.42 with an average of 0.34 ± 0.04. Relative humidity, 

barometric pressure, water level, and salinity varied throughout the year. Relative 

humidity ranged from 32.6% to 100% with an average of 79.1% ± 16.7%. Barometric 

pressure was between 999.7 and 1036 mb with an average value of 1018.3 ± 6.8 mb. 

Daily water level ranged from -0.30 m to 0.76 m with an average height of 0.25 ± 0.2 

m, while salinity ranged from 1.1 ppt to 20.4 ppt with an average of 8.0 ± 4.45 ppt. 
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Figure 4.1:   Time series of hourly mean ± SD (gray shaded region) of (a) air 

temperature, (b) greenness index, (c) relative humidity, (d) barometric 

pressure, (e) water level, and (f) salinity from June 14, 2020 to June 14, 

2021. Vertical shaded areas correspond to each of the campaigns (M = 

maturity, S = senescence, D = dormancy, and G = greenup) 
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4.3.2 Greenhouse gas and sulfur-based trace gas patterns and variability 

Average CO2 fluxes were significantly different in each campaign, with the 

highest average fluxes occurring during the G1 campaign and the lowest during the D1 

campaign (Fig. 4.2a). During some campaigns, such as S1, CO2 fluxes did not show 

similar temporal patterns between chambers, whereas during other campaigns, such as 

M2 and G1, all six chambers had similar patterns. While there is a seasonal pattern in 

CO2 fluxes, with higher fluxes occurring during warmer months, diel patterns were not 

consistent between campaigns. One notable exception is the G1 campaign, during 

which a clear diel pattern was observed. CO2 fluxes had consistent variability from 

one hour to the next during each of the 6 campaigns (Fig. 4.3a), with overall average 

variability ranging from 28.9% during M2 to 49.6% during Dl. 

CH4 fluxes were low most of the time, particularly during the G1 campaign 

(Fig. 4.2b). However, CH4 pulses occurred during 5 out of the 6 campaigns, with 

S1and S2 having the most frequent pulse emissions. S2 had the largest CH4 

pulse,13,488 nmol m-2 s-1, which was 2,599% higher than the average flux. The 

highest average CH4 fluxes also occurred during S1 and S2, while the highest hourly 

variability occurred in both S1 and S2, as well as in M2 (Fig. 4.3b). Mean CH4 

variability ranged from -108% in M1 to 91.0% in S1. 

Most N2O fluxes were near-zero, with periodic pulses of emissions or uptake 

that ranged from -33.8 to 19.0 nmol m-2 s-1 (Fig. 4.2c), with a maximum percent 

change from the mean of 10,231%. Four out of the six campaigns (M1, S2, D1, and 

G1) had net N2O uptake, while two campaigns (M2, S1) had net N2O fluxes. There 

were no significant differences between campaigns except for M1 and S1. Meanwhile, 

N2O fluxes had very high hourly variability ranging from -106,964% to 26,208% (Fig. 
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4.3c). Consequently, average variability during each campaign was highly variable 

from -1,032% to 129%. 

 

Figure 4.2:   Time series of fluxes from each chamber during each campaign for (a) 

CO2, (b) CH4, (c) N2O, (d) CS2, and (e) DMS. Each color designates a 

different chamber. The campaign means [LCI, UCI] are listed on each 

panel. The y-axis for CH4 fluxes was shortened to show the variability. 

Full range of CH4 fluxes during S2 can be seen in Appendix C (Fig. C.1). 
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Figure 4.3:   Heat maps of hourly coefficient of variance (CV) for (a) CO2, (b) CH4, 

(c) N2O, (d) CS2, and (e) DMS during each campaign. Each pixel 

represents the average CV for that hour. Mean CV for each campaign is 

listed in the μ column. Grayed out pixels represent NA. Note: legend 

scale is different for each gas and campaigns start at 15:00:00 h on Day 1 

and end at 13:00:00 h on Day 4. 
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Similarly to CH4 and N2O, CS2 fluxes were low the majority of the time, with 

occasional pulses of emissions or uptake (Fig. 4.2d). CS2 fluxes ranged from -386.9 to 

306.2 nmol m-2 s-1, with a maximum percent change from the mean of 4,785%. All 

campaigns had net emissions despite periodic pulses of CS2 uptake. CS2 fluxes also 

had high hourly variability, with overall means for each campaign ranging from           

-70.2% during D1 to 2254% during M2 (Fig. 4.3d). 

DMS emissions were zero for most of the campaigns (Fig. 4.2e). Pulses of 

emissions and uptake tended to occur during mid-day. DMS fluxes ranged from -158.5 

to 230 nmol m-2 s-1, with a maximum percent change from the mean of 185,987%. D1 

and G1 had net uptake, while the other four campaigns had net emissions of DMS. 

During periods of emissions and uptake, hourly variability ranged from -870.5% to 

888.7% (Fig. 4.3e). The extended periods of no DMS fluxes contributed to low overall 

mean variability during each campaign, ranging from -2.45% in S2 to 35.7% in M2. 

4.3.3 Comparisons between continuous and discrete measurement scenarios 

A subset of the continuous measurements that fall during daytime low tide was 

selected to represent data collected using traditional discrete, manual measurements 

which are commonly reported for tidal salt marshes. Information from continuous and 

discrete datasets are compared to elevate whether they provide similar distributions, 

daily means, flux-temperature relationships, and SGWP. 

Continuous and discrete flux distributions can be seen via density plots (Fig. 

4.4). While the distributions for continuous and discrete fluxes overlap for each of the 

five gases, four of the five gases have significantly different distributions of fluxes 

when comparing the continuous and the discrete datasets (Table 4.1). The only gas 

that had similar distributions between the two sampling intervals was CO2 (Table 4.1). 
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For all gases, the continuous distribution had higher kurtosis values and higher C.V. 

than the discrete fluxes (Table 4.1). Of the five gases, CS2 was the only one with a 

more skewed discrete data distribution and significantly different means between 

continuous and discrete measurement scenarios (Fig. 4.4b, Table 4.1).   

 

Figure 4.4:   Density plots comparing the distribution of fluxes throughout all 

campaigns (continuous) to those measured during daytime low tide 

(discrete) for (a) CO2, (b) CH4, (c) N2O, (d) CS2, and (e) DMS. Note: the 

scales on the x- and y-axis are different. The tails have been cut off to 

better seek the peaks for (b), (c), (d), and (e). To see plots with full 

distributions, see Fig. C.2. 
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Table 4.1:    Summary of continuous and discrete measurement data and distributions 

for each gas. An alpha of < 0.05 was used to determine significant 

differences between the means and the distributions. Note: means for 

CO2 are in μmol m-2 s-1. 

Gas 
Sampling 

Frequency 
Mean 95% CI C.V. Skewness Kurtosis 

Means 

Different? 

Distributions 

Different? 

CO2 
Continuous 1.92 1.86–1.97 67.2% 1.53 6.51 

No 
No 

 Discrete 1.90 1.74–2.07 62.3% 0.67 3.65 

CH4 
Continuous 41.2 29.5–52.9 708% 41.6 1903 

No 
Yes 

p = 0.02 Discrete 57.6 39.2–76.0 234% 5.21 34 

N2O 

Continuous -0.06 
-0.13–

0.009 
2686% -4.67 133 

No 

Yes 

p < 0.01 

 Discrete -0.16 
-0.29 – 

-0.04 
556% -4.39 47.8 

CS2 
Continuous 3.39 2.45–4.33 673% 1.51 116 Yes 

p = 0.04 

Yes 

p = 0.05 Discrete 6.44 3.70–9.18 312% 3.93 22.9 

DMS 
Continuous 1.11 0.70–1.51 907% 8.74 223 

No 
Yes 

p < 0.001 Discrete 1.77 1.06–2.48 295% 3.40 16.6 

 

 

For CS2 and DMS, discrete measurements had higher overall daily mean fluxes 

(Fig. 4.5d, e), while the opposite occurred for CH4 and N2O (Fig. 4.5b, c). CO2 fluxes 

from continuous and discrete measurements had nearly a 1:1 relationship (Fig. 4.5a). 

Both CO2 and DMS had strong relationships between continuous and discrete daily 

means, with r-squares higher than 0.7, while N2O and CS2 had moderate relationships. 

CH4 had a poor fit between continuous and discrete measurements. 

Next, relationships between trace gas flux and air temperature were evaluated 

for each gas under continuous and discrete measurement scenarios. CO2 and CH4 

fluxes had statistically significant relationships for both discrete and continuous 

measurements versus air temperature (Fig. 4.6a-d).  Air temperature explained 38% 

and 21% of the variability for discrete and continuous measurements for CO2, 

respectively (Fig. 4.6a, b), while air temperature explained 32% and 7% of the 

variability for discrete and continuous measurement for CH4 (Fig. 4.6c, d). The slopes 
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for both discrete and continuous CO2 fluxes were not significantly different (95% CI; 

0.029 - 0.12, 0.037 - 0.054, respectively), as well as for CH4 (95% CI; 2.14 - 12.7, 

1.31 - 2.71, respectively). For N2O, CS2, and DMS, there were no significant 

relationships between discrete daily mean fluxes and air temperature, but there were 

significant relationships between continuous hourly mean fluxes and air temperature 

(Fig. 4.6e-j). Air temperature explained very little variability for N2O, CS2, and DMS. 

 

Figure 4.5:   Plots comparing the daily average of continuous to discrete 

measurements for (a) CO2, (b) CH4, (c) N2O, (d) CS2, and (e) DMS. Error 

bars represent the SD and have been cut off in panel (b) to show data 

better. See Fig. C.3 for full error bars for panel b. Red dashed line is the 

1:1 line, while the black solid line is the trend line. 
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Figure 4.6:   Comparison of fluxes versus air temperature for all campaigns. In panels 

a, c, e, g, and i, the hourly continuous mean is compared to the hourly air 

temperature, while in panels b, d, f, h, and k, the discrete daily mean is 

compared to the daily air temperature. The trend lines for significant 

relationships at alpha < 0.05 are plotted. Note: in panel d, the outlier 

hourly mean of 2,275 nmol m-2 s-1 is not included in the trend line or the 

graph. 
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Discrete measurements had a higher SGWP potential than the continuous 

measurements (Table 4.2). While the discrete measurements had a slightly lower 

SGWP for CO2 and a slightly higher SWGP for N2O, the difference between 

continuous and discrete SGWP was driven by CH4. The 20-yr and 100-yr SGWP for 

discrete measurements of CH4 were up to ~38% higher than the respective continuous 

measurements, contributing to an overall increase of ~18% and ~11% for the discrete 

measurement’s 20- and 100-year SGWP. 

Table 4.2:     Sustained global warming potential (SGWP) derived from continuous 

and discrete temporal (during daytime low tide) measurements in a tidal 

salt marsh. 

Frequency 
CO2 

(g m-2) 

CH4 

(CO2-eq (g m-2)) 

N2O 

(CO2-eq (g m-2)) 

Total 

(CO2-eq (g m-2)) 

20-yr 

SGWP 

100-yr 

SGWP 

20-yr 

SGWP 

100-yr 

SGWP 

20-yr 

SGWP 

100-yr 

SGWP 

Continuous 84.9 70.4 33.0 0.27 0.30 155.57 118.2 

Discrete 82.7 103.2 48.4 0.40 0.44 186.3 131.54 

 

4.4 Discussion 

4.4.1 Measuring all the time: seasonal and diel patterns and hot moments of soil 

trace gases 

Spatial variability between the individual chambers at SS were low, but CO2 

fluxes showed temporal variability that corresponded to changes in temperature. The 

relatively low spatial variability within our experimental setting contrasts with 

previously reported high spatial variability of CO2 fluxes attributed to the presence of 

a hot spot (Capooci and Vargas, 2022). However, previous CO2 fluxes measured at the 
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SS site ranged from 0-10 μmol m-2 s-1, with the bulk of the measurements between 0-4 

μmol m-2 s-1, with higher fluxes associated with hot spots or warmer temperatures 

(Capooci and Vargas, 2022; Seyfferth et al., 2020). Therefore, location of 

measurements within a landscape could be influenced by hot spots, which complicates 

ecosystem scale calculations of soil CO2 fluxes (Barba et al., 2018). In addition, there 

was a seasonal pattern evident in the CO2 fluxes, with higher emissions during the 

growing season, as typical in temperate ecosystems, as well in the significant 

relationship between CO2 and air temperature. Other studies at temperate wetland sites 

have found higher fluxes during the summer (Bridgham and Richardson, 1992; 

Simpson et al., 2019; Yu et al., 2019), as well as relationships between CO2 fluxes and 

temperature (Capooci and Vargas, 2022; Simpson et al., 2019; Xie et al., 2014) 

highlighting that CO2 fluxes in temperate salt marshes exhibit a temperature 

dependency over seasonal scales, even in the presence of tides.  

While CO2 fluxes show seasonal patterns, there are no diel patterns that persist 

throughout the year. During G1, the peak of high tide coincided with peak daily 

temperature. This scenario also occurred during D1, but fluxes were too low to discern 

patterns. During all other campaigns, low tide and peak temperatures coincided. These 

results suggest that diel patterns may occur periodically under certain conditions. For 

example, at the SS site, it may be that diel patterns occur during high tide at the 

temperature peak. While we expected the highest fluxes during low tides due to 

increased oxygen exposure, there may be a lag between low tide in the creek and low 

water levels at the SS site, resulting in higher fluxes during high tide in the creek. 

However, these results can vary from site to site and with proximity to the tidal creek. 

More research using high temporal frequency measurements are needed to parse out 
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the role of temperature and tides on CO2 fluxes across salt marshes to properly 

represent the pattern in earth system models (Ward et al., 2020)  

Similarly to CO2, CH4 has a significant relationship with air temperature, 

however it explains less variability in the fluxes. Several studies have found positive 

correlations between soil CH4 fluxes and temperature (Bartlett et al., 1985; Emery and 

Fulweiler, 2014; Wang and Wang, 2017) in temperate salt marshes, while others have 

not (Wilson et al., 2015). It is important to note that while, in general, salt marsh CH4 

fluxes are positively related to temperature (Al-Haj and Fulweiler, 2020), the ability of 

temperature to explain CH4 flux variability is low, compounded by many, often site-

specific, factors that affect methane production and consumption, such as organic 

matter supply, microbial communities, and diffusion rates (Al-Haj and Fulweiler, 

2020; Bartlett et al., 1985). 

At our study site, CH4 fluxes were highest and pulses were most frequent 

during senescence, agreeing with findings from ecosystem-scale measurements 

derived using the eddy covariance technique (Vázquez-Lule and Vargas, 2021). In 

most wetland ecosystems, the highest fluxes have been reported during the summer 

(Kim et al., 1998; Livesley and Andrusiak, 2012; Rinne et al., 2007; Van Der Nat and 

Middelburg, 2000), but we highlight that there is a lack of measurements during the 

winter (Al-Haj and Fulweiler, 2020). In S. alterniflora marshes, highest mean CH4 

fluxes have been found in both the summer and the fall (Bartlett et al., 1985; Emery 

and Fulweiler, 2014). At a site dominated by S. alterniflora, both high fluxes and 

porewater CH4 concentrations were found in September, indicating either a continual 

build-up of CH4 in the pore water over the growing season and/or increased CH4 

production in the fall (Zhang and Ding, 2011). For our site, it is likely higher CH4 
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emissions during senescence were due to an input of labile organic matter from plant 

die-off (Seyfferth et al., 2020). Furthermore, a recent study has shown that porewater 

DMS, a non-competitive substrate for methylotrophic methanogenesis that is produced 

from the breakdown of DMSP, a metabolite produced by S. alterniflora (Dacey et al., 

1987), peaks during the fall (Tong et al., 2018). Therefore, we postulate that an influx 

of DMS may also contribute to higher CH4 fluxes during senescence in marshes 

dominated by S. alterniflora. This finding highlights the importance of carbon-sulfur 

biogeochemistry and measuring fluxes during non-summer months; particularly in 

marshes that have plant communities that provide substrates used in methylotrophic 

methanogenesis (Seyfferth et al., 2020). 

On a diel timescale, pulse emissions of CH4 from the soil tend to occur during 

the warmest time of the day, as well as during low and rising tides. There are very few 

studies that report high-temporal frequency data of CH4 emissions, most of which 

include plants within their scope (via transparent chambers or eddy covariance) or 

focus on tidal creeks, making it difficult to ascertain whether the diel patterns seen in 

this study are typical of tidal salt marsh soils. Considering the broader range of studies 

about CH4 fluxes in coastal vegetated ecosystems, CH4 emissions have been found to 

peak at various points in the day, from during the day (Tong et al., 2013; Yang et al., 

2017, 2018), at night (Diefenderfer et al., 2018), or highly variable (Jha et al., 2014; 

Xu et al., 2017). At our site, CH4 fluxes tended to peak at the confluence of peak daily 

temperature and low to rising tides, indicating that physical forcing may contribute to 

CH4 pulses (Bahlmann et al., 2015; Middelburg et al., 1996). However, pulses did 

occur during other times throughout the day and within the tidal cycle. While some of 

the pulse emissions may be a result of ebullition, the majority are associated with high 
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R2’s, indicating that they are sustained over the measurement period. Our results 

demonstrate the importance of conducting high-temporal frequency CH4 

measurements in tidal salt marsh soils for several reasons, including the need for more 

data to better understand the drivers of CH4 fluxes at diel scales and how that affects 

model predictions. 

N2O emissions and uptake loosely followed a seasonal pattern, likely driven by 

the canopy phenological stages. During the growing season, it has been shown that 

highly productive plants can compete with soil microbes for NO3
- and NH4

- (Cheng et 

al., 2007; Granville et al., 2021; Xu et al., 2017; Yu et al., 2012; Zhang et al., 2013), 

shifting denitrifiers into consuming N2O and resulting in a net uptake during G1 and 

M1. As the plants reach peak maturity, the system shifts into net emission of N2O 

during M2 and S1. One study found that nitrogen additions resulted in a pulse of N2O 

in July when most of the plant growth had occurred, but no response in April, 

suggesting that the competition for NO3
- and NH3

+ decreases when plant growth has 

slowed down (Moseman-Valtierra et al., 2011). Increased substrate availability 

combined with warm temperatures likely contributed to the marsh being a net source 

of N2O during the later stages of the growing season. As temperatures drop, the 

system shifts back into net uptake, as seen during S2 and D1. Similar seasonal patterns 

have been seen in other studies, albeit shifted by a month or two depending on the 

local climate and phenophases (Emery and Fulweiler, 2014; Granville et al., 2021). 

These findings highlight balance between processes that produce N2O (e.g., 

nitrification, denitrification, and nitrifier-denitrification) and consume N2O (e.g., 

denitrification), as well as substrate availability and plant phenology in determining 

whether a marsh is a source or sink of N2O at any given point. 
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As with seasonality, diel patterns of N2O showed both emissions and uptake. 

Several studies have also reported both emissions and uptake during a 24-hour period 

(Tong et al., 2013; Yang et al., 2017). We found that pulses of uptake and emissions 

occurred both during the day and at night, as well as during different phases of the 

tidal cycle. Studies have found higher fluxes during the day (Tong et al., 2013; Yang 

et al., 2017) and at night (Bauza et al., 2002; Laursen and Seitzinger, 2002; Yang et 

al., 2017). Generally, fluxes were slightly higher at night throughout the campaigns, 

perhaps as a result of increased availability of NH4
+ at night due decreased 

competition from photosynthesizers (Bauza et al., 2002). Overall, N2O fluxes were 

near-zero with a < 0.50 nmol m-2 s-1 difference between daytime and nighttime mean 

fluxes, suggesting that N2O fluxes do not play a major role in GHG emissions at this 

salt marsh. 

Our automated measurements of sulfur-based trace gases show high variability 

in CS2, with low fluxes punctuated by occasional pulse emissions. There are no 

previous studies with automated measurements to compare our findings, but previous 

studies have noted that CS2 fluxes are highly variable (Hines, 1996; Steudler and 

Peterson, 1985), with periods of emission and uptake. However, fluxes at SS were, on 

average, an order of magnitude higher than values reported in the literature 

(Supplementary Table C.1). There could be several reasons for the difference in 

magnitudes: 1) improvement in instrumentation to detect CS2, 2.) sampling technique 

differences, and 3.) site-specific characteristics. Since the influx of sulfur-based trace 

gas measurements in the 1980s, instrumentation has advanced from using molecular 

sieves and cryotraps to store samples before measuring them on a gas chromatograph 

(e.g., Carroll et al., 1986; Cooper et al., 1987; Steudler and Peterson, 1984) to using 
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portable Fourier transform infrared (FTIR) spectrometers that measure trace gas 

concentrations in near real-time. These instrumentation advances subsequently led to 

changes in sampling techniques. Traditionally, it was common to keep the chamber 

closed for upwards of 24-hours, with samples being collected over hourly intervals 

throughout the day (Carroll et al., 1986; Goldan et al., 1987). Sweep air free of sulfur 

trace gases was also commonly used to avoid the need to take samples at both the inlet 

and outlets of the chambers (Goldan et al., 1987). However, others used ambient air 

because it more closely resembled in situ conditions (Steudler and Peterson, 1985). 

With recent advances, sampling techniques have changed to eliminate the need for 

very long closure times and reduce the effects the chambers have on 

micrometeorological conditions. Now, high-temporal frequency, long-term data can be 

obtained, thereby capturing pulse emissions that otherwise may be missed. The third 

reason for difference in magnitude could be due to site-specific differences in CS2 

fluxes. While the mechanisms by which CS2 is produced are poorly understood, there 

are several potential production pathways: OM degradation, photochemical 

production, and algal production (Xie and Moore, 1999). The most likely pathway for 

our site is the microbially-mediated reaction between H2S and organic matter due to 

high sulfur concentrations, anaerobic conditions, and a large pool of decaying organic 

matter. Finally, CS2 is a short-lived sulfur gas but the major product of CS2 oxidation 

is COS; consequently, understanding CS2 production and oxidation is important for 

recognizing the role of salt marshes in COS dynamics (Whelan et al., 2013). 

The mean of measured DMS fluxes generally fall within those reported in the 

literature, but with pulses higher than previously reported and different temporal 

patterns. We found that DMS fluxes only occurred during the middle of the day, near 
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when air temperatures peaked. This is contrary to several studies that have found DMS 

fluxes during other times of the day (DeLaune et al., 2002; Morrison and Hines, 1990; 

Steudler and Peterson, 1985). Some studies have found diel patterns related to 

temperature (W. J. Cooper et al., 1987; De Mello et al., 1987) and incoming tides 

(Dacey et al., 1987; Goldan et al., 1987; Morrison and Hines, 1990). Our results 

indicate that DMS fluxes from the SS site are associated with temperature and light-

related processes, whether these variables influence microbial activity, plant 

physiology, or a combination of both. A study found that DMS fluxes peaked after a 

full daylight period in a Danish estuary (Jørgensen and Okholm-Hansen, 1985). 

However, there is no information on the diel patterns of DMS in the sediment pore 

water or its release from S. alterniflora plants. DMS is also produced by other 

pathways that occur under anoxic conditions, such as methylation of sulfide and 

methanethiol (Carrión et al., 2019; Lomans et al., 2002; Sela-Adler et al., 2015), 

microbial reduction of dimethylsulfoxide (Capone and Kiene, 1988), and/or the 

incorporation of inorganic substrates (i.e., CO2) and organic methylated compounds 

(Finster et al., 1990; Lin et al., 2010; Moran et al., 2008). To better understand DMS 

fluxes, more research into the dynamics between S. alterniflora, pore water DMS, and 

DMS fluxes is needed, as it plays an important role in carbon-sulfur biogeochemistry, 

particularly as a non-competitive substrate for methylotrophic methanogenesis 

(Seyfferth et al., 2020). 

4.4.2 Continuous versus discrete measurements: do we get the same 

information? 

Our results show that discrete temporal measurements of CO2 during daytime 

low tide throughout the year (including dormancy) may be sufficient to obtain a 
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representative mean of the temporal variability of soil CO2 flux. This has implications 

for calculating carbon budgets. Furthermore, the distribution of continuous and 

discrete CO2 fluxes is similar, indicating that discrete measurements are capturing 

similar variability as continuous measurements. This observation is reinforced by the 

CO2 ~ air temperature relationships, which do not have significantly different slopes 

(discrete: 0.03 - 0.12, continuous: 0.04 - 0.05), providing further support for the utility 

of daytime low tide discrete measurements in evaluating potential drivers of CO2 

variability. 

In contrast, high variability in CH4 fluxes resulted in the means for discrete and 

continuous measurements to be similar, but with significantly different distributions. 

In salt marshes, CH4 fluxes are characterized by high variability (Rosentreter et al., 

2021), making it difficult to assess the processes that control CH4 fluxes (Vázquez-

Lule and Vargas, 2021). While the means were not significantly different despite 

~33% higher mean flux using discrete measurements, it is important to note that the 

95% confidence interval and the coefficient of variation are broad and very high, 

resulting in potential error cancellation for the calculation of the mean. We postulate 

that the discrete measurement approach can be used to calculate budgets with the 

caveat of large uncertainties and that they likely overestimate the mean CH4 flux. 

Discrete measurements do not capture similar variability as the continuous 

measurements and have a stronger air temperature ~ CH4 flux relationship than 

continuous measurements, despite the overlap between their confidence intervals (2.14 

- 12.7 and 1.31 - 2.71, respectively). However, continuous measurements provide a 

more accurate depiction of the patterns and magnitudes of CH4 and can provide 

stronger insights into the interrelated drivers of CH4 fluxes.  
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Regardless of the sampling interval, N2O fluxes had means that are near-zero. 

Due to fluxes consistently being near zero, the discrete and continuous measurements 

will likely get similar overall results due to error cancellation even if the distributions 

were significantly different. The continuous measurements capture a wider range of 

fluxes than the discrete measurements, as seen with its very high coefficient of 

variance and a different distribution. However, the skewness between the two 

approaches is very similar, due to the bulk of the measurements falling around the 

same values. It is important to note that this site is nitrogen-limited, which constrains 

N2O production. In marshes that are not nitrogen-limited, sampling intervals will 

likely play a more important role since fluxes will be higher. 

For CS2, discrete and continuous measurements did not have similar means or 

distributions, likely due to the high variability found in these measurements. Previous 

studies using discrete measurements of CS2 have noted its high variability (e.g., De 

Mello et al., 1987), with one highlighting the need for frequent measurements of 

sulfur-based trace gases during the day in order to obtain an accurate mean daily flux 

value (Steudler and Peterson, 1985). We found that discrete measurements taken 

during daytime low tide result in a daily mean that is nearly twice that of the daily 

mean from the continuous measurements. The average CS2 fluxes measured during 

our field campaigns were up to an order of magnitude higher than previously reported. 

We advocate for more measurements of CS2 fluxes beyond focusing on low tide 

windows and during different canopy phenological phases across salt marshes to better 

understand the dynamics of this trace gas. 

When measuring DMS fluxes during daytime low tide, the mean is similar to 

the continuous measurement mean, but the distributions are significantly different. 
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However, caution should be taken in using discrete measurements of DMS to calculate 

daily means, particularly if those measurements fall during the warmest part of the day 

when DMS fluxes are the most active. This could result in overestimating the daily 

mean since extended periods of no fluxes are not accounted for. One approach to 

measuring DMS fluxes would be to use the strong relationship between discrete and 

continuous measurements to correct for the overestimation of discrete fluxes. 

However, this approach would still require the use of a continuous, automated system 

at different points throughout the year to establish a site-specific correction of discrete 

mean DMS fluxes, particularly if DMS fluxes are used to calculate DMS budgets. 

4.5 Conclusion – what are we missing: potential caveats? 

Discrete measurements have the clear advantage of capturing the spatial 

variability of soil trace gas fluxes across an ecosystem, but this approach is also used 

to describe the temporal variability. Here we discuss the advantages and differences 

from discrete and continuous measurements derived from this study. Discrete 

measurement campaigns are suitable for calculating budgets, particularly for CO2 and 

N2O since they capture very similar means. While we found that CH4 and DMS means 

were not significantly different between the two approaches, there are caveats that 

must be considered when using discrete measurements. The high variability inherent 

in CH4 fluxes can contribute to the lack of significant differences between the two 

approaches and result in discrete measurements overestimating the overall CH4 fluxes 

from a tidal salt marsh. This has implications when calculating SGWP where 

differences in CH4 means largely contribute to the differences in SGWP between the 

two approaches and can affect how scientists and policymakers view tidal salt marshes 

and blue carbon as a natural climate solution (Macreadie et al., 2021). For DMS, it is 
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important to assess diel patterns to ensure that fluxes are representative, particularly at 

sites that have patterns similar to what is seen at our study site. When evaluating 

variability or trying to parse out the processes that drive GHG and trace gas emissions 

from tidal salt marshes, using continuous, automated measurements would be the best 

approach. This is particularly important for CH4, where pulse emissions are frequent 

during the growing season and can be very high. Using continuous measurements is 

also important in scenarios where discrete measurements do not capture a similar 

mean or distribution, as with CS2 fluxes. However, discrete measurements are more 

capable of representing spatial variability, and until we have a better understanding of 

which source of variability is higher, temporal, or spatial, both techniques should be 

considered for ecosystem assessments. 
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Abstract 

Tidal salt marshes emit CH4, but there remains large uncertainities regarding 

the spatiotemporal variability of emissions, as well as the processes that dictate it. 

Recent evidence has shown CH4 can be produced within marshes via methylotrophic 

methanogenesis, a process that can occur alongside sulfate reduction, necessitating a 
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revaluation of the role of salt marshes in CH4 cycling. Thus, we performed continuous, 

automated measurements of soil CO2 and CH4 fluxes coupled with soil CH4 and CO2 

gas concentrations, stable and radioisotopes, pore water chemistry, and microbial 

community composition to assess the production and fate of CH4 within a tidal salt 

marsh. Measurement campaigns were conducted throughout the growing season to 

evaluate CH4 temporal variability. We found that CH4 within the soils is produced by 

methylotrophic and hydrogenotrophic methanogensis, which varies seasonally with 

higher CH4 production during plant senescence. CH4 and CO2 within the soil profile 

were produced from young carbon, with mostly Δ14C-CH4
 and Δ14C-CO2 values of 

modern or >modern, indicating higher turnover of CH4 and CO2 within the soil. Data 

showed evidence of several pathways CH4 can take once produced: diffusion into the 

atmosphere, CH4 oxidation, and lateral export to the tidal creek. However, more 

research is needed to better quantify the roles each play in CH4 fate. Our findings 

demonstrate that CH4 production and fate is biogeochemically heterogeneous, with 

multiple processes and pathways that can occur simultaneously and vary in importance 

over the growing season. Future research is needed to better quantify the role each of 

these processes have in CH4 dynamics in a tidal salt marsh, so that we can better 

represent CH4 dynamics in carbon cycle models, CH4 budgets, and blue carbon 

assessments.        
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5.1 Introduction 

Methane (CH4) production in tidal salt marshes has long been thought to be 

little to non-existent despite anaerobic soil conditions. Studies have shown that salinity 

is negatively correlated with CH4 in marshes, with higher emissions at lower salinities 

(Al-Haj and Fulweiler, 2020; Poffenbarger et al., 2011). In addition to salinity, high 

sulfate concentrations in salt marsh soils are thought to contribute to low CH4 

emissions because sulfate reducing bacteria outcompete the two dominant forms of 

methanogenesis (hydrogenotrophic and acetoclastic; Mer and Roger, 2001) for 

substrates such as H2, CO2, and acetate (Ponnamperuma, 1972), thereby suppressing 

methanogenesis until sulfate levels have been depleted (King and Wiebe, 1980). 

Therefore, there has been little interest in better quantifying and understanding CH4 

dynamics in tidal salt marsh soils, despite CH4’s high global warming potential. 

Recently, there has been increased interest in better quantifying and 

understanding the processes behind CH4 production in tidal wetlands. While the 

coastal and open ocean, which includes salt marshes, releases an estimated 4 to 10 Tg 

CH4 yr-1 (Saunois et al., 2020), there are large uncertainties in this calculation, due to 

the need to better quantify CH4 emissions from the ecosystem types that fall within 

this category. This issue also arises in representing coastal areas in Earth system 

models, where there is insufficient data regarding methanogenesis substrate 

limitations, spatiotemporal variability in CH4 fluxes, and the processes that dictate 

CH4 production and emission (Ward et al., 2020). Concurrently, there has been 

increased interest in tidal salt marshes, along with mangrove forests and seagrass beds 

(i.e., “blue carbon” ecosystems), for their ability to store large amounts of carbon 

(Nellemann et al., 2009). However, there is still uncertainty about whether greenhouse 

gas emissions from these ecosystems offsets their carbon storage capacity. For 
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example, one study found that salt marshes and mangroves emit enough CH4 to offset 

>100% of their carbon sequestration (Al-Haj and Fulweiler, 2020), while other studies 

have demonstrated that blue carbon ecosystems store more carbon than they release 

(Oreska et al., 2020; Rosentreter et al., 2018; Taillardat et al., 2020). Until there is a 

better understanding of CH4 dynamics in coastal wetlands, it will be difficult to assess 

the role they play in mitigating climate change. 

Along with increased interest in CH4 fluxes, there have been recent 

developments regarding the current paradigm surrounding CH4 production in coastal 

ecosystems. Two pieces of information have recently challenged this paradigm. One, a 

recent synthesis study found that CH4 fluxes from coastal ecosystems, which include 

salt marshes, can range widely from net uptake (-93 µmol m-2 day-1) to net emission 

(94,000 µmol m-2 day-1; Al-Haj and Fulweiler, 2020 and references within). The 

median CH4 fluxes from salt marshes are low (224.44 µmol m-2 day-1, Al-Haj and 

Fulweiler, 2020), but the wide range of fluxes measured necessitates a closer look at 

the processes that control methanogenesis in marshes. Two, a third methanogenesis 

pathway, methylotrophic methanogenesis, may occur in salt marshes and marine 

sediments (Seyfferth et al., 2020; Xiao et al., 2018; Zhuang et al., 2018). 

Methylotrophic methanogenesis uses non-competitive substrates such as methanol, 

methylsulfides, and methylamines, thereby enabling CH4
 to be produced even in the 

presence of sulfate reduction (Oremland et al., 1982; Xiao et al., 2018). Notably, 

Spartina alterniflora, a common salt marsh plant species, releases trimethylamine 

(TMA), which is a substrate for methylotrophic methanogenesis (Wang and Lee, 

1995, 1994). Since CH4 in tidal salt marsh soils have long been thought to be 

produced via hydrogenotrophic and acetoclastic methanogenesis, there is a need to 
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further explore the role methylotrophic methanogenesis may play in CH4 fluxes from 

tidal salt marsh soils, and how that affects CH4 budgets, carbon cycle models, and blue 

carbon assessments. 

Thus, this study’s objective is to investigate the patterns and processes that 

govern CH4 production, oxidation, and movement from soils in a temperate tidal salt 

marsh. This study is conducted in a marsh where high concentrations of CH4 have 

been reported within the soil (Seyfferth et al., 2020). We ask two questions: 

1. Are high CH4 concentrations within the soil due to, in part, the 

presence of methylotrophic methanogens within the soil microbial 

community? 

2. What is the fate of the CH4 within the soil profile? Does CH4 persist in 

the soil, get vertically or laterally transported as CH4, or get oxidized into 

CO2 and lost vertically as CO2 or moved laterally as DIC? 

5.2 Materials and methods 

5.2.1 Study site 

The study was conducted in a short S. alterniflora (= Sporobolus alterniflorus 

(Loisel.); Peterson et al., 2014) dominated area of St. Jones Reserve, the brackish 

estuarine component of the Delaware National Estuarine Research Reserve. The site is 

a mesohaline tidal salt marsh (DNREC, 1999) with silty clay loam soils (10% sand, 

61% silt, 29% clay; (Capooci et al., 2019). The marsh is located within the Delaware 

Estuary and is tidally connected to the Delaware Bay via the St. Jones River. The 

study site is lower in elevation than the rest of the marsh, is characterized by evidence 

of simultaneous sulfate reduction and CH4 production (Seyfferth et al., 2020), and will 
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be referred to as SS as established in previous studies (Capooci and Vargas, 2022a, 

2022b; Seyfferth et al., 2020). 

The SS site is located within a spring-neap hydrological zone, meaning that the 

area floods during very high tides, such as spring high tide or during storm events, due 

to the presence of a levee near the tidal creek (Guimond et al., 2020; Seyfferth et al., 

2020). As a result, the pore waters are stagnant and redox potentials can reach -200 

mV, particularly in depths below 12 cm (Seyfferth et al., 2020). Above 12 cm, 

particularly from 0 to 7 cm, there is diurnal tidal influence on water levels and redox 

values are higher, upwards of 200 mV (Guimond et al., 2020; Seyfferth et al., 2020). 

Therefore, the site experiences strong redox gradients with variations in redox, ranging 

from oxic to anoxic, in the near surface due to diurnal tidal influence to being strongly 

reducing at 12 cm and below due to mixing occurring on spring-neap tidal cycles.  

5.2.2 Experimental set-up 

The experimental set-up was divided into two components, continuous, 

automated measurements and manual sampling, that were performed over the course 

of six campaigns throughout the growing season. The campaigns began during 

maturity (M) in the latter half of 2020 (M1 - June 29 to July 2; M2 - July 31 - Aug. 3) 

followed by senescence (S1 - Aug. 31 to Sept. 31, S2 - Sept. 28 to Oct. 1). During 

2021, two more campaigns occurred, in dormancy (D1 - Mar. 22 to 26 & Apr. 13-16) 

and in greenup (G1 - May 31 to June 3). 

Along one side of the boardwalk, six PVC collars (diameter: 20 cm) were 

placed ~1.2 meters apart, four months prior to the M1 campaign (Fig. D.1).  On the 

other side of the boardwalk, four additional PVC collars (diameter: 15 cm) were 

installed in 2017 for a previous study. The six 20 cm collars were used to set down 
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automated chambers (LICOR 8100-104, Lincoln, Nebraska), while the four 15 cm 

collars were used for manual sampling described below. Prior to each campaign, any 

aboveground vegetation that grew inside the collars was carefully clipped. 

In addition to soil gas flux measurements, soil, water, and gas samples were 

collected for a suite of analyses. Soil samples were collected for 16s rRNA gene 

sequencing and radiocarbon measurements. Water samples from both pore water and 

surface water were collected to measure salinity, sulfide, DOC, DIC, SUVA254, and 

fluorescence index. Gas samples from the soil surface, as well as from within the soil 

profile were collected for stable and radiocarbon analyses, as well as concentration 

measurements.  

5.2.3 Belowground and surface CH4 and CO2 measurements 

Depth profiles of CH4 and CO2 concentrations within the sediments were 

measured using a passive gas sampler. The passive gas sampler was built as described 

in Seyfferth et al., (2020), with gas-permeable silicone tube (Jacinthe and Groffman, 

2001), located at -15.5, -40, -56, and -70 cm below the soil surface. Depths were 

selected based on the soil horizonation at SS (Seyfferth et al., 2020). The sampler was 

installed in summer 2018. Gas concentrations were measured using a non-dispersive 

infrared (NDIR) sensor that measures both CH4 and CO2 concentrations (MH-Z92 

Dual Gas CO2/CH4, CO2 Meter, Ormond Beach, Florida). Prior research at the site 

found that CH4 concentrations exceeded the range of the Ultraportable Greenhouse 

Gas Analyzer (UGGA; Los Gatos Research, San Jose, CA), requiring the use of a 

different sensor. The NDIR sensor was chosen due to its high detection range (0-100% 

vol CH4, 0-50% vol CO2). At the start of each campaign (day 1), each silicone tube 

was flushed with N2 using a gas bladder bag attached to one of the two-way valves. 
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The other two-way valve was open to ensure that the air inside of the tube was flushed 

out. After flushing, both valves were closed to allow the silicone tubes to equilibrate to 

the gas concentrations at the respective depths. On day 5, gas concentrations were 

measured. Data from Jacinthe and Groffman (2001) demonstrated that equilibrium 

between the silicone tubing and the surrounding soil was achieved in <12 h and 

sampling was done every 3 to 4 days. The sensor was connected to a diaphragm pump 

and an in-line sampling port, along with a water trap and particulate filter to protect 

both the sensor and the pump, and a sampling port to collect samples. Tubing 

connected each end of the sampling set-up to the passive sampler, such that when the 

two-way valves were opened, subsurface gas circulated through the set-up in a closed 

loop. Gas concentrations were measured in ppmv and subsequently converted into 

mM for ease of comparison with pore water data (Appendix D.1). 

Surface CH4 and CO2 fluxes were measured as described previously (Capooci 

and Vargas, 2022b). Briefly, autochambers were placed on 20 cm diameter collars and 

coupled with a closed-path infrared gas analyzer (LI-8100A, LICOR, Lincoln, 

Nebraska) in parallel with a Fourier transform infrared spectrometer (DX4040, 

Gasmet Technologies Oy, Vantaa, Finland). Measurements were 5 minutes long and 

each campaign lasted approximately 72 hours. Gas fluxes were calculated in 

SoilFluxPro (v4.2.1, LICOR, Lincoln, Nebraska) and underwent previously 

established QAQC protocols (Capooci et al., 2019; Capooci and Vargas, 2022b; 

Petrakis et al., 2017b, 2017a). 

5.2.4 Gas, water, and soil sample collection 

Both belowground CH4 and CO2, as well as surface CO2 gas flux were 

collected for stable (𝛿13C) and radiocarbon (Δ14C) isotope measurements during low 
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tide. After belowground concentrations were measured on day 5, an air-tight syringe 

was used to extract gas from each depth using the in-line sampling port. Samples 

designated for Δ14C analyses were injected into a pre-evacuated serum vial capped 

with a septa, while samples for 𝛿13C were injected into N2-filled exetainers. 

To collect gas emitted from the soil surface for 𝛿13C, a chamber outfitted with 

a fan and an in-line sampling port in the tubing was connected to the UGGA. The 

chamber was placed on a 15 cm collar and samples were taken from the in-line port 

using a gas-tight syringe at 0, 5, 10, and 15 minutes after chamber closure. Gas 

samples were injected into N2-filled exetainers and the process was repeated for the 

remaining three collars.  

To collect gas emitted from the soil surface for Δ14C, first a chamber outfitted 

with a fan, a soda lime trap, and two ball valves was connected to the UGGA to purge 

the headspace of CO2. Then the ball valves were closed and the UGGA was 

disconnected to allow for CO2 to accumulate in the headspace. Once enough CO2 

accumulated, the headspace was extracted via a flow controller and a water trap into a 

1 L stainless steel flask. This process was repeated for two additional collars.  

Pore water samples were collected using a PushPoint (M.H.E Products) 

connected to a peristaltic pump via tubing with a needle at the outlet. Samples were 

pumped from -15.5, -40, -56, and -70 cm below the soil surface during low tide and 

collected in N2-filled 60 mL glass serum vials capped with a septa. Surface water 

samples were collected from the tidal creek at low and high tide, as well as from the 

nearby St. Jones River and were stored in 60 mL glass serum vials. All water samples 

were stored on ice in the field until they could be transported to the lab to be aliquoted 

into transport tubes (salinity, sulfide) or filtered through a 0.2 µm syringe filter into 
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PETG vials (DOC, DIC, EEMS, UV-VIS) in an anaerobic chamber. Sulfide and 

conductivity were done immediately, while DOC, DIC, EEMS, and UV-VIS samples 

were stored in the freezer (DOC, DIC) or in the refrigerator (EEMS, UV-VIS). 

A soil core was collected with a gouge auger during the S2 campaign and was 

sectioned into 5 cm increments from 0 – 70 cm. Subsamples from each increment 

were wrapped in aluminum foil for 14C analyses and placed in sterile vials for 16s 

rRNA sequencing. Vials were placed on ice to be transported to the lab so they could 

be stored in a -80 °C freezer until sequencing. Subsamples for 14C were air-dried on 

aluminum foil in the lab and intact organic material was removed prior to processing 

and analyses. 

5.2.5 Radiocarbon and stable isotope measurements 

CH4 and CO2 from flasks and serum vials were processed at the Center for 

Accelerator Mass Spectrometry (CAMS) at Lawrence Livermore National Laboratory. 

CH4 samples were extracted from serum vials and injected into a 5 L gasbag filled 

with zero air before being introduced to a cryogenic extraction line based on Kittler et 

al., (2017) and Petrenko et al. (2008) and described by McNicol et al., (2020). Briefly, 

gas samples were introduced to the vacuum line at ambient pressure, cryogenically 

purified to remove water and CO2, combusted into CO2 via a furnace set to 790°C, and 

further cryogenically purified before being recovered in a glass tube. For CO2 

samples, a series of cryogenic traps was used to purify and isolate the CO2 before 

being recovered. A S. alterniflora sample, used to approximate local atmospheric 

Δ14C, was processed with an acid-base-acid pretreatment prior to combustion. Soil 

samples were combusted in a sealed-tube in the presence of CuO and Ag. Prior to 

graphitization, both plant and soil sample-derived CO2 was split to measure 𝛿13C of 
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the bulk soil and the plant sample. All purified samples were then reduced to graphite 

onto Fe powder in the presence of H2 (Vogel et al., 1984).  

Graphite derived from gas samples was measured on the Van de Graaff FN 

accelerator mass spectrometer (AMS), while graphite derived from soil and plant 

samples was measured on the NEC 1.0 MV Model 3SDH-1 Tandem Accelerator at 

CAMS. Radiocarbon data is reported in Δ14C notation and has been corrected for Δ14C 

decay since 1950 (Stuiver and Polach, 1977), as well as mass-dependent fractionation 

with measured δ13C values. Error across all samples for both instruments was 3.2 ± 0.8 

‰. 

All stable isotope analyses (𝛿13C-CO2, 𝛿13C-CH4) for gas samples were 

performed at the University of California-Davis Stable Isotope Facility using a 

ThermoScientific Delta V Plus isotope ratio mass spectrometer (IRMS).  Splits from 

combustion of bulk soil and plant samples were sent to the Stable Isotope Geosciences 

Facility at Texas A&M and were measured on a ThermoScientific MAT 253 Dual 

Inlet IRMS.  

5.2.6 Pore and surface water chemistry analyses 

Pore and surface water samples were measured for salinity and sulfide as 

described by Northrup et al., (2018). DOC concentrations were determined by high 

temperature catalytic oxidation using a Shimadzu TOC-VCPH Total Organic Analyzer 

(Sharp, 2002). DIC concentrations were calculated by subtracting DOC concentration 

from the TOC concentration, whereby TOC was measured on filtered, un-acidified 

samples with the Shimadzu TOC-VCPH Total Organic Analyzer.  

Absorption and 3-D excitation-emission matrix (EEM) scans were measured 

on filtered samples using a Horiba Aqualog, which characterizes both colored and 
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fluorescent dissolved organic matter using absorption and fluorescence spectroscopy. 

Specific ultraviolet absorbance (SUVA) was calculated by dividing the UV 

absorbance of a sample at 254 nm by the DOC concentration (Chin et al., 1994; 

Weishaar et al., 2003). For EEMs, wavelengths were scanned from 230 to 700 nm in 2 

nm increments. Data were corrected from inter-filter effects and normalized using the 

ramen area method. Fluorescence index (FI) was calculated by taking the ratio of λem 

470 to 520 nm at λex of 370 nm (Cory and McKnight, 2005; McKnight et al., 2001). 

5.2.7 Microbial community analyses 

Sediment samples were homogenized with 100 mL of 1X PBS to create a 

slurry to ensure microbial presence was even across the individual samples. DNA was 

extracted from all samples using the Qiagen DNeasy Power Soil Pro kit. The extracted 

DNA was sent to UCONN Core Sequencing facility for amplicon sequencing of the 

16S rRNA gene in regions V3-V4. After receiving forward and reverse sequences 

from UCONN, they were quality checked and only the forward sequence reads were 

further processed. The forward sequence reads were processed using a MOTHUR 

pipeline (Schloss et al., 2009). Forward sequences were trimmed to 130-200 bp range, 

ambiguous nucleotides were removed, and then OTUs with a 3% dissimilarity were 

created.  OTUs were then aligned and classified using the Silva138 database (Quast et 

al., 2013). 

5.2.8 Ancillary measurements 

Phenological data was used to determine which phenophase each campaign 

occurred and was obtained from the PhenoCam network (site: stjones, Seyednasrollah 

et al., 2019) as described previously (Hill et al., 2021; Trifunovic et al., 2020). For 
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each day, an image from 12:00 h was selected and visually inspected for quality. Then 

a region of interest was delineated to include only S. alterniflora. The greenness index 

and phenophases were calculated using the phenopix R package (Filippa et al., 2020). 

5.2.9 Data analyses 

CH4 and CO2 concentrations are reported as the median value within a 1-

minute timeframe when concentrations were steady. The mean and standard deviation 

of the CH4 and CO2 fluxes, as well as DOC and DIC concentrations were calculated. 

Keeling plots were fitted with model II regression using the R package ‘lmodel2’ 

(Legendre, 2018) in order to calculate the δ13C-CH4 and δ13C-CO2 of soil efflux 

(Pataki et al., 2003). The 95% confidence intervals associated with the regression were 

reported in Fig. D.2 and were calculated using a bootstrapping method.  Selected 

microbial taxa associated with aerobic methanotrophy, anaerobic methanotrophy, 

hydrogenotrophic methanogenesis, methylotrophic methanogenesis, and sulfate 

reduction were identified within the database and summed up for each category. 

5.3 Results 

5.3.1 Pore water characteristics and CH4 and CO2 gas measurements 

CH4 concentrations in the soil ranged from 0 mM to 6.0 mM, while CO2 

concentrations ranged from 0 mM to 20.8 mM (Fig. 5.1a-b). CH4 concentrations 

generally peaked at 56 cm and declined closer to the soil surface. CO2 concentrations 

did not appear to have a consistent pattern with depth. Overall, soil gas concentrations 

were generally higher during the maturity and senescence stages of plant growth than 

in greenup and dormancy. 
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Pore water salinity ranged from 6.6 ppt to 14.5 ppt (Fig. 5.1c). Generally, pore 

water salinity increased closer to the soil surface. The pore water typically had higher 

salinity than the river and the tidal creek at high tide, but was similar to the salinity of 

the tidal creek at low tide. S2- was present in the soil pore water in concentrations 

ranging from 0 mM to 1.2 mM (Fig. 5.1d). S2- was generally higher later in the 

growing season and was positively correlated with CH4 concentration, illustrating that 

CH4 concentrations increase even in the presence of sulfate reduction (Fig. D.3). 

 

Figure 5.1:   Depth profiles of (a) CH4 and (b) CO2 concentrations, as well as pore 

water and surface water (c) salinity and (d) S2- during each of the six 

campaigns. PW = pore water, FW = surface water at St. Jones River, HT 

= tidal creek at high tide, LT = tidal creek at low tide, D= dormancy, G = 

greenup, M = maturity, S = senescence. 
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Mean CH4 fluxes ranged from 0.02 nmol m-2 s-1 during G1 to 0.08 nmol m-2 s-1 

during S2 (Fig. 5.2a). CH4 fluxes showed a seasonal pattern with higher fluxes during 

S1 and S2 and lower fluxes during D1 and G1. Mean CO2 fluxes ranged from 0.81 

𝜇mol m2- s-1 during D1 to 3.33 𝜇mol m2- s-1 during G1 (Fig. 5.2c). CO2 fluxes also had 

a seasonal pattern, however CO2 fluxes peaked earlier in the growing season (G1) 

compared to CH4 fluxes. When comparing the gas concentration near the surface (at -

15.5 cm) to the flux from the soil surface, we found that there was a significant 

relationship for CH4 (p = 0.03) with higher gas concentrations near the soil surface 

corresponding to higher CH4 fluxes from the surface (Fig. 5.2b). We did not find a 

similar relationship for CO2, suggesting that the surface fluxes may be decoupled from 

the soil CO2 pool at -15.5 cm (Fig. 5.2d). 
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Figure 5.2:    Mean ± SD of (a) CH4 and (c) CO2 fluxes during each campaign. Panels 

(b) and (d) show the relationship between the median concentration of 

CH4 and CO2 at -15.5 cm compared to the corresponding mean flux for 

each campaign. 

5.3.2 Stable and radioisotopes 

The 𝛿13C-CH4 within the soil ranged from -68.8‰ to -46.4‰ with similar 

trends with depth across the campaigns (Fig. 5.3a). Generally, the most enriched 𝛿13C-

CH4 for each campaign was at -40 cm. The 𝛿13C-CH4 from soil surface fluxes had a 

broader range of values from -80.1‰ to -17.7‰, but were generally between -60‰ to 

-40‰ (Fig. 5.3a). The 𝛿 13C-CO2 for both the depth profiles and the soil surface fluxes 

were generally more enriched than the corresponding 𝛿 13C-CH4 values. Depth profiles 

of 𝛿13C-CO2 had little variation and ranged from -19.6‰ to -12.2‰ (Fig. 5.3b). The 
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𝛿13C-CO2 from the soil surface flux had a broader range of values from -31.0‰ to -

2.4‰. We found no relationship between 𝛿 13C-CH4 and 𝛿 13C-CO2 (Fig. 5.3c).  

 

Figure 5.3:   Plots showing (a) 𝛿13C-CH4 and (b) 𝛿13C-CO2 of the depth profiles and 

the soil surface fluxes, as well as (c) the relationship between 𝛿13C-CH4 

and 𝛿13C-CO2. Data at 0 cm in plots (a) and (b) represent soil surface 

fluxes to the atmosphere. Plot (b) has a zoomed-out subpanel to better 

resolved the 𝛿13C-CO2 of the soil flux. 
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The depth profiles of Δ14C-CH4 show that most of the CH4 within the soil is 

modern or recently produced CH4 (Fig. 5.4a), particularly during S2 where CH4 had 

values between +52.7‰ to +66.0‰. However, we did find older CH4 gas within the 

depth profile with Δ14C up to -517.3‰. Similarly, Δ14C-CO2 depth profiles showed 

that CO2 gas within the soil is modern or recently produced, with some older CO2 up 

to -156.1‰ (Fig. 5.4b). Soil CO2 fluxes had modern or recently produced CO2, but 

were generally slightly older than the CO2 within the soil profile (Fig, 5.4b). The 

oldest CO2 flux had a value of -160.8‰. During greenup and maturity, CO2 was 

slightly older than during senescence when CO2 was consistently modern or recently 

produced. We found no significant relationship between the age of CH4 and the age of 

CO2 at corresponding depths and time points (Fig. 5.4c). The Δ14C of the bulk soil 

ranged from +218.2‰ to -110.6‰, with a profile that appears similar to an 

atmospheric bomb curve.  
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Figure 5.4:   Radiocarbon depth profiles of (a) CH4 and (b) CO2. Panel (b) also shows 

the Δ14C-CO2 of surface soil CO2 fluxes to the atmosphere which are 

plotted at 0 cm. Panel (c) shows the relationship between Δ14C-CH4 and 

Δ14C-CO2. Panel (d) shows the age-depth profile of bulk soil Δ14C. 

5.3.3 Pore water chemistry 

DOC concentrations in the surface waters ranged from 0.40 mM to 1.06 mM 

with the highest concentrations within the tidal creek during low tide (Fig. 5.5a). Pore 

water DOC concentrations were higher than the surface waters, ranging from 1.28 mM 
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to 3.09 mM. Generally, DOC concentrations at -15.5 cm were similar, except for M1. 

The highest concentrations occurred earlier in the growing season (G1, M1), while the 

lowest were during D1 and S1. Similar to DOC, surface water DIC concentrations 

were lower than the pore water, ranging from 1.99 mM to 5.33 mM (Fig. 5.5b). Pore 

water DIC ranged from 11.5 mM to 29.1 mM. There is a seasonal progression in the 

DIC concentrations, with the lowest values found during S1, increasing in S2, and 

peaking during D1. Then the concentrations declined through greenup (G1) and 

maturity (M1, M2) before reaching their lowest concentrations in early senescence 

(S1). 

SUVA254, an indicator of how processed the carbon is via bulk aromaticity, is 

lower in the surface waters compared to the soil pore waters (Fig. 5.5c). Surface water 

SUVA254 ranges from 2.40 to 3.91, while soil pore water had a broader range from 

3.68 to 19.15. The highest values occurred during D1 and M2, while the lowest were 

during G1 and M1. FI values indicate whether the carbon is more terrestrially derived 

versus microbially derived. FI values in the surface waters ranged from 1.17 to 1.28, 

while the pore water was between 1.22 to 1.32 (Fig. 5.5d). These values indicate that 

the carbon in the surface and pore waters are terrestrially derived. 
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Figure 5.5:   Depth profiles and surface water concentrations of (a) DOC, (b) DIC, (c) 

SUVA254, and (d) FI during each of the six campaigns. PW = soil pore 

water, FW = freshwater at St. Jones River, HT = creek surface water at 

high tide, LT = creek surface water at low tide. 

5.3.4 Microbial community composition 

Taxa associated with aerobic and anaerobic methanotrophs were found in the 

soil profile, with taxa associated with aerobic methanotrophy more prevalent near the 

soil surface (0-25 cm; Fig. 5.6a). Taxa associated with anaerobic pathways were found 

deeper in the soil profile, increasing to 0.74% at 40 cm below the surface before 

declining with depth. As for methanogens, we found taxa associated with two 

methanogenesis pathways: hydrogenotrophic and methylotrophic (Fig. 5.6a). Taxa 

associated with hydrogenotrophic methanogenesis were more prevalent in the soil 
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profile than those associated with methylotrophic methanogenesis. The percentage of 

taxa associated with hydrogenotrophic methanogenesis increased with depth to 0.77% 

at 40 cm, before steadily declining to 0.28% at 70 cm below the soil surface. Taxa 

associated with methylotrophic methanogenesis were found between 20 and 70 cm 

below the surface, with the highest percentage (0.17%) at 65 cm. 

We also assessed the percentage of taxa associated with sulfate reduction, 

which were found in higher percentages than the methanogens and the methanotrophs 

(Fig. 5.6b). Taxa associated with sulfate reduction were more abundant closer to the 

soil surface with a peak of 11% at 10 cm. Their abundance dropped from 20 to 70 cm 

when compared to the near surface abundances. 

 

Figure 5.6:   Percentage of taxa by depth associated with metabolic pathways. Panel 

(a) shows methanogenic and anaerobic methanotrophic pathways, while 

panel (b) shows taxa associated with sulfate reduction. 
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5.4 Discussion 

5.4.1 CH4 production in the soil 

High concentrations of CH4 were found alongside sulfide within the soil. 

Previous measurements of CH4 concentrations at the site ranged from 0 to >892 μM, 

which was the analytical range of the instrument used (Seyfferth et al., 2020). We 

have confirmed that CH4 concentrations are higher, up to 6 mM, exceeding those 

found in a S. alterniflora invaded marsh (up to 140 μmol L-1; Xiang et al., 2015) and 

in a mixed Spartina marsh (up to 500 μM; Bartlett et al., 1987). Our data is 

comparable to those found in sediments where there is a sulfate-methane transition 

zone, such as in the open water near a Phragmites marsh (up to 1.7 mM; La et al., 

2022) and in CH4 charged sediments in the Gulf of Mexico (0.18 μM to 20 mM; 

Coffin et al., 2008). The coexistence of high CH4 concentrations alongside sulfate 

reduction, as well as the significant positive relationship between CH4 concentration 

and S2- (Fig. D.3), indicates the presence of a methanogenesis pathway that does not 

compete with sulfate reduction (i.e., methylotrophic methanogenesis). 

Two lines of evidence, via natural abundance stable isotopes and microbial 

community composition, point to two key methanogenesis pathways within the soil: 

methylotrophic and hydrogenotrophic. Depth profiles of δ13C-CH4 ranged from -68.8 

to -46.4‰, which falls within isotopic values associated with hydrogenotrophic (-110 

to -60‰; Whiticar, 1999) and acetoclastic methanogenesis (-70 to -50‰; Whiticar, 

1999). The range of δ13C-CH4 values from methylotrophic methanogenesis within 

natural settings is uncertain, but laboratory cultures have found enrichment factors 

similar to those for hydrogenotrophic methanogenesis (Krzycki et al., 1987; Londry et 
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al., 2008; Penger et al., 2012; Summons et al., 1998). Therefore, isotopic data alone 

suggests that there is a mixture of methanogenesis pathways within the soil. 

When coupled with 16s rRNA sequencing, we were able to identify the 

presence of taxa associated with methylotrophic and hydrogenotrophic 

methanogenesis. While taxa were found throughout the soil profile, they generally 

increased with depth, particularly below 15 cm when the percentage of taxa associated 

with sulfate reduction started to decline. The presence of taxa associated with 

hydrogenotrophic methanogenesis has been found in coastal wetlands (Sánchez-

Carrillo et al., 2021; Xiang et al., 2015; Yuan et al., 2019). However, there have been 

fewer studies that have assessed the presence of methylotrophic methanogens within 

their soils since they were thought to be less important than other forms of 

methanogenesis (Söllinger and Urich, 2019). The presence of taxa associated with 

methylotrophic methanogens confirmed a hypothesis from a prior study done at the 

site that postulated that methylotrophic methanogenesis contributed to high CH4 

production within the soil (Seyfferth et al., 2020). 

While the importance of methylotrophic methanogens to global CH4 cycling is 

still being determined (Söllinger and Urich, 2019), they play an important role at our 

site due to the presence of S. alterniflora. S. alterniflora contributes substrates (i.e., 

TMA; Wang and Lee, 1995, 1994) and precursors to substrates (i.e., 

dimethylsulfoniopropionate which can be used to produce DMS; (Kiene and Visscher, 

1987; Larher et al., 1977) which can used by methylotrophic methanogens. Methanol, 

another non-competitive substrate, forms through plant lignin and pectin degradation 

(Donnelly and Dagley, 1980; Schink and Zeikus, 1980). Methylotrophic methanogens 

do not compete with sulfate reducers for substrate, unlike hydrogenotrophic and 
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acetoclastic methanogens which compete for H2 and acetate (Whiticar, 1999). This 

pathway enables high CH4 production alongside high sulfate reduction. Several studies 

have shown that S. alterniflora invasion resulted in higher levels of CH4 production 

(Xiang et al., 2015; Yuan et al., 2016; Zeleke et al., 2013). Higher production levels 

have been attributed to an increase in TMA, a non-competitive substrate, which 

contributed to shifts in the dominant methanogen community from either 

Methanosaetaceae (includes acetoclastic methanogens) or Methanococcales (includes 

hydrogenotrophic methanogens) to Methanosarcinaceae which includes 

methylotrophic methanogens (Yuan et al., 2014, 2016, 2019). Our findings from a 

native S. alterniflora marsh, along with those from marshes that experienced S. 

alterniflora invasion, underscores the importance of reevaluating the contribution tidal 

salt marshes may have to CH4 budgets, particularly for marshes vegetated by species 

that contribute non-competitive substrates for methanogenesis. 

While the 16s rRNA identified the presence of taxa associated with 

methylotrophic and hydrogenotrophic methanogenesis, taxa associated with 

acetoclastic methanogens were not detected in the soil. One possible reason may be 

lack of acetate available for acetoclastic methanogenesis due to competition with 

sulfate reduction, thereby reducing the abundance of acetoclastic methanogens to 

below the detection limit. This finding necessitates a closer look at the δ13C-CH4 depth 

profiles, particularly at 40 cm where the δ13C-CH4 is isotopically heavier than would 

be expected if the CH4 was produced via hydrogenotrophic and/or methylotrophic 

methanogenesis. Concurrent with isotopic enrichment at 40 cm is a peak in the 

abundance of taxa associated with anaerobic methanotrophs (ANME). ANME have 

been found in S. alterniflora marshes (Zeleke et al., 2013), as well as in estuarine and 
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marine sediments (Kevorkian et al., 2021; Wallenius et al., 2021; Zhuang et al., 2016). 

Studies have highlighted that sulfate-driven anaerobic oxidation of methane (S-AOM) 

likely contributes to some portion of CH4 oxidation (MO) in coastal wetlands (La et 

al., 2022; Segarra et al., 2013; Wang et al., 2019). While our isotopic and 16s rRNA 

data suggest that anaerobic CH4 oxidation (AOM) occurs at the site, particularly at 40 

cm, more information regarding substrate availability and microbial activity is needed 

to identify the role ANMEs play in salt marsh soils. 

5.4.2 CH4 and CO2 ages 

Within the soil profile, most Δ14C-CH4 was > modern, particularly during S2, 

when all four depths were > modern. The shift from older Δ14C-CH4 earlier in the 

growing season to entirely > modern in late senescence corresponds to when both soil 

and ecosystem CH4 fluxes are at their highest and most variable at the site (Capooci 

and Vargas, 2022b; Vázquez-Lule and Vargas, 2021). S. alterniflora die-off during 

this period contributes increased amounts of labile organic matter and substrate to soil 

microbes, particularly for methylotrophic methanogens. Research has shown that 

DMS concentrations in S. alterniflora marsh pore waters peaked during the fall (Tong 

et al., 2018). Furthermore, in another S. alterniflora marsh, TMA concentrations were 

8 times higher in the fall than in the summer, corresponding to a nearly 6-fold increase 

in CH4 production potential at the site (Yuan et al., 2016). While we did not measure 

seasonal changes of TMA and DMS concentrations in the pore water, the increase in 

soil and ecosystem CH4 fluxes, as well as the presence of taxa associated with 

methylotrophic methanogenesis in S. alterniflora-dominated marshes provides strong 

evidence for increased CH4 production via methylotrophic methanogens. 
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Similarly to Δ14C-CH4, Δ
14C-CO2 also followed a general seasonal pattern, 

becoming slightly more enriched during senescence particularly at 15 cm. The 

enriched values during senescence at 15.5 cm is likely due to the input of new labile 

organic matter (OM), which increased the proportion of CO2 produced from new OM 

versus older OM in the soil. S. alterniflora has been shown to break-down in three 

phases (Hicks et al., 1991; Lee et al., 1980; Valiela et al., 1985; White and Howes, 

1994). The first two phases of breakdown can contribute to increases in sugars and 

DOC in the fall (Pakulski, 1986), as well as higher concentrations of biodegradable 

DOC from senescent material (Shelton et al., 2021; Wang et al., 2014). While soil CO2 

fluxes and concentrations start to decline during senescence, the input of new labile 

materials contributed young CO2 to the soil, resulting in an increasingly modern Δ14C-

CO2. Conversely, the oldest Δ14C-CO2 values were generally seen during maturity, 

suggesting that microbes are accessing older pools of carbon, likely due to, in part, 

high production rates depleting the easily accessible labile carbon from the previous 

senescence. Our findings show that Δ14C-CO2 exhibits a seasonality indicative of the 

role plant phenology plays in providing substrates for the soil microbial community. 

While the depleted Δ14C values of CO2 could be attributed to seasonal 

dynamics of the availability of older vs. newer carbon in the soil, there are three older 

than expected Δ14C-CH4 values (-517.3‰ and -489.6‰ during M1, -353.3‰ during 

S1). These values are older than the surrounding OM which ranges from -110.6 to 

+218.2‰. Since subsurface gas sampling was from a passive gas sampler that 

remained in place throughout the campaigns, the old CH4 or the substrate used to 

produce it likely originated from elsewhere within the marsh. Sampling was done in 

an area of the marsh where the soil pore waters exchange with creek waters only 
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during extreme high tides, such as after storm events and during spring high tides 

(Guimond et al., 2020; Seyfferth et al., 2020). As a result, the soils become strongly 

anaerobic, with redox values as low as -200 mV (Seyfferth et al., 2020). Sample 

collection for Δ14C during M1 and S1 occurred two days after a storm event and a new 

moon, respectively, resulting in the input of “new” water into the soil. The mixing of 

tidal or rainwater with the stagnant pore waters could briefly establish connectivity 

between less connected pore spaces where old labile C is physically protected (Strong 

et al., 2004) to more connected pore spaces that have been replenished with microbial 

substrates (Cook et al., 2007). Furthermore, tidal flushing due to spring high tide in S1 

could reset redox conditions such that they were less strongly reducing (Cook et al., 

2007), therefore providing conditions for old physically protected carbon to get 

processed, contributing to pockets of old CH4 within the soil profile. The appearance 

of older CH4 after spring tide and a rain event highlights the importance of better 

understanding how interactions between tidal flushing and pore space connectivity 

play a role in marsh C cycling, particularly in less hydrologically connected portions. 

5.4.3 Fate of CH4 

CH4 produced within the soil profile can take many paths: diffusion into the 

atmosphere, long-term storage within the soil, and lateral export into the tidal creek. 

Furthermore, CH4 can be oxidized into CO2 which can then be emitted into the 

atmosphere or incorporated into the DIC pool. We acknowledge that plant-mediated 

transport and ebullition can play significant roles in CH4 fate, but they will not be 

discussed in context of this study. We did not measure plant mediated CH4 flux and 

ebullition infrequently happens at SS as indicated by 79% of CH4 fluxes measured 

during the campaigns having an R2 ≥ 0.90 and 95% having an R2 ≥ 0.50. Furthermore, 
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we will not be discussing the possibility of long-term storage as a possible fate of CH4 

since Δ14C data showed that most CH4 in the marsh is modern and the pool turned 

over quickly. Therefore, this discussion will focus on three fates: diffusion into the 

atmosphere (i.e., fluxes), MO, and lateral transport to the tidal creek. 

Throughout the campaigns, CH4 fluxes were generally low, but had high 

variability particularly during senescence, indicating that the importance of diffusion 

from the soil to the atmosphere varies throughout the year. A synthesis of CH4 fluxes 

from coastal vegetated ecosystems found that salt marshes emitted between -92.6 to 

94,129.7 μmol CH4 m
-2 day-1 with a median flux of 222.4 μmol CH4 m

-2 day-1 (Al-Haj 

and Fulweiler, 2020). Daily mean fluxes during the campaigns ranged from 1.88 ± 1.1 

μmol CH4 m
-2 day-1 during G1 to 7.28 ± 59.1 μmol CH4 m

-2 day-1 during S2, which is 

lower than the median CH4
 flux from salt marshes. While we found that CH4 

emissions increase with increased CH4 in the soil, there are several factors that limit 

the role CH4 fluxes play in CH4 transport. One, CH4 diffusion through water-filled 

pore spaces is ~10,000x slower than through air-filled pore spaces. Since tidal 

influence at SS is limited to the first few centimeters of the soil, CH4 produced in the 

saturated zone would need to diffuse through water-filled pore spaces to reach the 

atmosphere. Furthermore, CH4 fluxes were likely also reduced due to aerobic CH4 

oxidation (MOx) at the anoxic-oxic interface. The percentage of CH4 that gets 

oxidized in wetland and marine systems varies widely. Within marine sediments 

upwards of 90% of CH4 gets oxidized (Knittel and Boetius, 2009; Reeburgh, 2007), 

while in wetland ecosystems reported values are lower, including 52 to 79% in a 

freshwater swamp (Megonigal and Schlesinger, 2002), 71 to 96% in a coastal wetland 

(La et al., 2022), and 16 to 34% in a freshwater tidal marsh (Van Der Nat and 
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Middelburg, 1998). These values from the literature suggest that MO likely plays a 

crucial role in mediating CH4 emissions from wetland soils. Thus, the combined 

effects of slow diffusion rates within water-filled pore spaces and MOx near the soil 

surface likely contributed to low CH4 fluxes from the soil surface, despite high CH4 

production within the soil profile. 

While we did not calculate the percentage of CH4 oxidized in our study, CH4 

fluxes from the soil show evidence of MO, with δ13C-CH4
 values up to -17.7‰. 

During the process of MO, 12C is preferentially oxidized, resulting in the residual CH4 

becoming more enriched (Barker and Fritz, 1981; Coleman et al., 1981; Silverman and 

Oyama, 1968). When comparing the mean δ13C-CH4 at -15.5 cm to the mean δ13C-

CH4 of CH4 flux from the soil surface (-59.4‰ ± 4.6‰ vs. -48.4‰ ± 13.7‰), we find 

that, on average, CH4 fluxes are 11.3‰ ± 15.7‰ isotopically enriched compared to 

CH4 at -15.5 cm. This isotopic difference is comparable to those found between 

sedimentary CH4 and CH4 fluxes from a swamp forest (Happell et al., 1994). When 

plotting the δ13C-CH4 versus δD-CH4 for data collected in July 2021 (Fig. D.4, 

Appendix D.2), there is a trend towards MO (Whiticar, 1999). Furthermore, we found 

the presence of taxa associated with MOx in the top 15 cm of the soil, indicating that 

some proportion of CH4 produced within the soil profile gets aerobically oxidized at 

the anoxic-oxic interface. Aerobic methanotrophs have been found near the soil 

surface in several coastal brackish marshes (McDonald et al., 2005; Moussard et al., 

2009; Steinle et al., 2017) and have been shown to have the highest oxidation potential 

at the anoxic-oxic interface due the presence of O2 within the oxic zone and the 

diffusion of CH4 from the anoxic zone (Amaral and Knowles, 1994; Buchholz et al., 

1995; King, 1994, 1990; Segers, 1998). While we did not quantify the rate of MOx, 
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our isotopic and microbial community composition data suggested that MOx plays a 

significant role in the CH4 fate at our site.  

The most enriched δ13C-CH4 fluxes occurred during D1 and G1 indicating that 

the proportion of MO is higher during the winter and the early growing season. The 

MO signal in these fluxes is likely due to the presence of taxa associated with MOx 

near the soil surface. Aerobic methanotrophs are less sensitive to temperature than 

methanogenesis (Q10 of 1.9 versus 4.1; Segers, 1998). They are also able to oxidize 

CH4 in temperatures ranging from -1°C to 30˚C (King and Adamsen, 1992). 

Subsequently, the rate of CH4 production decreases more drastically than the rate of 

MO in soils, thereby shifting the balance of the two processes more towards oxidation 

in cooler months. As a result, δ13C-CH4 fluxes more clearly demonstrate the presence 

of MO during D1 and G1 than at other times of the year when high levels of CH4 

production can obscure the presence of MO. At high CH4 concentrations the isotopic 

shift due to MO is harder to detect (Whiticar and Faber, 1986), particularly since the 

fractionation factor associated with MOx ranges from 1.003 to 1.021 (Happell et al., 

1994; Preuss et al., 2013) compared to 1.055 to 1.090 for hydrogenotrophic 

methanogenesis (Whiticar and Faber, 1986). Therefore, using natural abundance 

isotopes to discern the occurrence of MO within the soils becomes difficult and 

necessitates more targeted approaches such as inhibition experiments, tracer 

experiments, and microbial activity to elucidate the role MO plays in CH4 fate. 

While the δ13C-CH4
 flux data showed that MO attenuates CH4 emissions from 

the soil to the atmosphere, discerning the importance of MO using the δ13C-CO2 is 

more difficult since most of the data resemble soil CO2 and DIC isotopic values 

(Appendix D.3, Fig. D.5). CO2 produced from MO is isotopically depleted due to 
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microbial preference for 12C (Barker and Fritz, 1981; Coleman et al., 1981; Silverman 

and Oyama, 1968), contributing isotopically light CO2 into the soil CO2 and DIC pool. 

However, due to the size of the CO2 and the DIC pool (of which CO2 is a part of), as 

well as inputs of DIC from the tidal creek and continual production of CO2 from OM, 

the isotopic signal from MO gets obscured (Whiticar and Faber, 1986). DIC and δ13C-

DIC data collected from the site in 2018 show an excess of isotopically light DIC 

during some periods of the year (Fig. D.6). While excess DIC can come from a variety 

of sources (e.g., OM production, plant and microbial respiration, tidal exchange), the 

high CH4 concentrations, low CH4 fluxes, and isotopically enriched δ13C-CH4 suggest 

that MO likely contributes to the DIC pool. MO has been shown to contribute to the 

DIC pool in coastal wetland sediments (La et al., 2022), as well as in marine 

sediments (Chen et al., 2010; Haese et al., 2003; Yoshinaga et al., 2014). A study by 

La et al., (2022) found that S-AOM contributed to between 2.55 to 8.58% to the pore 

water DIC pool, consuming 71 to 96% of the CH4 in the process, illustrating that large 

amounts of MO minimally impacts the DIC pool. 

The variability in the concentrations and quality of DOC within the pore water, 

the young age of CH4 and CO2 within the sediments, as well as high CH4 

concentrations and fluxes from the nearby tidal creek (Trifunovic et al., 2020) 

suggests a third fate for CH4: lateral exchange with the tidal creek. While the FI data 

from the tidal creek, the nearby tidal river, and the pore water indicates that the DOC 

pool is more terrestrially derived (i.e., ~1.2 versus ~1.8 for microbially-derived (Cory 

and McKnight, 2005; McKnight et al., 2001), the higher variability in SUVA254 

appears to reflect the hydrology of SS. Generally, SUVA254 values at -15.5 cm are 

most similar to that of the tidal creek. Previous research at SS showed that the first 10 
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cm is most likely to be influenced by diurnal tidal cycles and therefore is more 

hydrologically connected to the tidal creek (Guimond et al., 2020). While our near-

surface pore water collection was at -15.5 cm, water from tidal exchange at the surface 

can percolate downwards and contribute to SUVA254 values more aligned with those 

in the tidal creek. Higher SUVA254 values were found deeper in the profile at depths 

that experience tidal exchange during spring-neap cycles, enabling more processing of 

DOC. Thus, the SUVA254 data show a dynamic and diverse DOC pool within the pore 

waters that is likely linked to tidal creek at diurnal (near-surface) and spring-neap tidal 

(at depth) cycles. 

The second and third pieces of evidence for lateral movement of CH4, either 

via CH4 or as part of the DIC pool, is the young age of the CH4 and CO2 within the 

soil and high CH4 fluxes and concentrations from the tidal creek (Trifunovic et al., 

2020). With few exceptions, the CH4 and CO2 within the soil is > modern which 

suggest high turnover times. One potential mechanism for high turnover is tidal 

pumping, which is the exchange of pore water in the sediments with the surface water 

from the creek via tides (Gleeson et al., 2013; Li et al., 2009; Robinson et al., 2007; 

Santos et al., 2012). Tidal pumping imports substrates into the pore waters and exports 

biogeochemical reaction products to the tidal creek (Bouillon et al., 2007; Gleeson et 

al., 2013; Maher et al., 2013; Santos et al., 2021). At SS, tidal pumping occurs on 

spring-neap tidal cycles enabling the build-up of reaction products such as CH4 and 

DIC. Studies have shown that DIC export via tidal pumping occurs in coastal systems 

(e.g., Borges and Abril, 2012; Call et al., 2015; Tamborski et al., 2021). However, 

there is less data on lateral transport of CH4, with evidence from a tidal freshwater 

marsh, a mangrove forest, and a mixed mangrove/salt marsh system (Call et al., 2015; 
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Kelley et al., 1995; Santos et al., 2019). Lateral transport of CH4 likely occurs at our 

site as well. CH4 concentrations upwards of 6000 μmol/mol have been found within 

the tidal creek (Trifunovic et al., 2020). Furthermore, CH4 and CO2 fluxes from the 

tidal creek have similar δ13C-CH4
 (-59.51‰ to -41.1‰; Appendix D.4; Table D.1), 

δ13C-CO2 (-23.90 to -11.88‰; Table D.1), and Δ14C-CO2 (-12.4‰ to 18.4‰; Table 

D.1) to those found at SS. Combined, our data suggest that lateral transport of CH4 

plays a role in CH4 fate at SS. However, there is a need for research that focuses on 

lateral transport to better quantify the role it plays in CH4 dynamics. 

5.4.4 Future directions 

Through a combination of concentration, flux, isotopic, pore water and organic 

carbon chemistry, and microbial community composition data, we identified that CH4 

dynamics within a tidal salt marsh are biogeochemically heterogeneous, with two 

pathways for CH4 production and several potential fates for CH4 that likely occur 

simultaneously and vary in importance over tidal and seasonal cycles. While this study 

is a step towards a better understanding of CH4 dynamics in a tidal salt marsh, there is 

still much more work to be done. Thus, we suggest two areas of future research. 

One, investigating the role of methylotrophic methanogenesis in producing 

CH4 in tidal salt marshes. Future work should focus on expanding our understanding 

of methanogenic pathways, including research on rates of microbial activity coupled 

with depth profiles of relevant substrates (e.g., H2, acetate, TMA) to better understand 

which microbial pathways are important, as well as how they vary seasonally.  

Two, a better understanding of the role MO and lateral CH4 transport play in 

CH4 dynamics. Future work for MO should focus on calculating the activities of 

ANME coupled to the redox of various redox active elements (i.e., sulfate, manganese, 
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iron, nitrate, nitrite) both in laboratory experiments and in situ. For lateral transport of 

CH4, studies should continue to use 222Rn mass balances to better understand the 

quantity of CH4 that gets exported into the tidal creek. These studies should be done in 

different hydrologically connected zones within the marsh to assess the roles they play 

in the overall CH4 balance. Additionally, in situ labelling experiments should be 

conducted over tidal cycles and seasonally to quantify where CH4 goes once it is 

produced within the soil.  
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CONCLUSION 

This research seeks to understand how trace gas fluxes in salt marsh soils 

change over time (i.e., patterns), as well as how biophysical factors and 

biogeochemical pathways (i.e., processes) influence them. Over the course of four 

studies, common themes emerged with respect to patterns and processes, as well as the 

measurement techniques used to collect the data. 

6.1 A note about trace gas patterns 

Over annual and seasonal cycles, patterns emerged for CO2, CH4, and N2O 

fluxes from tidal salt marsh soils. There were no discernable seasonal patterns for CS2 

and DMS. CO2 fluxes positively correlated with temperature. This finding algins with 

observations in temperate terrestrial ecosystems and provides support for the use of 

temperature dependence functions in models. However, different areas of the marsh 

may have different temperature sensitivities and models will need to account for that. 

Similarly, CH4 fluxes have been found to have a temperature dependence, albeit 

generally weaker than that of CO2. More importantly, though, is the finding that CH4 

peaks during plant senescence. This highlights the role S. alterniflora die-off and the 

subsequent release of organic matter and microbial substrates plays in soil 

biogeochemical processes, as well as the importance of measuring fluxes beyond the 

summer months. While N2O fluxes at St. Jones are very low, they loosely follow along 

with plant phenological stages, shifting from source to sink and vice versa depending 

Chapter 6 
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on the interaction between plant growth and nutrient availability and reinforcing the 

need to better understand the role plants play in salt marsh soil biogeochemistry and 

trace gas production. 

Zooming into diel cycles, three patterns emerged. One, there were no 

consistent diel patterns for CO2 fluxes. This contrasted with the idea that CO2 fluxes 

peak around the same time of day that temperature does, as seen in temperate, 

terrestrial ecosystems. Therefore, modelling diel CO2 fluxes based on a temperature 

dependence function will not accurately capture CO2 dynamics in salt marsh soils. The 

lack of diel patterns is likely due to the continuously changing interactions between 

temperature (24-hour cycle) and tides (24 hours 50 minutes). Two, CH4, N2O, and CS2 

fluxes were highly variable. This observation is important for CH4, which was highly 

variable under controlled lab conditions, as well as in the field. Methane’s high 

variability significantly contributes to the differences in the calculation of GWP 

between the control and treatment scenarios in Chapter 2, as well as in the calculation 

of SGWP between continuous and discrete scenarios in Chapter 4. Therefore, it is 

necessary to evaluate how CH4 fluxes change during storm surges, as well with the use 

of different measurement techniques since GWP and SGWP calculations can affect 

how scientists and policymakers view tidal salt marshes as a natural climate solution. 

Third, DMS fluxes appeared to occur only during mid-day at St. Jones. While the 

mechanisms as to why that happened are uncertain, it reinforces the need for 

measurements to be done outside of the traditional daytime, low tide window. 

6.2 A note about processes that govern trace gas fluxes 

To better understand the processes that govern trace gas emission from tidal 

salt marsh soils, different approaches were taken depending on whether the research 
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was conducted in the lab or in the field. In the lab, the flow-through mesocosm set-up 

coupled with high-frequency GHG measurements and pore water chemical analyses 

contributed to a better understanding of how salinity changes shifted biogeochemical 

processes and therefore GHG emissions. Under changing salinity conditions, the 

biogeochemical processes that produce GHGs continuously evolved, with electron 

acceptors playing different roles throughout the simulated storm surge. The 

experiment underscored the importance of the sulfur cycle in contributing to CO2 and 

CH4 fluxes and highlighted that the production of GHGs in salt marsh soils is 

biogeochemically complex. Furthermore, after salinity returned to normal, CH4 and 

N2O emissions went back to baseline within 15 days, highlighting the resilience of the 

salt marsh and its biogeochemical processes to storm surges. 

In the field, research into processes focused on both biophysical and 

biogeochemical factors. Due to a large amount of available biophysical data collected 

by the St. Jones staff through the site’s participation in the National Estuarine 

Research Reserve’s System-wide Monitoring Program, there were opportunities to 

investigate the role temperature, tides, PAR, and NDVI play in trace gas fluxes. The 

key biophysical takeaway is that temperature plays an important role in CO2 and CH4 

emissions on seasonal scales, but not on diel scales, likely due to the influence of 

tides. Other biophysical factors, such as water level, salinity, PAR, and NDVI also 

play a role in explaining the variability in CO2 fluxes, but to a lesser extent. As for 

biogeochemical processes, a focused investigation on CH4 dynamics in the marsh 

revealed that the processes that produce (hydrogenotrophic and methylotrophic 

methanogenesis), consume (aerobic and anaerobic CH4 oxidation), and transport CH4 

(diffusion into the atmosphere, lateral transport to the tidal creek) are 
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biogeochemically heterogenous and vary in importance from season to season. These 

findings underscore the need for targeted approaches to better understand CH4 

dynamics in tidal salt marshes. 

6.3 A note about the importance of tides and site hydrology 

Interspersed throughout the dissertation chapters are discussions about the role 

of tides and site hydrology in salt marsh carbon biogeochemistry. The marsh does not 

get flooded frequently, which contributes to the lack of differences in CO2 fluxes at 

high and low tides since there generally is no overlying water to impede gas diffusion. 

However, the two study sites, TS and SS, are hydrologically different due to location 

and site topography, which has implications for trace gas emissions. The TS site, 

located near the tidal creek, experiences the diurnal tidal cycle, resulting in frequent 

changes in redox and a high turnover of substrates and reactants at. This likely 

translates into less build-up of CO2 in the upper soil profile and limits CH4 production 

to deeper in the soil, below oxic-anoxic zone driven by the tides. On the other hand, 

the SS site is less hydrologically connected to the tidal creek, exchanging water only 

during extremely high tides (e.g., spring high tide, storm events), with slight diurnal 

tidal variations limited to very close to the soil surface. As a result, the soils are 

strongly reducing and contribute to favorable CH4 production throughout the soil 

profile. Furthermore, CO2 and CH4 can build-up over spring-neap tidal cycles due to 

lack of exchange. These differences between the two sites highlights the importance of 

understanding the role tides and site topography can play in carbon biogeochemistry 

throughout a tidal salt marsh. 
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6.4 A note about trace gas measurement techniques 

Both continuous, automated and manual measurement techniques were used 

throughout this research. As continuous, automated systems become more prevalent in 

measuring trace gases from tidal salt marsh soils, it is important to assess whether 

researchers obtain similar information from the two techniques. Here are four key 

takeaways. One, with regards to CO2, manual and automated measurements capture 

similar patterns, means, distributions, and temperature dependencies regardless of 

whether data is collected continuously or manually during daytime low tide. 

Therefore, carbon budgets and models using discrete CO2 data likely are accurately 

representing CO2 flux from tidal salt marsh soils. Two, continuous measurements of 

trace gases allow for more robust analyses of biophysical drivers, as seen in Chapter 

Three where temperature was the only significant explanatory variable for manual 

measurements, but temperature, as well as water level, salinity, PAR, and NDVI were 

significant explanatory variables for continuous measurements. Therefore, in order to 

better inform models about the biophysical factors that explain the variability in CO2 

fluxes, more studies using continuous measurement data are needed. Three, 

continuous measurements are needed to capture temporal variability, particularly for 

CH4, while four, manual measurements are needed to assess spatial variability, 

particularly to identify hot spots within the marsh. Moving forward, both continuous 

and manual measurements will need to be utilized to better inform our understanding 

of trace gas spatiotemporal dynamics. 

6.5 A note about future directions for trace gas research in tidal salt marshes 

While the findings from this research helped fill knowledge gaps surrounding 

the patterns and processes that govern trace gas emissions from tidal salt marsh soils, 
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there remains open questions about the role of trace gases in marshes. Here are four 

future directions that will aid in better understanding trace gas emissions from salt 

marsh soils that can ultimately help inform carbon budgets, Earth system models, and 

the overall source/sink potential of marshes. 

• More long-term, high frequency data of trace gases 

o Due to lack of measurements, the range of CH4 and N2O emissions 

from tidal salt marshes has not been well-constrained. More 

measurements are needed to assess the temporal and spatial variability 

of CH4 and N2O so accurate budgets can be calculated, as well as to 

understand why CH4 fluxes are driven by pulse emissions. 

 

o Not much is known about trace gas behavior in the non-summer 

months due to difficulties measuring in the winter, as well as the 

assumption that fluxes remain low due to low ecological activity. 

However, there is evidence to suggest that marshes may be a carbon 

source during senescence and dormancy, as seen with CH4 emissions 

peaking during senescence. More information is needed to accurately 

assess how fluxes during senescence and dormancy affect assessments 

of a marsh’s potential to store carbon.  

 

o In order to untangle the lack of consistent diel patterns for CO2, CH4, 

N2O, and CS2, high-frequency data of emissions coupled with water 

quality, and meteorological data is needed. Understanding the drivers 

of diel fluxes is important to inform models, particularly since diel 

patterns have non-linear responses to temperature and water level. 

 

• Connecting the carbon and sulfur cycles, particularly with regards to CH4 

o CH4 fluxes from tidal salt marsh soils are not low, despite two types of 

methanogenesis (acetoclastic and hydrogenotrophic) being 

outcompeted by sulfate reduction. There is a need to assess the role of a 

third methanogenesis pathway, methylotrophic methanogenesis, in 

producing CH4 in tidal salt marsh soils. This includes conducting 

assessments of the soil microbial community, as well as their activities. 

 

o The process by which methylotrophic methanogenesis produces CH4 

can involve the use of sulfur-based substrates such as dimethylsulfide 

and methanethiol, which directly links the carbon and sulfur cycles 

together. More information is need about the availability of these 

substrates within the soils, as well as when they are available. In 



 188 

particular, the relationship between S. alterniflora, CH4 flux, and the 

substrate availability for methylotrophic methanogenesis during 

senescence needs to be investigated.  

 

o CS2 fluxes were an order of magnitude higher at St. Jones than what 

has been reported in the literature. However, the reason for this 

discrepancy is uncertain due to the lack of CS2 flux data from marshes, 

as well as uncertainity around how CS2 is produced. 

 

• Untangling the importance of different processes and fates of CH4  

o In addition to better understanding CH4 production as suggested above, 

more research needs to be done regarding the role of both aerobic and 

anaerobic CH4 oxidation in attenuating CH4 emissions from salt marsh 

soils. Research into the activities of aerobic and anaerobic CH4 

oxidizers, as well as their importance throughout the soil profile are 

needed. 

 

o Quantifying the roles of diffusion into the atmosphere, CH4 oxidation, 

and lateral transport to better inform CH4 budgets. With in situ isotope 

labelling experiments, researchers can start to untangle CH4 pathways 

within the soil. Furthermore, these experiments should occur in 

different marsh hydrological zones, as well as throughout the growing 

season to incorporate changes in substrate availability. 

 

• Better understanding of whether salt marshes are a source or sink of N2O 

o St. Jones tidal salt marsh soils were at times small sources of N2O, as 

well as small sinks. More long-term data on N2O fluxes is needed to 

assess whether marshes are a source or a sink, as well as the 

mechanisms behind it. In particular, more research is needed in 

marshes that receive high nitrogen inputs due to anthropogenic 

activities. There is evidence that increased nitrogen inputs may result in 

N2O emissions. Since N2O is a potent greenhouse gas, marshes that are 

overall sources may offset their carbon storage potential. 
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SUPPLEMENTARY MATERIALS - EXPERIMENTAL INFLUENCE OF 

STORM-SURGE SALINITY ON SOIL GREENHOUSE GAS EMISSIONS 

FROM A TIDAL SALT MARSH  

 

Figure A.1:   Means by phases for each of the mesocosms. Control mesocosms are in 

pink (#1-3) and treatment mesocosms are in blue (#4-6). 

  

Appendix A 
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Table A.1:    Mean, minimum, and maximum of the calculated daily averages during 

each phase for the control and treatment mesocosms. 

 Control Treatment 

I II III IV V I II III IV V 

Redox 

(mV) 

Mean 

± SD 

177.9 

± 

30.7 

156.4 

± 

19.4 

163.6 

± 

33.3 

141.5 

± 4.9 

172.4 

± 

27.4 

157.3 

± 

30.6 

139.6 

± 

21.0 

152.8 

± 

42.8 

141.1 

±22.5 

159.5 

± 

39.0 

Min 132.7 134.2 106.2 135.3 149.9 116.2 116.7 104.2 120.2 130.4 

Max 210.9 191.7 205.0 146.0 225.5 197.8 178.8 230.9 163.7 239.9 

pH 

Mean 

± SD 

6.78 

± 0.1 

6.90 

± 0.2 

6.78 

± 0.1 

6.82 

± 0.1 

6.83 

± 0.1 

6.65 

± 0.1 

6.72 

± 0.1 

6.84 

± 0.1 

6.88 

± 0.1 

6.83 

± 0.1 

Min 6.65 6.67 6.69 6.75 6.68 6.50 6.56 6.68 6.79 6.75 

Max 6.92 7.12 6.89 6.88 7.00 6.83 6.84 6.97 6.92 6.96 

Fe2+ 

(mg/L) 

Mean 

± SD 

1.97 

± 1.5 

7.64 

± 4.6 

7.94 

± 3.2 

11.8 

± 1.3 

14.5 

± 4.9 

4.74 

± 2.6 

11.87 

± 3.2 

9.04 

± 3.9 

15.19 

± 2.1 

21.90 

± 

6.67 

Min 0.41 4.86 4.60 10.57 6.80 1.80 6.43 4.76 12.70 9.63 

Max 4.59 16.87 13.90 13.28 21.57 8.43 15.72 14.68 17.19 28.41 

SO4
2- 

(mg/L) 

Mean 

± SD 

242.5 

± 

48.9 

279.7 

± 

24.6 

306.9 

± 

23.4 

257.6 

± 

127.3 

316.6 

± 

18.9 

240.2 

± 

54.5 

253.2 

± 

40.7 

206.9 

± 5.0 

240.4 

± 

21.8 

260.0 

± 

68.2 

Min 172.9 230.7 223.8 0.29 273.3 156.5 196.0 0.40 212.4 0.35 

Max 331.1 316.8 327.4 327.9 343.9 323.8 319.9 234.0 270.9 304.8 

S2- 

(mg/L) 

Mean 

± SD 

0.20 

± 

0.09 

0.25 

± 

0.07 

0.24 

± 

0.03 

0.24 

± 

0.04 

0.23 

± 

0.04 

0.20 

± 

0.06 

0.27 

± 

0.07 

0.26 

± 

0.04 

0.26 

± 

0.07 

0.24 

± 

0.05 

Min 0.01 0.17 0.21 0.19 0.14 0.09 0.21 0.21 0.20 0.14 

Max 0.26 0.38 0.28 0.30 0.27 0.25 0.42 0.32 0.36 0.28 

TNb 

(mg/L) 

Mean 

± SD 

4.41 

± 1.0 

3.98 

± 

0.36 

4.62 

± 2.0 

3.33 

± 0.2 

3.87 

± 

0.12 

4.28 

± 

0.69 

4.38 

± 

0.33 

4.63 

± 

1.65 

3.72 

± 

0.17 

4.05 

± 

0.24 

Min 3.62 3.50 2.82 3.15 3.75 3.61 3.82 3.70 3.53 3.80 

Max 5.77 4.37 8.89 3.49 4.08 5.61 4.75 8.35 3.88 4.42 
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SUPPLEMENTARY MATERIALS – DIEL AND SEASONAL PATTERNS OF 

SOIL CO2 EFFLUX IN A TEMPERATE TIDAL MARSH 

Table B.1:    Summary of the linear model results for each site. 

 

Model Variable Coefficient Lower CI Upper CI t-value p-value R2 

Continuous SS 

log(CO2) ~ ATemp 

Intercept 

ATemp 

-0.390 

0.064 

-0.501 

0.058 

-0.278 

0.070 

-6.86 

20.60 

<0.001 

<0.001 
0.52 

Manual SS 

log(CO2) ~ ATemp 

Intercept 

ATemp 

-2.259 

0.110 

-2.849 

0.078 

-1.668 

0.141 

-7.98 

7.29 

<0.001 

<0.001 
0.73 

Continuous TS 

log(CO2) ~ ATemp 

Intercept 

ATemp 

-2.852 

0.095 

-3.002 

0.086 

-2.702 

0.103 

-37.42 

21.49 

<0.001 

<0.001 
0.52 

Manual TS 

log(CO2) ~ ATemp 

Intercept 

ATemp 

-2.675 

0.109 

-3.310 

0.076 

-2.040 

0.142 

-8.68 

6.84 

<0.001 

<0.001 
0.65 

Appendix B 
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Figure B.1:   Hysteresis graphs of CO2 flux versus air temperature using hourly data at 

SS during the spring tide on DOY (a) 166, (b) 195, (c) 290, and (d) 335 

in 2018. 
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Figure B.2:   Hysteresis graphs of CO2 flux versus water level using hourly data at SS 

during the spring tide on DOY (a) 166, (b) 195, (c) 290, and (d) 335 in 

2018. 
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Figure B.3:   Hysteresis graphs of CO2 flux versus air temperature using hourly data at 

SS during the neap tide on DOY (a) 157, (b) 200, (c) 269, and (d) 311 in 

2018. 
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Figure B.4:   Hysteresis graphs of CO2 flux versus water level using hourly data at SS 

during neap tide on DOY (a) 157, (b) 200, (c) 269, and (d) 311 in 2018. 
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Figure B.5:   Hysteresis graphs of CO2 flux versus air temperature using hourly data at 

TS during the spring tide on DOY (a) 136, (b) 194, (c) 221, and (d) 305 

in 2018. 
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Figure B.6:   Hysteresis graphs of CO2 flux versus water level using hourly data at TS 

during the spring tide on DOY (a) 136, (b) 194, (c) 221, and (d) 305 in 

2018. 
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Figure B.7:   Hysteresis graphs of CO2 flux versus air temperature using hourly data at 

TS during the neap tide on DOY (a) 171, (b) 187, (c) 230, and (d) 357 in 

2018. 
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Figure B.8:   Hysteresis graphs of CO2 flux versus water level using hourly data at TS 

during the neap tide on DOY (a) 171, (b) 187, (c) 230, and (d) 357 in 

2018. 
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SUPPLEMENTARY MATERIALS – TRACE GAS FLUXES FROM TIDAL 

SALT MARSH SOILS: IMPLICATIONS FOR CARBON-SULFUR 

BIOGEOCHEMISTRY 

Table C.1:    Overview of CS2 and DMS fluxes from various Spartina alterniflora 

marshes. 

Site 
Time Frame/ 

Location 

CS2 

(nmol m-2 s-1) 

DMS 

(nmol m-2 s-1) 
References 

Wallops Island, 

VA 

August/September 

Annual 

0.006 

0.68 

NA 

1.85 

Carroll et al., 

1986; Adams et 

al., 1981 

North Carolina 

(Cedar Island 

Wildlife 

Refuge, Cox’s 

Landing) 

Summer 

   Spartina 

 

Mud Flat 

 

Single Plant 

 

0.48 

 

< 0.02 

 

0.10 

 

1.75 

 

< 0.04 

 

NA 

Aneja et al., 

1981, 1979a, 

1979b; Lamb et 

al., 1987; Goldan 

et al., 1987; 

Adams et al., 

1981b  

St. Marks 

National 

Wildlife 

Refuge, FL 

January 

    Spartina (W) 

    Sand 

 

May 

    Spartina (WD) 

October 

    Spartina (WD) 

Sand 

Annual 

 

< 0.0009 

< 0.0009–

0.004 

 

< 0.0009–

0.003 

 

< 0.0009–0.08 

< 0.0009–0.04 

0.52 

 

0.09–1.63 

0.004–0.01 

 

0.002–4.82 

 

0.14–1.27 

<0.001–0.15 

1.22 

De Mello et al., 

1987; Cooper et 

al., 1987; Adams 

et al., 1981b 

Chapman’s 

Marsh, NH 

August 
NA 

1.1–1.67 

Max: 5.3 

Morrison and 

Hines, 1990 

Long Island, 

NY 

Fall 
NA Max: 3.80 

Hill et al., 1978 

Louisiana Annual 
0.002–0.02 0.01–1.25 

DeLaune et al., 

2002 
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Canary Marsh, 

DE 

August 

   Intertidal 

   Infrequently       

Flooded                 

   Unknown 

 

0.006 

0.06 

 

0.07 

 

0.04 

0.90 

 

0.48 

Adams et al., 

1981a, 1981b 

Great 

Sippewissett 

Marsh, MA 

 

Annual 

 

0.08 2.84 

Steudler and 

Peterson, 1985, 

1984 

 

Notes: 

- For locations with multiple studies, the highest mean or widest range is 

reported here 

- For two locations, the maximum flux was reported in addition to the other data 

(Chapman’s Marsh and Long Island) 

 

Figure C.1:   Full range of CH4 fluxes from each chamber during S2. Each color 

designates a different chamber. 
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Figure C.2:   Density plots comparing the distribution of fluxes throughout all 

campaigns (continuous) to those measured during daytime low tide 

(discrete) for (a) CH4, (b) N2O, (c) CS2, and (d) DMS. Note: the scales on 

the x- and y-axes are different. This figure shows the full distributions of 

the density plots shown in Figure 4.4. 
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Figure C.3:   Plot comparing the daily average of continuous to discrete measurements 

for CH4. Red dashed line is the 1:1 line, while the black solid line is the 

trend line. This figure shows the full error bars for Figure 4.5b. 
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SUPPLEMENTARY MATERIAL – METHANE DYNAMICS IN TIDAL SALT 

MARSH SOILS: A MULTI-DISPLINARY APPROACH TO 

UNDERSTANDING PRODUCTION AND FATE 

 

Figure D.1:   (L) Aerial view of St. Jones Reserve with a box denoting the SS site. (R) 

General schematic of the location of chambers and the passive gas 

sampler relative to each other and the boardwalk. 
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Gas measured in ppmv is equivalent to μmol mol-1 due to Dalton’s Law of 

Partial Pressures. The first step towards converting the gas concentrations to mM is to 

convert it to mg L-1 using the molecular weight of the gas (CO2 = 41.01 g mol-1, CH4 = 

16.04 g mol-1) and using standard pressure and a temperature of 20°C to convert moles 

of gas into liters (1 mol gas = 24 L at 20°C). See example below for CO2. 

 
𝑋 𝜇𝑚𝑜𝑙 𝐶𝑂2

𝑚𝑜𝑙
 𝑥 

44.01 𝜇𝑔 𝐶𝑂2

1 𝜇𝑚𝑜𝑙 𝐶𝑂2
 𝑥 

1 𝑚𝑔 𝐶𝑂2

1000 𝜇𝑔 𝐶𝑂2 
 𝑥 

1 𝑚𝑜𝑙 

24 𝐿
= 𝑋 

𝑚𝑔 𝐶𝑂2

𝐿
 

 

Once, the gas concentration has been converted to mg L-1, the next step is to 

convert it to mM (e.g., mmol L-1) using the molecular weight of the gas. 

 
𝑋 𝑚𝑔 𝐶𝑂2

𝐿
 𝑥 

1 𝑚𝑚𝑜𝑙 𝐶𝑂2

44.01 𝑚𝑔 𝐶𝑂2 
= 𝑋 𝑚𝑀 𝐶𝑂2 

D.1 Conversion of CH4 and CO2 concentrations from ppmv to mM 
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Figure D.2:  Confidence intervals (95%) associated with each soil efflux δ13C-CH4 (a, 

c) and δ13C-CO2
 (b, d) keeling plot. Confidence intervals were calculated 

using a bootstrap method. Panels c and d are zoomed-in versions of a and 

b respectively, to better see the variability in 95% confidence intervals. 
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Figure D.3:   Relationship between pore water sulfide concentrations and soil CH4 

concentrations for all campaigns and all depths. 
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On July 16, 2021, gas samples were collected to measure δ13C-CH4 and δD-

CH4. Gas samples from the depth profile and soil efflux were collected as described in 

Section 5.2.4. Water flux samples from the tidal creek at low tide were collected using 

a floating chamber (20 cm) coupled with an Ultraportable Greenhouse Gas Analyzer 

(UGGA; Los Gatos Research, San Jose, CA) in a closed loop. An in-line sampling 

port and a gas-tight syringe was used to take samples at 0, 5, 10, and 15 minutes after 

the chamber was lowered onto the surface of the tidal creek. Gas samples were 

injected into N2-filled exetainers and the process was repeated two more times for a 

total of three sampling events at low tide. 

Samples were sent to the University of California-Davis Stable Isotope 

Facility. δ 13C-CH4 and δ D-CH4 were analyzed using a ThermoScientific Delta V Plus 

isotope ratio mass spectrometer (IRMS). 

D.2 Materials and methods – δD-CH4 and δ13C-CH4 
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Figure D.4:   Combination plot of δ13C-CH4 and δD-CH4 from gas samples collected 

on July 16, 2021. 
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On March 14, July 11, and October 9, 2018, soil pore water was collected for 

[DIC] and δ13C-DIC analyses at low and high tide. Surface water samples from the 

tidal creek (high, low, and mid tide), the St. Jones River, and in the Delaware Bay next 

to the mouth of the Murderkill River were collected, as well as groundwater samples 

from adjacent to the tidal salt marsh. 

Pore water samples were collected using a PushPoint (M.H.E Products) 

connected to a peristaltic pump via tubing with a needle at the outlet. Samples were 

pumped from -15.5, -40, -56, and -70 cm below the soil surface, through a 0.2 μm 

syringe filter into He-filled 12 mL exetainers. Samples were refrigerated upside down 

in water before being sent to the Isotope Facility at the University of Connecticut. 

Samples were run on a Thermo Delta V Plus IRMS.  

Mixing curves for isotopic data were calculated according to Fry (2002) and 

Guardiani et al. (2021). 

D.3 Materials and methods – δ13C-DIC 
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Figure D.5:   Depth profile of δ13C-DIC from pore water at high and low tide 

(“High_Tide”, “Low_Tide”), as well as δ13C-DIC from a variety of 

endmembers (located at 0 cm). Endmembers (i.e., “Endpoint) includes 

surface water from the tidal creek (high, mid, and low tide), St. Jones 

River, and Delaware Bay at the outlet of the Murderkill River, as well as 

groundwater near the site. Data was collected in 2018. 
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Figure D.6:   DIC mixing plots for data collected during (a) 2018 and (b) 2020-2021 

field campaigns, as well as (c) δ13C-DIC mixing plots for 2018. Black 

diamonds in panel (c) denote the mixing curve. Note: x and y-axes are 

different. 
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Water flux samples from the tidal creek for δ13C analyses were collected using 

a floating chamber (20 cm) coupled with the UGGA in a closed loop. An in-line 

sampling port and a gas-tight syringe was used to take samples at 0, 5, 10, and 15 

minutes after the chamber was lowered onto the surface of the tidal creek. Gas 

samples were injected into N2-filled exetainers. The sampling was done at both low 

and high tide. 

For Δ14C samples from the tidal creek at low tide, a chamber outfitted with a 

fan, soda lime trap, and two ball valves was connected to the UGGA in order to purge 

the headspace of CO2. Then the ball valves were closed and the UGGA was 

disconnected to allow for CO2 to accumulate in the headspace. Once enough CO2 

accumulated, the headspace was extracted via a flow controller and a water trap into a 

1 L stainless steel flask.   

Stable isotope samples were sent to the University of California-Davis Stable 

Isotope Facility. δ13C-CH4 and δ13C-CO2 were analyzed using a ThermoScientific 

Delta V Plus isotope ratio mass spectrometer (IRMS). Radiocarbon samples were sent 

to the Center for Accelerator Mass Spectrometry at Lawrence Livermore National 

Laboratory for graphitization and were run on the Van de Graaff FN accelerator mass 

spectrometer. 

  

D.4 Materials and methods – δ13C-CH4, δ13C-CO2, and Δ14C-CO2 from the tidal 

creek  
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Table D.1:    δ13C-CH4, δ
13C-CO2, and Δ14C-CO2 of gas efflux from the surface of the 

tidal creek during the six field campaigns. LCI = lower 95% confidence 

interval, UCI = upper 95% confidence interval. 

Campaign Tide 
δ13C-CH4 

(LCI – UCI) 

δ13C-CO2 

(LCI – UCI) 
Δ14C-CO2 

D1 

High 
-51.0 

(-53.5 to -50.2) 

-23.9 

(-31.1 to -22.5) 
NA 

Low 
-58.5 

(-66.0 to -55.8) 

-20.5 

(-52.1 to -10.2) 
NA 

G1 

High 
-45.7 

(-46.6 to -43.5) 

-17.5 

(-19.9 to -15.6) 
NA 

Low 
-58.8 

(-59.7 to -57.1) 

-22.2 

(-30.2 to -14.9) 
-12.4 

M1 

High 
-57.6 

(-58.1 to -57.0) 

-11.9 

(-14.5 to -9.89) 
NA 

Low 
-54.2 

(-63.8 to -48.4) 

-22.9 

(-26.4 to -19.0) 
+4.9 

M2 

High 
-44.7  

(-50.8 to -43.5) 

-22.3 

(-53.7 to -9.36) 
NA 

Low 
-56.4 

(-57.5 to -56.3) 

-19.9 

(-24.7 to -18.9) 
+12.8 

S1 

High 
-48.1 

(-62.6 to -31.9) 

-15.0 

(-15.7 to -14.3) 
NA 

Low 
-57.8 

(-58.1 to -56.4) 

-20.5 

(-21.1 to -17.7) 
+18.4 

S2 

High 
-41.1 

(-46.1 to -33.8) 

-16.8 

(-21.6 to -14.5) 
NA 

Low 
-59.5 

(-62.3 to -47.6) 

-20.9 

(-21.1 to -12.8) 
+7.3 
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technological measures that legally restrict others from doing anything 

the licence permits. 
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• The licenser cannot revoke these freedoms as long as you follow the 

licence terms. 
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material in the public domain or where your use is permitted by an 

applicable exception or limitation. 

• No warranties are given. The licence may not give you all of the 

permissions necessary for your intended use. For example, other 

rights such as publicity, privacy, or moral rights may limit how you use 

the material. 

• The CC BY License, of which 4.0 is the recent version, was developed to 

facilitate open access – namely, free immediate access to, and 

unrestricted reuse of, original works of all types. 

• Under this liberal licence, authors agree to make posted materials 

legally available for reuse, without permission or fees, for virtually any 

purpose. Anyone may copy, distribute, or reuse these works, as long as 

the author and original source are properly cited. Thus, CC BY 

facilitates the dissemination, transfer, and growth of scientific 

knowledge. 

• Please read the full legal code of this licence. 

 


