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When a missile-borne radar system works in 
downward-looking surveillance mode, the broadened 
ground clutter signal in virtue of platform high-speed 
motion will be received by the radar receiver, which will 
cause difficulty in moving target detection and attacking. 
Unlike airborne and spaceborne platforms, a missile-
borne platform exhibits some unique motion 
characteristics, such as diving, spinning, and coning, 
causing the clutter space-time distribution property 
significantly different from those of airborne and 
spaceborne radar platforms. In addition, the forward 
target striking requirements make the missile-borne 
clutter space-time spectrum further exhibit the severe 
range-dependent property. To deal with these issues, 
accurate motion modeling of a missile-borne radar 
platform is firstly carried out in this paper, where the 
complex platform motions including forward-looking 
diving, spinning, and coning are considered. Then, the 
autocorrelation processing combined with Iterative 
Adaptive Approach (IAA) is applied to estimate the 
clutter angle-Doppler center frequencies, so as to 
effectively realize the clutter non-stationary 
compensation along spatial and temporal directions. 
Finally, a time-domain sliding window based subspace 
projection (TSWSP) method is proposed to achieve the 
robust clutter suppression. Both simulation and real-
measured radar data processing results are presented to 
validate the effectiveness and feasibility of the proposed 
algorithm. 
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I. INTRODUCTION

Recently, with the rapid change of battlefield environment

and the emergence of advanced military moving targets, the 

modern battlefield situation becomes more and more complex, 

causing the high-threat moving target difficult to be detected 

and tracked. As a strategic weapon, a missile can effectively 

realize the time-sensitive moving target striking and becomes 

more and more important in a modern war. In order to further 

improve the missile attacking performance, the accurate 

guidance technology and active guidance ability are required, 

which will make the new-generation guided missiles exhibit the 

powerful capabilities of beyond-line-of-sight launch in day or 

night under all-weather condition [1].  

For the traditional ground-based radars, moving target 

indication (MTI) [2]-[5] or adaptive MTI (AMTI) [6]-[8] 

technique can be applied to notch the scene clutter and realize 

the target detection based on 1-D Doppler filtering. However, 

for a missile-borne platform, due to its complex motion 

characteristics, the clutter spectrum will be severely diffused, 

making the typical MTI and AMTI methods invalid. Therefore, 

for the Doppler-extended clutter, how to extract the 

high-dimensional signal features to realize the extended clutter 

cancellation is of great research significance. To deal with this 

issue, Brennan et al. proposed the 2-D space-time adaptive 

processing (STAP) [9], [10] to accomplish the adaptive clutter 

suppression and target spatial synthesis, remarkably improving 

the weak moving target detection performance. However, the 

calculation of the joint space-time weight vector is 

computationally complex, and the computational complexity 

grows exponentially as the system dimensionality increases 

[11]. In addition, the statistically independent and identically 

distributed (i.i.d.) training data support requirement increases 

drastically in order to attain the clutter rejection performance 

corresponding to 3dB level below the optimum processing [12]. 

Therefore, the dimension-reduced STAP techniques become 

necessity to satisfy the real-time requirement in practice. 

In recent years, many good dimension-reduced STAP 

algorithms have been proposed, which can be mainly 

categorized into two kinds: fixed structure dimension-reduced 

STAP methods [13]-[18] and adaptive dimension-reduced 

STAP methods [19]-[23], also known as rank-reduced STAP 

methods, such as principal component method [24]-[26], cross 

spectral metric (CSM) method [27], and subspace projection 

(SP) method [28], [29]. These rank-reduced STAP methods can 

deal with the issue of the space-time covariance matrix 

estimation via the range training samples and thus may be more 

suitable for the heterogeneous scene [20], [21]. 

Although the adaptive dimension-reduced STAP methods 

may be suboptimal due to the loss of signal components that lie 

in the clutter subspace, they can obtain the robust clutter 

filtering performance since they are not dependent on the 

presumed signal form or clutter distribution, providing an 

acceptable solution under the relatively inhomogeneous clutter 

scenario. Unfortunately, for a missile-borne radar system, 

because of the complex platform motions, such as diving, 

spinning, and coning, the ground stationary scatterers will show 
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the severe non-stationarity, which will destruct the i.i.d. nature 

of the observed clutter components, resulting in the severe 

performance deterioration by using the conventional 

dimension-reduced and rank-reduced STAP methods [30], [31]. 

Therefore, how to implement the adaptive angle- and 

Doppler-dependence compensation and further improve the 

stationary clutter filtering performance are worth of 

investigation. 

In this paper, motion models of the observed clutter on a 

missile-borne radar platform are firstly established, where 

transmitted and received 2-D array patterns are calculated with 

the considerations of platform complex motions, such as diving, 

spinning, and coning motion. Then, the time-domain 

autocorrelation function is constructed to realize the Doppler 

center estimation corresponding to every range unit, so as to 

achieve the clutter Doppler center alignment. In addition, due to 

the limited spatial degree of freedom in a space-limited missile 

system, the Iterative Adaptive Approach (IAA) [32]-[35] 

technology combined with the global least square (GLS) [36] is 

employed to accomplish the spatial spectrum center estimation 

and compensation. Finally, after the 2-D non-stationary 

compensation, a novel multi-channel processing technique, 

named the time-domain sliding window based subspace 

projection (TSWSP) method, is proposed to accomplish the 

robust clutter suppression. Both simulation and real-measured 

radar data are utilized to illustrate the effectiveness and 

applicability of the proposed algorithm. 

The remainder of this paper is organized as follows: In 

Section II, a 3-D motion model of a missile-borne platform with 

diving, spinning, and coning is established on the basis of the 

side-looking and forward-looking configurations, where the 

array pattern, and range-azimuth resolutions under different 

motion statements are analyzed. In addition, the echo signal 

model of multi-channel clutter is established. In Section III, the 

2-D non-stationary clutter compensation method based on IAA,

autocorrelation method, and GLS method are introduced.

Thereafter, the TSWSP algorithm is proposed to accomplish

the robust clutter suppression. Section IV presents some

simulated and real data processing results and gives discussions

and comparisons to validate the proposed algorithm. Finally,

some conclusions are summarized in Section V.

II. SIGNAL MODEL OF MISSILE-BORNE RADAR

A. Missile-borne Radar Motion Model

In this section, three kinds of missile-borne radar motion

configurations are introduced, i.e., level flight with 

side-looking mode, level flight with forward-looking mode, 

and diving flight with forward-looking mode, where the 

rotational motions including spinning and coning are 

considered, providing the foundation for the subsequent clutter 

modelling and suppression in a multi-channel missile-borne 

radar system. 

1) Clutter Motion Model in a Level Flight Statement with

Side-Looking Mode

  

dT

dN

d

Vap

Ch 1 Ch 2 Ch 3 Ch N-1 Ch N

Tx

Rx

i

i

land

iP

x

y

z

H

O

Transmitter position

Receiver positions

Fig. 1. 3-D geometry between the missile-borne radar platform and a ground 

static scatterer in a side-looking observation configuration. 

The geometry configuration between a side-looking 

missile-borne radar system in a level flight statement and a 

ground scatterer, denoted by 
land

iP , is shown in Fig.1. It is 

defined in a 3-D Cartesian coordinate system as O-xyz, with 

y-axis denoting the along-track velocity direction, x-axis

representing the ground range coordinate, and z-axis

determined by the right-hand rule. For this ground scatterer
land

iP , its equivalent self-transmitting and self-receiving 

instantaneous slant-range corresponding to the nth spatial 

channel can be given by 
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 (1) 

where mt m PRT  denotes the slow-time variable with PRT

representing the pulse repetition time, 
0, cosi iR H  denotes

the initial slant-range, H represents the platform height, Vap is 

the platform velocity, 
i  and 

i  denote, respectively, the 

azimuth angle and the elevation angle of this scatterer relative 

to the radar array, dT is the distance between the transmitted 

channel and the reference channel (the first channel is chosen as 

the reference channel),  1 , 1,2, ,nd n d n N   is the 

distance between the nth received channel and the reference 

channel, d represents the physical distance between two 

adjacent channels, and N corresponds to the number of azimuth 

Accepted Manuscript 
Version of record at: https://doi.org/10.1109/TAES.2022.3147136



received channels. In addition, the azimuth registration error is 

ignored in (1) since it can be approximately compensated by 

using the prior radar system parameters in a low-resolution 

warning surveillance mode [37]. 

Obviously, it can be forecasted from (1) that in this ideal 

side-looking observation mode, the ground clutter will be 

represented as the linear trajectory in the space-time power 

spectrum plane since the clutter cone angle keeps the 

one-to-one correspondence relationship with the Doppler 

frequency, beneficial to the subsequent clutter rejection by 

using the spatially adaptive beamforming technique. 

2) Clutter Motion Model in a Level Flight Statement with

Forward-Looking Mode

When the missile-borne radar works in the forward-looking 

mode, the antenna panel is installed along x-axis, as depicted in 

Fig. 2. Then, the two-way slant-range between the ground 

scatterer and the nth received channel can be expressed as 
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 (2) 

Compared with the side-looking slant-range in (1), it is 

observed from (2) that for a given Doppler bin, the cone angles 

with respect to spatial frequencies in different range units do 

not coincide in the forward-looking configuration, which will 

make the ground clutter exhibit the severe range dependence 

property, destructing the i.i.d. nature of clutter samples. 

i

land

iP
x

y

H

O

Transmitter position

Receiver positions

dT

dN

d

Vap

Tx

Rx

i

z

Fig. 2. 3-D geometry between the missile-borne platform and a ground static 

scatterer with the forward-looking level flight configuration.

3) Clutter Motion Model in a Diving Flight Statement with

Forward-Looking Mode

In practice, the missile may work in a diving flight statement 

in order to realize the target striking [38], and then the clutter 

space-time coupling property will become more complex since 

the platform velocity direction will not be parallel with the 

ground surface, as displayed in Fig. 3. 
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Fig. 3. 3-D geometry between the missile-borne platform and a ground static 

scatterer with the forward-looking diving flight mode.

From Fig. 3, it can be seen that when the diving angle, 

denoted by  , is present, the slant-range history in this diving 

flight statement will be different from that of the level flight 

mode since the platform velocity component along z-axis is 

introduced. For the same reason, the instantaneous slant-range 

related to the nth received channel can be noted as 
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 (3) 

Obviously, one can see from (3) that the clutter space-time 

coupling is more complex due to the existence of diving angle, 

indicating that the clutter non-stationary phenomenon is more 

severe. It should be noted that when two angles   and i

mutually complementary, i.e., 
2

i


   , the non-stationary 

level of ground clutter is relatively low, as demonstrated in 

Appendix A. 

4) Clutter Motion Model in a Diving Flight Statement with

Spinning and Coning Motions

In practice, the missile-borne platform may possess the 

complex rotation motions in order to eliminate the thrust 

misalignment influence and enhance the reliability for flight 

control system, thus increasing the guidance, control, and 

attack performances of the missile weapon [39]-[42]. During 

the missile aviation procedure with complex rotations, the 

Magnus effects [43] and gyroscopic effects [44] will be present, 

making the rotated missile exhibit the specific dynamic 

characteristics, i.e., the spinning and coning motions [45]-[48]. 
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Then, the above-mentioned clutter motion models in (1) ~ (3) 

will introduce the large model mismatch errors. To deal with 

this issue, a precise clutter model with the considerations of 

complex rotation motions is proposed in the following section. 

a) 3-D Motion Model in the Case of Spinning and Coning

In addition to the diving flight, the missile body may possess

the spinning and coning motions, where the nutation motion 

influence can be ignored when the missile platform stays in a 

stabilized flight statement [49], [50]. Suppose that the missile 

platform has a coning angle of α0 (i.e., the antenna panel center 

rotates from point Oap,ref to point Oap), and the direction of 

translational velocity Vap is parallel to the zOy plane. For 

convenience, assume that z-axis refers to the longitudinal axis 

with respect to the rotated antenna panel center, which is 

different from the z-axis defined in Fig. 3. Then, x-axis is 

determined according to the right-hand rule, and thus the 

ground reference coordinate system O-xyz is built, with the 3-D 

motion configuration shown in Fig. 4. 

Fig. 4. 3-D geometry between the missile-borne platform and a ground static 

scatterer with the considerations of spinning and coning motions.

In Fig. 4, Oprec is the intersection point of the coning axis and 

missile body axis, Oap is the antenna panel center point, Oap,ref 

corresponds to the antenna panel center in the highest position, 

E denotes the rotational center when the antenna panel 

undergoes the coning motion, 
precO A  is the coning axis (also 

refers to the translational velocity direction),   is the diving 

angle,   is the intersection angle between the missile body axis 

prec apO O  and the translational velocity direction 
precO A , L1 is 

the distance from the intersection point Oprec to the antenna 

panel center point Oap, d denotes the physical distance between 

two adjacent received channels along azimuth dimension, 

 
1

( 1) 1,2, ,
2

n

N
d d n d n N


    denotes the physical

distance between the nth channel and the reference channel (the 

first channel is set as the reference channel), N is the number of 

azimuth received channel, 
s  is the angular velocity with 

respect to the missile body axis, and 
p corresponds to the

angular velocity of coning motion. For an arbitrary ground 

scatter land

iP with the azimuth angle of 
i and the elevation 

angle of 
i , in order to calculate its instantaneous slant-range, 

the new coordinate, denoted by 
prec prec prec precO x y z , is built, 

where xprec-axis is parallel to the horizontal axis of antenna 

panel, yprec-axis refers to the missile body axis, and zprec-axis is 

determined by the right-hand rule, as shown in Fig. 5. 
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Fig. 5. The sketch-map of the new coordinate system of Oprec-xprecypreczprec. 

Obviously, according to Fig. 5, the instantaneous slant-range 

calculation corresponding to land

iP  in 
prec prec prec precO x y z

coordinate can effectively eliminate the missile spinning and 

coning motion influences. After performing the coordinate 

system transformation with respect to the new coordinate 

prec prec prec precO x y z  and the ground reference coordinate O-xyz, 

the 3-D coordinate values of the ground scatterer 
land

iP  in 

prec prec prec precO x y z  coordinate can be given by 

,

,

,

land land
i prec i

land land
i prec i

landland
ii prec

P P

trA tranP P

PP

x x

y M y coor

zz

    
    
     
    
     

   

     (4) 

where the detailed deduction and the definition of MtrA and 

coortran are depicted in Appendix B. 

In the following section, the instantaneous two-way 

slant-range of 
land

iP  is calculated based on (4). 

b) Double-Way Slant-Range History Calculation

For the arbitrary ground scatterer 
land

iP , the instantaneous 

two-way slant-range related to the nth received channel is 

     , ,

1

2

land

n i m T m R n mR t R t R t        (5) 

where  T mR t  and  ,R n mR t  denote, respectively, the 

transmitted and received slant-range histories. In 

Oprec-xprecypreczprec coordinate,  T mR t  is 

       2 2 2

, , ,prec prec precT m T x m T y m T z mR t R t R t R t      (6) 

where  , precT x mR t ,  , precT y mR t , and  , precT z mR t  denote, 

respectively, the relative distances between the ground scatterer 
land

iP  and the transmitted channel center position along 

xprec-axis,  yprec-axis, and zprec-axis in Oprec-xprecypreczprec 
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coordinate. The velocity components of transmitted channel 

center include the translational velocity Vap and the coning 

velocity Vp, where the direction of Vap coincides with precO A

and the direction of the coning velocity Vp , denoted by pn , is 

perpendicular to apO E and precO A . It should be noted that the 

spinning motion will not affect the position of transmitted 

channel position. 

In addition, the received slant-range corresponding to the 

nth received channel is noted as 

       2 2 2

, , , , , , ,prec prec precR n m R n x m R n y m R n z mR t R t R t R t     (7) 

where  , , precR n x mR t ,  , , precR n y mR t , and  , , precR n z mR t  denote, 

respectively, the relative distances between the ground scatterer 
land

iP  and the nth received channel position along xprec-axis, 

yprec-axis, and zprec-axis. 

Combining the transmitted slant-range in (6) with the 

received slant-range in (7), the two-way instantaneous 

slant-range associated with the nth received channel is finally 

expressed as (the detailed derivation is shown in Appendix C): 
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where the expressions of X  and Y  are shown in (C17) and 

(C18). 

Obviously, it can be seen from (C17) (see Appendix C) that 

X contains the complex disturbance terms related to the 3-D 

velocity components, which indicates that the clutter Doppler 

frequency no longer maintaining a one-to-one correspondence 

with the spatial cone angle, aggravating the clutter 

non-stationary characteristics.

B. Transmitted/Received Array Pattern Calculation

Assume that the antenna array consists of 0M  rows and 0N

columns of transmit-receive (T/R) modules, and T/R modules 

are arranged equally spaced. The physical interval between 

adjacent rows is rowd  and between adjacent columns is cold . 

Suppose that the received azimuth antennas are uniformly 

divided into N sub-channels. In order to calculate the array 

pattern, the elevation angle and azimuth angle of a ground 

scatterer relative to the antenna panel should be calculated. 

1) Angle Conversion under Forward-looking Mode with Level

Flight

When the missile platform works in the forward-looking 

mode of level flight, the relationships between the ground 

scattering point's elevation angle and azimuth angle relative to 

the antenna panel and its elevation angle and azimuth angle in 

the ground coordinate system are given as follows: 

,
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where ap and i  denote the elevation angles relative to the 

antenna panel coordinate (as shown in Fig. 6.) and the ground 

reference coordinate, respectively, ap and i  correspond to 

the azimuth angles in the antenna panel coordination and the 

ground reference coordinate, respectively. 
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Fig. 6. The sketch-map of the antenna panel coordinate system of Oap-xapyapzap. 

2) Angle Conversion under Forward-looking Mode with Diving

Flight

The coordinates of a scattering point 
land

iP  in the ground 

coordinate system can be represented as: 
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          (10) 

According to (10), when the missile-borne radar works in the 

diving and forward-looking mode, the coordinate 

transformation relationship from the ground reference 

coordinate to the antenna panel coordinate is obtained as: 
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Therefore, the elevation angle and azimuth angle relative to 

the antenna panel coordinate can be, respectively, noted as: 
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3) Angle Conversion under Diving and Forward-looking Mode

with Spinning and Coning Motions

For a diving and forward-looking missile-borne radar, 

according to Section II.A, the 3-D coordinate of 
land

iP in the 

antenna panel coordinate can be noted as 
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 (14) 

Accepted Manuscript 
Version of record at: https://doi.org/10.1109/TAES.2022.3147136



Therefore, the elevation angle and azimuth angle relative to 

the antenna panel can be, respectively, expressed as: 

, ,

,
0,

arccos , arctan
land land

i ap i ap

land
i ap

P P

ap ap

i P

z x

R y
 

  
   

   
   

         (15) 

4) Transmitted-Received Antenna Pattern Calculation

Assume that the elevation angle and azimuth angle of the

beam center point are, respectively, denoted by ,ap b and

,ap b in the antenna panel coordinate system. Then the

transmitted pattern synthesized along range dimension is: 

 

  
0

0

0

,

0 ,

1

2
exp 1 cos cos

t col ap

M

col

m ap ap b

m

f

j d
m




  



 
   

 


 (16) 

where  
0 0 01, 2, ,m m M   is the transmitted weight of 

column subarray, 0M is the number of T/R modules in rows,

 is the wave length of transmitted signal, and ap represents

the elevation angles relative to the antenna panel coordinate 

according to (9), (12), and (15). 

The transmitted pattern synthesized along azimuth 

dimension can be obtained as: 

 

 

 
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
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
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 
  

 

 
   

 

  (17) 

where  
0 0 01,2, ,n n N   is the weight of row subarray, 0N

denotes the number of T/R modules in columns, ap and ap

can obtained from (9) to (15). 

Then the synthetic transmitted array pattern can be expressed 

as: 

    
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 (18) 

For the same reason, the received pattern with respect to a 

sub-channel is expressed as follow: 
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 
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


 (19) 

where  
0 0 01,2,m m M   and  

0 0 01, 2, ,n n N N 

represent the weight values of received pattern along range and 

azimuth dimensions, respectively. It should be noted that 

compared with the transmitted antenna pattern in (18), the 

azimuth main-lobe width of the received antenna pattern with 

respect to a sub-channel is dramatically broadened due to the 

antenna panel division, which indicates that the clutter level is 

mainly modulated by the transmitted antenna pattern. 

In the following, based on the above theoretical analysis 

results, a simulation example about transmitted and received 

array patterns is given. In this simulation, the missile-borne 

radar with complex motions including diving, spinning, and 

coning is considered, where the received antenna panel along 

azimuth direction is uniformly divided into N sub-channels. 

The other radar system parameters are listed in Table 1: 

Table 1 Radar system parameters 

Radar frequency 30 GHz 

Number of azimuth channels 8 

Elevation angle of beam center 60° 

Azimuth angle of beam center 0° 

Diving angle 15° 

Spinning angle 30° 

Coning angle 40° 

 5° 

Transmitted azimuth  

and elevation sidelobes

-13.4 dB/-13.4 dB 

(Rectangle weighting) 

Received azimuth  

and elevation sidelobes 

-40 dB/-20 dB 

(Tylor weighting) 
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(a)  (b) 

(c)                                                                                                             (d) 

Fig. 7. Transmitted and received antenna pattern simulation results. (a) and (b) Transmitted antenna pattern in the ground coordinate system. (c) and (d) 

Sub-channel received antenna pattern in the ground coordinate system. 

Fig. 7(a) and (b) show the transmitted and sub-channel 

received patterns in the ground coordinate system, from which 

it can be observed that because of missile-borne platform 

complex motions, such as diving, spinning, and coning, the 

main-lobe antenna patterns of transmitter and receiver are 

severely distorted, with the main-lobe pattern variation trend 

depending on the elevation angle, indicating that the range 

dependence of observed clutter will be present due to the 

non-ideal platform motions. In addition, compared with Fig. 

7(a) and (b), the azimuth main-lobe width of the received 

antenna pattern provided in Fig. 7(c) and (d) is significantly 

broadened, as forecast by (18) and (19).  

C. Range and Azimuth Resolution Calculation

In the procedure of ground clutter signal modeling, the 2-D

ground clutter block partition is a key step. In practice, the 

ground clutter is usually divided into an amount of small 

patches according to the radar range and azimuth resolutions. 

Usually, for a missile-borne radar, the ground resolution along 

range dimension is 
 2 sin

ground

i

c
R

B 
   [52], where B  is the 

bandwidth of the transmitted pulse signal and i  denotes the 

elevation angle of scatterer. In the following, the azimuth 

resolutions in different motion statements are deduced. 

1) Azimuth Resolution Calculation of a Forward-looking

Missile-borne Radar with Level Flight

For a forward-looking missile-borne radar with the platform 

velocity of apV , according to (2), Doppler frequency of a static 

clutter component with the elevation angle of i  and azimuth 

angle of i  is given by 

2 sin cosap i i

d

V
f

 


    (20) 

Assuming that K  radar pulses are transmitted, the 

relationship between the Doppler resolution and azimuth 

resolution can be expressed as 

2 cos cos 2 sin sinap i i ap i i

d

V V
f

   
 

 
     (21)

where 1PRF PRT is the pulse repetition frequency. 

Obviously, for a fixed elevation angle of i , the azimuth 

resolution of a forward-looking missile-borne radar with level 

flight can be noted as: 

0,

2 sin sin

i

ap i i

R PRF
x

KV



 


    (22) 
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Obviously, it can be seen from (22) that for the ground 

scatterers located around the regions of 0i  , the radar 

azimuth resolution significantly deteriorates. 

2) Azimuth Resolution Calculation of a Forward-looking

Missile-borne Radar with Diving Flight

For a forward-looking missile-borne radar with a diving 

angle of  , according to (3), Doppler frequency of a stationary 

ground scatterer with the elevation angle of i  and the azimuth 

angle of i  can be noted as: 

 2 sin cos cos cos sinap i i i

d

V
f

    




  (23) 

For the same reason, the resolution of Doppler frequency can 

be obtained as follows: 

 

2 sin sin cos

2 cos cos cos sin sin
+

ap i i

d

ap i i i

V
f

V

  




    




   




(24) 

When i  is a fixed angle, the azimuth resolution of a 

forward-looking missile-borne radar with diving flight can be 

expressed as: 

0,

2 sin sin cos

i

ap i i

R PRF
x

KV



  


    (25) 

Obviously, compared with (22), it can be observed from (25) 

that the azimuth resolution further worsens because of the 

presence of diving angle  . 

3) Azimuth Resolution Calculation of a Forward-looking

Missile-borne Radar with Diving Flight and Spinning/Coning

Motions

When the spinning and conning motions are considered, 

according to (8), Doppler frequency of a static ground scatterer 

at the elevation angle of i  and azimuth angle of i  can be 

expressed as: 

0,

d

i

X
f

R
   (26) 

where X  (see Appendix C) is a function of the elevation angle 

of i , azimuth angle of i , spinning angle of 0 , and coning 

angle of 0 . Then Doppler resolution can be obtained as:

0, 0 0

1
d

i i i

X X X X
f

R
   

    

    
          

    

(27) 

Based on (27), the azimuth resolution in this case can be 

finally noted as follows: 
2

0,i

i

i

R PRF
x

K X






 

 
   (28) 

As it is apparent, different from the azimuth resolution 

calculation results in (22) and (25), the azimuth resolution in 

(28) rapidly degrades because of the platform complex

motions.

D. Multichannel Signal Modeling in a Missile-borne Radar

System

Assume that the missile-borne radar adopts the linear 

frequency modulation (LFM) signal as the transmitted signal 

waveform, that is 

   2

0exp 2
e

t
s t rect j f t j t

T
 

 
  

 
 (29) 

where  rect   denotes the rectangular window, 0f is the 

carrier frequency, eT represents the pulse duration of 

transmitted signal, 
e

B

T
   is the chirp rate, and B  corresponds 

to the signal bandwidth. Then, after range pulse compression, 

for the ground scatterer iP in the range ring corresponding to 

the slant-range of r , the echo signal received by the nth 

azimuth channel of a missile-borne radar can be noted as: 

     , , , ,

2 4
, sinc expn i m r i n i m n i m

B j
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   

(30) 

where  ,n i mR t  represents the instantaneous slant-range 

between the clutter point iP and the radar platform, as 

discussed in Section II.A. 
,r iA denotes the echo signal 

amplitude in r- mt  domain. Assuming that the clutter signal

located at the range ring with the slant-range of r is composed 

of cN clutter blocks, the total echo signal received by the nth 

azimuth channel is given by 
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   (31) 

Considering that the beam dwell time in a missile-borne 

radar system is relatively short, the quadratic term in (31) can 

be approximately compensated by using the priori radar system 

parameters. Then, after performing the azimuth FFT, one has 
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       (32) 
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where ,r i is the signal amplitude of the ith clutter block in r-fa

domain, and fa denotes the Doppler frequency variable. 

According to (C17) in Appendix C, one can see that the ith 

clutter block will be located at the Doppler frequency of  

   , ,

0,

land land

ap i prec ap p n i prec ap pn sland

a

i

O P V V O P V V V
f

R

   
  (33) 

Obviously, it is observed from (33) that the clutter Doppler 

frequency is not only related to the elevation angle i  and 

azimuth angle i , but also related to the diving angle  , the 

spinning angle 0 , and the conning angle 0 . Therefore, the

missile-borne platform complex motions will make the clutter 

Doppler frequency and spatial angular frequency no longer 

keep the one-to-one correspondence, which indicates that the 

severe non-stationary phenomenon of ground clutter in a 

missile-borne radar system will appear in turn. 

III. ROBUST MULTI-CHANNEL CLUTTER SUPPRESSION

A. Adaptive Angle Doppler Compensation

According to the multi-channel signal model in Section II,

for a missile-borne radar system in a forward-looking mode 

with complex motions, such as diving, spinning, and coning, 

one can see that, the received radar returns of ground scatterers 

show the severe range-dependence. At this time, if the 

conventional 2-D space-time adaptive processing (STAP) 

technique is carried out directly, the STAP performance will 

deteriorate rapidly because of the lack of i.i.d. samples. 

Therefore, to improve the subsequent clutter spatial filtering 

ability, the effective clutter pre-processing steps should be 

implemented in order to provide the enough i.i.d. training 

samples in the subsequent spatial filtering. 

Based on the clutter returns in (31), the normalized clutter 

Doppler centers along every range gate can be estimated by 

applying the temporal correlation operation, that is 

    

 
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,

, , 1

2 1
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n n
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f E
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  
   


  

(34) 

where  ,nS r kPRT is given in (31) and  nE   represents the

mathematical expectation operation along the spatial channel. 

Then the time domain compensation matrix ,t rT  can be devised 

as: 

 

 

,

1 0 0

0 exp 2 0

0 0 exp 2 1

t

t r

t

j f
T

j K f





 
 


 
 
 

     

    (35) 

where K  represents the number of transmitted pulses, and

, ,0t t r tf f f    with ,0tf  corresponding to the normalized 

Doppler frequency with respect to the reference range unit. 

As for the range dependence compensation, the traditional 

methods include the 1-D spectrum compensation methods, 

such as Doppler warping (DW) [53] method, which 

compensate the dependence only along the Doppler domain 

and the compensation performance deteriorates when the angle 

frequency is dependent. And the 2-D compensation methods, 

such as angle-Doppler compensation method (ADC) [54], 

space-time interpolation (STINT) [55], High order Doppler 

warping method (HODW) [56], etc., require a priori system 

information to determine the compensation function. However, 

in a missile-borne system, the radar system parameters and the 

platform motion parameters may not be accurately obtained. To 

solve this problem, some adaptive clutter space-time 

two-dimensional compensation methods are proposed in recent 

years, such as adaptive angle-Doppler compensation (A2DC) 

method [57], derivative based updating (DBU) method [58], 

nonlinear prediction for inverse covariance matrix (NI-PICM) 

[59], etc., where the A2DC method is a typical spectrum 

compensation method and is independent of priori system 

parameters. However, the two-dimensional sliding window 

processing will lose the precious time-domain pulse 

information and the spatial-domain aperture information. 

Especially for a missile borne radar system, due to the 

limitation of the platform volume, the number of received 

channels along azimuth dimension is small, and the loss of a 

half of the spatial apertures will severely reduce the spatial 

resolution. Therefore, in a missile borne radar system the 

angle-Doppler dependent errors may not be precisely 

compensated by using the A2DC method. To deal with this 

issue, motivated by the previous works, after performing the 

Doppler center estimation by using the correlation method in 

(34) and (35), the IAA method [32]-[35] is applied to

accomplish the resolution estimation of spatial frequency

center, which does not require the priori system parameters

existed in the methods in [53]-[56] and can effectively offset

the reduction of spatial resolution existed in A2DC. The main

steps of IAA are summarized in Table 2.

Table 2 Main steps of the spatial spectrum center estimation 

Initialize the range minr R . 

Repeat 

Initialize the covariance matrix 0 ,X rR of the received data matrix rX : 

0 ,
H

X r r rR X X K   (36) 

where: 

     
     

     

1 1 1

2 2 2

, , 2 ,

, , 2 ,

, , 2 ,

r

N N N

S r PRT S r PRT S r K PRT

S r PRT S r PRT S r K PRT
X

S r PRT S r PRT S r K PRT

   
 

  
 
 

   

 (37) 

Set the number of spatial scanning points as J , and accordingly 

construct the equivalent spatial steering matrix as follows: 

       ,1 ,2 ,, , ,s s s s JA f a f a f a f    (38) 

where       , , ,1,exp 2 , ,exp 2 1
T

s j s j s ja f j f j N f   
  . 

Initialize the power matrix P  as: 

 1 2, , , , ,j JP diag P P P P  (39) 

where: 
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, 1,2, ,

H
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s j s j

a f R a f
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a f a f
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 
 

 (40) 

Repeat 

Step 1) Update the covariance matrix according to the power matrix: 

   ,
H

X r s sR A f PA f  (41) 

Step 2) Calculate the optimal weight vector: 

 

   

1

, ,

, 1

,, ,

X r s j

opt j
H

X rs j s j

R a f

a f R a f





  (42) 

and update the jth diagonal element of the power matrix P  as 

0 ,, , , 1,2, ,H
X rj opt j opt jP R j J    (43) 

Until the repetition number reaches the preset iteration number. 

Update the next range gate as min
2 s

c
r R

F
   and repeat the above steps. 

Until all the range units are calculated. 

Finally, the spatial frequency center in a given range can be precisely 

estimated according to the peak position of the power matrix P̂ .  

Considering that the Doppler frequency and spatial 

frequency centers in different range bins estimated by 

autocorrelation method and IAA may be miscalculated due to 

the weak clutter intensity, the global least square (GLS) [36] is 

applied to correct some outliers from these angle-Doppler 

center estimation results with respect to different range gates. 

Specifically, the Doppler frequencies of clutter components in 

adjacent range units exhibit the small differences. However, 

some burrs will occur due to the random noise signal, the weak 

clutter scatterers, the channel amplitude/phase error, etc., which 

may disturb the final 2-D spectrum compensation results. 

Therefore, to deal with these issues, when the estimated spatial 

and Doppler frequency center errors exceed a certain threshold, 

their contributions to the final fitting results by GLS will be 

discarded so as to further improve the 2-D spectrum 

compensation precision in a missile-borne radar system. 

For the same reason, assuming that the estimated normalized 

spatial frequency center is ,s rf , then for the training samples

with the slant-range of r , the angle-dependence compensation 

matrix ,s rT  can be constructed as follows: 

 

 

,

1 0 0

0 exp 2 0

0 0 exp 2 1

s

s r

s

j f
T

j N f





 
 


 
 
 

     

  (44) 

where , ,0s r sf f f    with ,0sf  being the normalized spatial 

frequency center of the reference range cell. 

Then, based on (35) and (44), the 2-D angle-Doppler 

compensation matrix for the non-stationary clutter in a 

missile-borne radar system can be expressed as: 

 

  

 

  

, ,

,0,

,0,
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,exp 2 1

1,exp 2 ,
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r t r s r
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ss r
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j f f
diag

j K f f

j f f
diag

j N f f









 

  
   

  
   
  

  
   

  
   
  

 (45) 

where   represents the Kronecker product. Finally, the 

compensated clutter data can be given by 

     

   
1 2

,

1

, , , , , ,

, , , , ,

T

NH

TC IAA r r

N

S r PRT S r PRT S r PRT
S T

S r K PRT S r K PRT


 
  

  

      (46) 

where 
,TC IAA rS 

is the multi-channel echo data after adaptive

compensation of the range ring with the slant-range of r. 

According to
,TC IAA rS 

, the multi-channel data in mr t  domain 

can be rearranged as  , ,n Comp mS r t . 

Therefore, by using the correlation method and the IAA 

based spectrum estimation method, the 2-D angle-Doppler 

dependence errors can be precisely estimated and compensated, 

which is the rational of this paper for the 2-D clutter spectrum 

compensation in a multi-channel missile-borne radar 

configuration.  

B. Multi-channel Clutter Cancellation By TSWSP

After compensating the non-stationary characteristics of the

radar echo data according to Section III.A, a modified subspace 

projection (SP) based technique, i.e., TSWSP, is applied to 

realize the clutter cancellation. 

The TSWSP method proposed in this paper is mainly based 

on the following considerations:  

1) On one hand, the clutter rejection method based on

subspace projection does not require the inversion of 

covariance matrix, and thus has extremely low computational 

complexity, which can satisfy the real-time processing 

requirement and is conducive to hardware implementation in a 

multi-channel missile-borne radar system;  

2) Another aspect is the purpose of improving the clutter

rejection performance. As for the proposed TSWSP method, 

due to the fact that multiple groups of data can be obtained by 

applying the time-domain sliding window processing, more 

equivalent spatial channels can be applied to participate in the 

spatial filtering. Therefore, the clutter space can be precisely fit 

by using the proposed method, and thus the projection matrix in 

clutter rejection procedure can be precisely reconstructed, 

resulting in the improved clutter rejection performance.  

In the following, the main steps of TSWSP method are 

discussed. 

According to the 2-D Doppler-angular error compensation 

signal in (46), after performing the mK times of time-domain 

sliding window, mK groups of time-domain echo data can be
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obtained, with the thmk  set of radar data in the nth azimuth 

received channel given by 

 
 

  
,

,

,

, ,
,

, ,
m

n Comp m

k n m

n Comp m m

S r k PRT
S r t

S r K K k PRT

 
 

    

 (47) 

where 1, 2,m mk K . Obviously, after performing the azimuth 

FFT with respect to  , ,
mk n mS r t , the relationship between the 

mk th set and the first set of radar data in the range-Doppler

domain can be expressed as: 

     , 1,, , exp 2 1
mk n a n a m aS r f S r f j k f PRT     (48) 

Construct the data vector , ar fX  of the rth range unit as: 

     , 1 , , , , , , ,
a m m

T

r f a k a K aX X r f X r f X r f    (49)

where      ,1 ,, , , , ,
m m mk a k a k N aX r f S r f S r f    is the

range-Doppler domain data with respect to these N  azimuth 

received channels of the kmth group of time-domain sliding 

window data. 

Obviously, , ar fX  in (49) can be rewritten as: 

    
T

, 1exp 2 0, , 1 ,
ar f a m aX j f PRT K X r f       (50) 

Then, the clutter subspace matrix can be expressed as 

   
1

H H

a c c c cP f a a a a


  (51) 

where ac denotes the clutter equivalent spatial vector after 

performing the time-domain sliding window. When the 

missile-borne radar works in a side-looking configuration, 

according to (1), the equivalent spatial steering vector ca  can 

be noted as: 

  

 

T
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exp 2 0,1, 1

exp 0,1, , 1

c a m
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ap

a j f PRT K
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  

 
 

    (52) 

In practice, when the radar system works in a 

forward-looking mode, after the adaptive angle-Doppler clutter 

compensation, the spatial frequency center of each range cell is 

moved to the referenced spatial angular frequency ,0sf . Then, 

according to (8), the clutter equivalent spatial vector in this case 

is modified as 

  

 

T

T0,

0,

exp 2 0,1, 1

2
exp 0,1,2,..., 1

c a m

prec

i

a j f PRT K

j x d
N

R







   

 
   

 
  (53) 

where 0, precx  is the x axis  coordinate of the reference 

scatterer related to the given Doppler frequency. 

Then based on (51) and (53), the clutter suppression weight 

vector can be calculated as 

 
 

 
m m

m m

NK NK a target

a H

target NK NK a target

I P f s
w f

s I P f s





  


  

    (54) 

where 
m mNK NKI 

is the identity matrix with the size of

m mN K N K   , and targets  is the modified steering vector of a 

target, i.e.,   T
exp 2 0, 1target a m targets j f PRT K s     . 

Therefore, the final clutter suppression result is given by 

   H

,,
ares a a r fX r f w f X    (55) 

Obviously, compared with the traditional SP method, the 

proposed TSWSP method creates more sets of time-domain 

sliding window data to realize the subsequent spatial adaptive 

processing, significantly improve the clutter spatial filtering 

robustness, and exhibits low computational complexity and can 

be suitable for the relatively inhomogeneous scene compared 

with the conventional reduced-dimension STAP method. 

The flow chart of the proposed clutter 2-D spectrum 

compensation and robust clutter suppression procedures is 

shown in Fig. 8. 
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Fig. 8. Flow chart of the proposed 2-D clutter spectrum compensation and 

robust clutter suppression. 
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IV. SIMULATED AND REAL DATA PROCESSING RESULTS

A. Missile-Borne Radar Clutter Analysis

In this section, the spatial-temporal characteristics of the

missile-borne radar clutter with the configurations of horizontal 

side-looking, horizontal forward-looking, and diving 

forward-looking will be analyzed according to the simulation 

results. The simulation system parameters are shown in Table 3 

to Table 5. 

Table 3 Platform Parameters 

Platform height 20 km 

Platform velocity 1700 m/s 

Table 4 Antenna Parameters 

Azimuth/elevation antenna size 32 cm/4 cm 

Transmitted antenna gain 30 dB 

Received antenna gain 30 dB 

Transmitted azimuth 

/elevation weighting 

-13 dB/-13 dB 

 (rectangle weighting) 

Received azimuth 

/elevation weighting 

-40 dB/-20 dB 

 (Chebyshev weighting) 

Table 5 Radar System Parameters 

Carrier frequency 30 GHz 

Pulse repetition frequency 20 kHz 

Bandwidth 15 MHz 

Number of received channels 8 

Number of pulses in a CPI 64 

Average transmitted power 2000 W 

Noise factor 2 dB 

System loss 11 dB 

1) Horizontal Side-Looking Clutter Spectrum Analysis

According to the radar equation, the clutter-to-noise ratio

(CNR) can be expressed as 

 

2 0

3 4

0 04

 



 


av a t r ground

n s

P T G G R xB
CNR

R kT FB L
(56) 

where aT  denotes the accumulation time, 
0  denotes the 

clutter backscattering coefficient, k  denotes the Boltzmann 

constant, 0T  denotes the temperature, F  denotes the noise 

factor, and Ls denotes the radar system loss. According to Table 

5, the relationship between CNR and elevation angle in a 

missile-borne radar system is shown in Fig. 9, where the 

backscattering coefficient of the observed clutter is modeled by 

the Morchin model [60] and the observed scene belongs to the 

hills. It can be seen from the figure that the longer the slant 

range, the lower the CNR. It is because with the increase of 

radar surveillance distance, both the electromagnetic-wave 

propagation attenuation and the decreased clutter 

backscattering coefficient jointly lower the clutter power. 

Therefore, as for the main-lobe clutter components located at 

the near-range and middle-range, the clutter suppression is 

necessary in order to improve the target output 

signal-to-clutter-plus-noise ratio (SCNR). 

Fig. 9. Relationship between CNR and elevation angle in a side-looking 

missile-borne radar. 

Fig. 10(a) shows the clutter distribution in the range-Doppler 

domain, from which it can be seen that the main-lobe clutter 

Doppler spectrum broadens severely due to the high-speed 

motion of the missile-borne platform. After performing the 

averaging operation along range dimension, Fig. 10(b) depicts 

the averaged power with the form of dB. Obviously, the clutter 

3-dB main-lobe width is about 10000 Hz, which is consistent

with the system parameters listed in Table 3 and Table 4. After

performing the spatial channel correlation with respect to

channel 1 and channel 8, the interferogram is shown in Fig.

10(c), from which it can be seen that the interferometric phase

varies linearly with the Doppler frequency in the main-lobe

region and changes randomly in the other side-lobe regions due

to the randomly fluctuated noise influences. In addition, for the

stationary clutter, the clutter space-time spectrum exhibits an

ideal oblique line in this side-looking mode, as shown in Fig.

10(d), indicating that the traditional STAP methods can be

applied to achieve a good clutter suppression performance in

this ideal configuration.

(a)  (b) 
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(c)                                                                                                          (d) 

Fig. 10. Processing results of ground clutter in a horizontal side-looking missile-borne radar system. (a) Clutter range-Doppler spectrum. (b) Doppler spectrum 

averaged from the range dimension. (c) Interferogram with respect to channel 1 and channel 8. (d) Clutter space-time spectrum distribution. 

2) Horizontal Forward-looking Clutter Spectrum Analysis

The range-Doppler spectrum and space-time spectrum of the

ground clutter in a horizontal forward-looking missile-borne 

radar system are shown in Fig. 11. From Fig. 11(a), it can be 

observed that the clutter Doppler center is obviously curved in 

different range units, indicating that the severe range 

dependence is present. Fig. 11(b) depicts the clutter space-time 

spectrum. As it is apparent, different from the space-time 

spectrum in a side-looking mode (see Fig. 10(d)), the 

space-time spectrums of clutter components located at the 

different range cells are not coincident due to the clutter range 

dependence in a forward-looking configuration. In addition, it 

can be also observed from Fig. 11(b) that the clutter space-time 

spectrum shows a transverse band rather than the ellipse 

trajectory. It is because: 1) the clutter components in each range 

gate are mainly concentrated on the zero-frequency regions in 

the horizontal forward-looking configuration (the repetitive 

distribution phenomenon of clutter ridge in the angle-Doppler 

domain is theoretically discussed in Appendix E) and 2) the 

space-time spectrum in Fig. 11(b) is the superimposing result of 

a large number of ellipse-shaped space-time spectrums with 

respect to different range positions. As a result, in order to 

improve the subsequent clutter cancellation performance, the 

effective clutter spectrum compensation becomes necessary. 

(a)                                                                                                      (b) 

Fig. 11. Processing results of ground clutter in a horizontal forward-looking missile-borne radar system. (a) Clutter range-Doppler spectrum. (b) Clutter space-time 

spectrum. 

3) Diving Forward-looking Clutter Spectrum Analysis

Table 6 Angle Parameters 

Elevation angle of beam center 60° 

Diving angle 15°/30°/45° 

Spinning angular velocity 360°/s 

Coning angular velocity 180°/s 

Initial spinning angle 15°/30°/45° 

Intersection angle 15°/30° 

Initial coning angle 30°/45°/60° 

The missile-borne platform will inevitably perform the 

diving motion when implementing the moving target attacking. 

In the meantime, the missile platform will perform the spinning 

and coning motions in order to eliminate the thrust 

misalignment influence. In the following, the clutter 

spatial-temporal characteristics in a diving forward-looking 

configuration with the considerations of complex spinning and 

coning motions are analyzed. The angle parameters in this 

simulation are listed in Table 6. 

In the following, we firstly analyze the influence of diving 

angle, where the spinning angle and the coning angle are both 

set as 0°. Fig. 12 shows the processing results with the diving 

angle being set as 15°, 30°, and 45°. From the figures, it can be 

seen that the clutter non-stationarity is significantly influenced 

by the diving angle. In addition, when the diving angle is the 

complementary angle of the beam center elevation angle, the 

clutter non-stationarity is relatively low, as clarified in 

Appendix A. 
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(a)  (b)   (c) 

(d)                                                                                     (e)                                                                                     (f) 

Fig. 12. Processing results with different diving angles. (a) Clutter range-Doppler spectrum with a diving angle of 15°. (b) Clutter space-time spectrum with a diving 

angle of 15°. (c) Clutter range-Doppler spectrum with a diving angle of 30°. (d) Clutter space-time spectrum with a diving angle of 30°. (e) Clutter range-Doppler 

spectrum with a diving angle of 45°. (f) Clutter space-time spectrum with a diving angle of 45°. 

In the following, the influence of spinning motion is 

analyzed, where the diving angle is set as 15° and the coning 

angle is set as 0°. The processing results with the spinning angle 

being set as 15°, 30°, and 45° are, respectively, shown in Fig. 

13(a)~(f). From the range-Doppler spectrums, it can be seen 

that the clutter spectrum slightly broadens with the increase of 

spinning angle. In addition, it can be seen from Fig. 13(b), (d), 

and (f) that in the case of different spinning angles, clutter 

spatial center frequencies are different due to the platform 

spinning motion. Therefore, the 2-D angle-Doppler 

compensation is necessary in a spinning diving 

forward-looking configuration. 

(a)  (b)    (c) 

(d)                                                                                     (e)                                                                                     (f) 

Fig. 13. Processing results with different spinning angles. (a) Clutter range-Doppler spectrum with a spinning angle of 15°. (b) Clutter space-time spectrum with a 

spinning angle of 15°. (c) Clutter range-Doppler spectrum with a spinning angle of 30°. (d) Clutter space-time spectrum with a spinning angle of 30°. (e) Clutter 

range-Doppler spectrum with a spinning angle of 45°. (f) Clutter space-time spectrum with a spinning angle of 45°. 
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In the following, the influence of coning motion is analyzed, 

where the diving angle is 15° and the spinning angle is 15°. The 

processing results with different coning angles and intersection 

angles are shown in Fig. 14. It can be observed from the figures 

that the platform conical rotation will also cause the slightly 

broadening of Doppler spectrum and the range dependence of 

spatial frequency. In addition, as the intersection angle changes, 

the Doppler spectrum shifts. 

(a)  (b)    (c) 

(d)    (e)   (f) 

(g)                                                                               (h) 

Fig. 14. Processing results with different coning angles and intersection angles. (a) Clutter range-Doppler spectrum with an intersection angle of 15° and a coning 

angle of 30°. (b) Clutter space-time spectrum with an intersection angle of 15° and a coning angle of 30°. (c) Clutter range-Doppler spectrum with an intersection 

angle of 15° and a coning angle of 45°. (d) Clutter space-time spectrum with an intersection angle of 15° and a coning angle of 45°. (e) Clutter range-Doppler 

spectrum with an intersection angle of 15° and a coning angle of 60°. (f) Clutter space-time spectrum with an intersection angle of 15° and a coning angle of 60°. (g) 

Clutter range-Doppler spectrum with an intersection angle of 30° and a coning angle of 60°. (h) Clutter space-time spectrum with an intersection angle of 30° and a 

coning angle of 60°. 

B. Clutter Suppression Performance Analysis

Table 7 Angle Parameters 

Elevation angle of beam center 60° 

Diving angle 20° 

Spinning angular velocity 360°/s 

Coning angular velocity 180°/s 

Initial spinning angle 60° 

Intersection angle 20° 

Initial coning angle 75° 

Fig. 15(a)~(b) show the clutter spectrums in a diving 

forward-looking missile-borne radar system before the 

compensation processing (the system parameters refer to Table 

3~5 and Table 7), from which it can be observed that the severe 

range dependence will interfere the subsequent clutter 

suppression procedure. After performing the 2-D 

angle-Doppler compensation, the processing results are shown 

in Fig. 15(c)~(d), from which it can be seen that the Doppler 

center frequencies in different range gates are the same and the 

clutter ridge in the angle-Doppler domain exhibits an ideal 

ellipse trajectory. 

After applying the FA method [13], [14], the SP method, and 

the proposed TSWSP ( 3mK ) method, Fig. 15(e)~(h) show 

the clutter rejection results. From the figures, it can be observed 

that the proposed TSWSP method exhibits a better clutter 

suppression performance than those of the FA and SP methods. 

It is because: 1) the proposed TSWSP method can utilize more 

auxiliary channel data via the temporal sliding window 

processing to perform the subsequent spatially filtering, thus 
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significantly improving the clutter suppression robustness; and 

2) the proposed method can effectively mitigate the effect of

spectrum leakage in comparison with the FA and SP methods. 

(a)  (b)    (c) 

(d)    (e)   (f) 

(g)                                                                                       (h) 

Fig. 15. Clutter suppression processing results. (a) Clutter range-Doppler spectrum before spectrum compensation. (b) Clutter space-time spectrum before spectrum 

compensation. (c) Clutter range-Doppler spectrum after performing the 2-D angle-Doppler compensation. (d) Clutter space-time spectrum after performing the 2-D 

angle-Doppler compensation processing. (e) Clutter suppression result by using the FA method. (f) Clutter suppression result by using the SP method. (g) Clutter 

suppression result by using the TSWSP method. (h) Averaged Doppler spectrum after clutter cancellation by applying the FA, SP, and TSWSP methods.

Based on the clutter simulation results in Fig. 15, a moving 

target with different radial velocities is added in the clutter and 

noise background, with the final SCNR loss in dB provided in 

Fig. 16. Obviously, compared with the FA and SP methods, the 

proposed TSWSP method possesses the better target detection 

ability.

Fig. 16. SCNR loss curves. 

In the following, the influences of different numbers of 

training samples and spatial channels on the FA, SP, and 

TSWSP methods are considered, with the simulated results 
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listed in Table 8 and shown in Fig. 17, where the radial velocity 

of a moving target is set as 15m/s and the false alarm 

probability is set as 10-6. It can be observed from the table and 

figures that the target SCNR loss and detection probability Pd 
improve with the increase of training samples and spatial 

channels by using the FA method. But for the SP and TSWSP 

algorithms, SCNR loss and detection probability remain a 

stable level with the increase of training samples because the 

clutter covariance matrix reconstruction procedure is avoided. 

In addition, with the adoption of more spatial channels, the 

performances of SCNR loss and detection probability by using 

these methods become more ameliorative, as shown in Fig. 17, 

where the TSWSP exhibits the higher detection probability.

Table 8 

range units 500 550 600 650 700 750 800 

SCNR 

loss 

FA -7.25 -7.19 -7.13 -7.07 -6.97 -6.94 -6.82

SP -6.94 -7.07 -7.09 -7.18 -7.11 -7.06 -7.10

TSW

SP 
-3.17 -3.15 -3.07 -3.12 -3.15 -3.26 -3.23

Pd

FA 0.111 0.116 0.121 0.127 0.137 0.139 0.152 

SP 0.139 0.127 0.125 0.117 0.124 0.128 0.125 

TSW

SP 
0.859 0.863 0.875 0.867 0.862 0.845 0.849 

(a)                                                                                                 (b)  

Fig. 17. SCNR loss and detection probability versus spatial channel number. (a) SCNR loss versus different spatial channels by using the FA, SP, and TSWSP 

methods. (b) Detection probability versus different spatial channels by using the FA, SP, and TSWSP methods.

C. Real-Measured Airborne Data Analysis

Considering that it is difficult to obtain the real-measured

missile-borne radar data, the real-measured multi-channel 

airborne radar data is substituted to comparatively analyze the 

clutter suppression performances of the FA, SP, and TSWSP 

methods. The system parameters of this airborne radar with the 

side-looking observation configuration are listed in Table 9. 

Table 9 Multi-channel airborne radars system parameters 

Carrier frequency 2.3 GHz 

Pulse repetition frequency 2000 Hz 

Number of received channels 5 

Number of pulses in a CPI 100 

The range-Doppler spectrum and the space-time spectrum of 

this real-measured clutter are shown in Fig. 18. Apparently, due 

to the platform motion, the clutter spectrum broadens severely, 

causing the difficulty of slow-moving target detection. 

Therefore, the effective clutter suppression method is required. 

In addition, the clutter space-time spectrum in Fig. 18(b) 

exhibits an ideal oblique trajectory, indicating that the range 

dependence can be ignored for this real-measured airborne 

radar system. 

(a)                                                            (b) 

Fig. 18. Clutter range-Doppler spectrum and space-time spectrum of the 

real-measured airborne clutter. (a) Clutter range-Doppler spectrum. (b) Clutter 

space-time spectrum. 

The range-Doppler spectrums and the 1-D Doppler slice 

averaged from range dimension after applying the FA, SP, and 

TSWSP (Km=3, Km=5) methods are shown in Fig. 19, from 

which it can be seen that the TSWSP has better clutter 

suppression performance than those of the FA and SP methods 

in the side-lobe region, as discussed in Section III-B. In 

addition, compared to the TSWSP method with 3mK , the 

TSWSP method with 5mK  shows slight performance 

improvement, but leads to higher computational complexity in 

the meantime. Therefore, the TSWSP method with 3mK  is 

more suitable to perform the clutter suppression in practical 

engineering applications. 
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(a)  (b)   (c) 

(d)     (e) 

Fig. 19. Clutter range-Doppler spectrums and 1-D Doppler slice averaged from range direction after applying the FA, SP, and TSWSP methods. (a) Clutter 

range-Doppler spectrum by using the FA method. (b) Clutter range-Doppler spectrum by using the SP method. (c) Clutter range-Doppler spectrum by using the 

TSWSP method with 3mK . (d) Clutter range-Doppler spectrum by using the TSWSP method with 5mK . (e) 1-D Doppler slice averaged from range 

dimension by applying the FA, SP, and TSWSP methods. 

V. CONCLUSIONS

The moving target detection and precise striking abilities of a

missile-borne radar system play an important role in a modern 

battlefield. This paper focuses on the researches of 

missile-borne radar clutter modeling, clutter non-stationary 

compensation, and robust clutter suppression in a 

multi-channel array configuration with the consideration of 

complex motions including diving, spinning, and coning. The 

main contributions of this paper can be summarized as follows: 

1) Accurate multi-channel slant-range models of ground

clutter in different working situations are given, including the 

side-looking case, the forward-looking case, the 

forward-looking case with the diving flight, and the 

forward-looking case with the joint diving, spinning, and 

coning motions.  

2) An adaptive angle-Doppler compensation algorithm based

on IAA, autocorrelation processing, and GLS is proposed to 

compensate the spectrum centers along spatial angular 

frequency direction and Doppler frequency direction, thus 

providing more effective i.i.d. samples for the subsequent 

multi-channel clutter cancellation.  

3) A robust clutter rejection method, i.e., TSWSP, is

proposed, which creates more sets of radar echo data via the 

time-domain sliding window processing. Then the data vectors 

are grouped together in the space-domain, which is equivalent 

to increasing the spatial degree of freedom of a missile-borne 

radar system, effectively improving the clutter suppression 

robustness. 

Therefore, the precise missile-borne radar clutter modeling, 

simulation, space-time spectrum analysis, 2-D spectrum 

compensation, and robust clutter rejection are developed. The 

effectiveness and feasibility of the proposed method have been 

validated by both simulation experiments and real-measured 

data processing results. How to precisely build the 

multi-channel signal model of the complex sea clutter scene 

with complex randomly internal motions in a missile-borne 

radar system and develop the robust sea clutter suppression 

technique will be under our future investigation. 

APPENDIX A 

In this Appendix, we will analyze the clutter 

range-dependent properties in different diving angles. For the 

missile-borne radar in a forward-looking configuration with 

diving flight, according to (3), the clutter Doppler center 

frequency can be given by 

 2 sin cos cos cos sini i i ap

a

V
f

    




    (A1) 

Additionally, the cosine of the spatial cone angle   is 

expressed as 

cos sin sini i        (A2) 

Obviously, it can be seen from (A1) and (A2) that the clutter 

Doppler centers at different elevation angles will not be 

coincided, indicating that the observed clutter is 

range-dependent. Also, the degree of clutter range-dependence 

is related to the platform diving angle  .  

Consider that in a forward-looking mode, the antenna pattern 

gains of the main-lobe clutter components located in front of 

phased array panel, i.e., the angle regions with the azimuth 

angles around 0°, are relatively high (also see the antenna 
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pattern simulation results in Fig. 7). Then, the clutter center 

frequency in the case of 0i  is rewritten as 

 
0

2 sin cos cos sini i ap

a

V
f

   




       (A2) 

The derivative of 0af with respect to the elevation angle is 

noted as 

 
0

2cos i apa

i

Vf  

 





      (A4) 

Therefore, when the elevation angle i  is complementary to 

the diving angle  , the change rate of Doppler center frequency 

is relatively small, which means that the clutter 

range-dependent degree is relatively small, i.e., the clutter 

spatial vectors corresponding to different elevation angles 

approximately coincide. 

In the following, some simulation examples are provided to 

validate the above theoretical analysis. In this simulation, the 

carrier frequency is 30 GHz, the platform velocity is 1700 m/s, 

and the angles of   and i  in three cases are listed in Table 10, 

respectively. 

Table 10 

 The values of i  

Case 1 30° 1st group 25° 30° 35° 

Case 2 45° 2nd group 40° 45° 50° 

Case 3 60° 3rd group 55° 60° 65° 

Fig. 20, Fig. 21, and Fig. 22 show, respectively, the 

theoretical analysis results of clutter angle-Doppler spectrums 

in the case of 30   , 45   , and 60   . From the figures, 

one can clearly see that when the elevation angle i
  is 

complementary to the diving angle  , the clutter range 

dependence is smallest (the spatial cone angle differences of 

clutter components in different elevation angles are smallest in 

this case, which means that the clutter components in different 

ranges exhibit the closest spatial vectors), demonstrating the 

correction of the clutter range-Doppler distributions in Fig. 

12(c) and (d). 

(a)                                                                                 (b)                                                                                  (c) 

Fig. 20. Clutter angle-Doppler spectrum in the case of 30   . (a) Angle-Doppler spectrum in the case of 30    with elevation angle 25i   , 30i   , and 

35i   . (b) Angle-Doppler spectrum in the case of 30   with elevation angle 40i   , 45i   , and 50i   . (c) Angle-Doppler spectrum in the case of 

30   with elevation angle 55i   , 60i   , and 65i   . 

(a)                                                                                 (b)                                                                                  (c)

Fig. 21. Clutter angle-Doppler spectrum in the case of 45   . (a) Angle-Doppler spectrum in the case of 45    with elevation angle 25i   , 30i   , and 

35i   . (b) Angle-Doppler spectrum in the case of 45   with elevation angle 40i   , 45i   , and 50i   . (c) Angle-Doppler spectrum in the case of 

45   with elevation angle 55i   , 60i   , and 65i   . 
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(a)  (b)   (c)

Fig. 22. Clutter angle-Doppler spectrum in the case of 60   . (a) Angle-Doppler spectrum in the case of 60    with elevation angle 25i   , 30i   , and 

35i   . (b) Angle-Doppler spectrum in the case of 60   with elevation angle 40i   , 45i   , and 50i   . (c) Angle-Doppler spectrum in the case of 

60   with elevation angle 55i   , 60i   , and 65i   . 

APPENDIX B 

In order to calculated the 3-D coordinate values of 
land

iP  in 

Oprec-xprecypreczprec coordinate system, the coordinate origin O 

should be shifted into the origin Oprec, and thus the coordinate 

position calculation of Oprec in O-xyz coordinate becomes 

necessary.  

Assume that the 3-D coordinate relationship is projected into 

the 2-D plane yOz from x-axis, with the projection relationship 

of spatial positions provided in Fig. 23, where the dotted circle 

denotes the coning motion plane perpendicular to 
precO A  axis. 

Oprec

Oap,ref Oap,ref

Oap Oap

E

A

L1

z

y

γ 
ξ

F

γ 

0

Fig. 23. The projecting relationship from the 3-D spatial coordinate (see Fig. 5) 

into the 2-D plane yOz from x-axis. 

Assume that the antenna panel rotates at an angle of 0

around the translational velocity axis, i.e., precO A , then the 

reference point Oap,prec is shifted from the highest point Oap,ref  to 

the point Oap, as shown in Fig. 23, from which the x-axis 

coordinate of the point Oprec in O-xyz coordinate system can be 

calculated as  

1 0sin sinapO F L        (B1) 

From Fig. 23, it can observed that the height difference 

between Oprec and Oap,ref  is  
1
sinL   , and the height 

difference between Oap and the reference point Oap,ref is

 
, 1 0cos sin 1 cos cos

ap ref
O F L     . Assume that the z-axis 

coordinate of the antenna panel center Oap is H at this moment, 

then the coordinate of Oprec along z-axis can be expressed as 

   
1 10sin cos 1 cos sinH L L       

 

(B2) 

In addition, the distance difference with respect to Oap and 

Oap,ref along y-axis can be calculated as 

 
, 1 0sin sin 1 cos sin

ap ref
O F L     , and the distance 

between Oap,ref and Oprec is  1
cosL   . Then, the y-axis 

coordinate of Oprec is noted as 

   
1 1 0cos sin sin 1 cosL L       

 

(B3) 

Therefore, based on the 3-D coordinate values of Oprec in 

O-xyz coordinate system, after performing the coordinate

translation, the 3-D coordinate values of the ground scatterer
land

iP  in 
prec prec prec precO x y z  coordinate can be given by 

   

   

1 1

1 1 1

1 1 1

0

0

0

sin sin

cos sin sin 1 cos

sin cos 1 cos sin

land
i

land
i

land
i

P

P

P

xx L

y y L L

z H L Lz

 

    

    



     

   

 
    
    
       

    
 

(B4) 

where  , ,land land land
i i iP P P

x y z  refers to the 3-D coordinates of 

land

iP  in O-xyz coordinate. It can be seen from Fig. 5 that the 

coordinate origin has been shifted into the point Oprec. At this 

time, in order to make the y-axis coincide with the yprec-axis 

(see Fig. 5), the obtained coordinate in Fig. 5 should clockwise 

rotate at an angle of   , i.e., 

   

   

2 1

2 1

2 1

1 0 0

0 cos sin

0 sin cos

x x

y y

z z

   

   

   

 

    
    
    
    
    

     (B5) 

Obviously, the calculated coordinate in (B5) does not 

consider the spinning and coning motion influences, which will 

induce the large slant-range error if these two typical rotational 

motions are ignored. According to Fig. 5, assume that the 

antenna panel clockwise spins an angle of 0 around 
prec ap

O O

-axis, then one has
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3 2

3 2

23

0 0

0 0

cos 0 sin

0 1 0

sin 0 cos

x x

y y

zz

 

 





    
    
    

   
   

  (B6) 

In the following, the coning motion is considered. According 

to the Rodrigues’ rotation formula [51], when a vector m  

clockwise rotates at an angle of 0 around the unit vector k ,

the obtained coordinate of new vector, denoted by 'm , can be 

expressed as 

 0 0 0' cos 1 cos ( ) sinm m k m k m k           (B7) 

where  = , ,
T

x y zm m m m  is the vector coordinate before rotation, 

 ' ' ''= , ,
T

x y zm m m m  is the vector coordinate after rotation, “T” 

denotes the transpose, and “ ” represents the outer product 

with respect of two vectors. According to the detailed 

derivation in Appendix D, the new vector 'm  in (B7) can be 

rewritten as 

'

'

'

x

y

z

x

y trB

z

m

M m

mm

m

m

   
   

   
   

  

        (B8) 

where MtrB denotes the transformation matrix associated with 

the coning motion, i.e., 

2

0 0 0

2

0 0 0

2

0 0 0

cos sin sin

sin cos sin

sin sin cos

x x y z x z y

trB x y z y y z x

x z y y z x z

k k k k k k k

M k k k k k k k

k k k k k k k

     

     

     

   
 

    
    

(B9) 

with 01 cos   . 

According to Fig. 5, with the consideration of spinning angle 

of 0 , the unit vector of the coning axis prec
O A  can be given by 

0

0

sin sin

cos

cos sin
precO An

 



 

 
 

  
  

        (B10) 

Then, according to (B9), the transformation matrix trBM

related to coning axis prec
O A and rotation angle 0 can be

rewritten in (B11) at the bottom of this page. 

Therefore, according to (B6), the coordinate of this ground 

scatterer with the consideration of coning motion can be finally 

expressed as 

,

,

,

3

3

3

1

1

1

=

i prec

i prec

i prec

P

P

P

trB trA

x x

y M y

zz

x

M y

z



    
    
    
           

 (B12) 

where matrix MtrA can be denoted as 

   

   

0 0

0 0

cos 0 sin 1 0 0

0 1 0 0 cos sin

sin 0 cos 0 sin cos

trA trBM M

 

   

     

  
  

     
      

(B13) 

For the convenience of analysis, the following simplified 

notation is applied: 

   

   

1 0

1 1 0

1 0 1

sin sin

cos sin sin 1 cos

sin cos 1 cos sin

tran

L

coor L L

H L L

 

    

    

 
 

     
     

(B14) 

Finally, the 3-D coordinate values of 
land

iP  in 

Oprec-xprecypreczprec coordinate system can be calculated as 

,

,

,

land land
i prec i

land land
i prec i

landland
ii prec

P P

trA tranP P

PP

x x

y M y coor

zz

    
    
     
    
     

   

      (B15) 

APPENDIX C 

For the arbitrary ground scatterer 
land

iP , the instantaneous 

two-way slant-range related to the nth received channel is 

     , ,

1

2

land

n i m T m R n mR t R t R t        (C1) 

where  T mR t  and  ,R n mR t  denote, respectively, the 

transmitted and received slant-range histories. In 

Oprec-xprecypreczprec coordinate,  T mR t  is

       2 2 2

, , ,prec prec precT m T x m T y m T z mR t R t R t R t    (C2) 

where  , precT x mR t ,  , precT y mR t , and  , precT z mR t  denote, 

respectively, the relative distances between the ground scatterer 
land

iP  and the transmitted channel center position along 

xprec-axis,  yprec-axis, and zprec-axis in Oprec-xprecypreczprec 

coordinate. The velocity components of transmitted channel 

center include the translational velocity Vap and the coning 

velocity Vp, where the direction of Vap coincides with precO A

and the direction of the coning velocity Vp , denoted by pn , is 

perpendicular to apO E and precO A . It should be noted that the 

spinning motion will not affect the position of transmitted 

channel position. 
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  
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(B11)

The unit vector of apO E is 

0

0

sin cos

sin

cos cos
apO En

 



 

 
 

  
  

 (C3) 

Therefore, according to 
apO En  and 

precO An  (see (B10)), the 

unit vector of coning velocity can be calculated as 

0

0

cos

0

sin
ap precp O E O An n n





 
 

    
  

        (C4) 

The value of coning velocity is 

1 sinp pV L  (C5)

In Oprec-xprecypreczprec coordinate, according to (B15), the 

3-D coordinate values of the ground scatterer
land

iP  can be 

given by 

,

,

,

,

0,

0,

sin sin

sin cos

0

land
i prec

land
i prec

land
i prec

land

i prec

P
i i i

trA i i i tranP

P

P M

x R

y R coor

z

 

 

 
   
        
      

 

  (C6) 

where i  and i  refer to, respectively, the elevation angle and 

azimuth angle of 
land

iP  in O-xyz coordinate. 0,
cos

i

i

H
R




denotes the initial slant-range, which can be also expressed as 

 
, , ,

2
2 2

0, , 1land land land
i prec i prec i prec

land

i ap i prec P P P
R O P x y L z       (C7) 

where the coordinate of the point Oap is  10, ,0
T

L  in 

Oprec-xprecypreczprec coordinate. 
For the same reason, the received slant-range 

corresponding to the nth received channel is noted as 

       2 2 2

, , , , , , ,prec prec precR n m R n x m R n y m R n z mR t R t R t R t     (C8) 

where  , , precR n x mR t ,  , , precR n y mR t , and  , , precR n z mR t  denote, 

respectively, the relative distances between the ground scatterer 
land

iP  and the nth received channel position along xprec-axis, 

yprec-axis, and zprec-axis. 

Considering that the nth received channel position does not 

coincide with the antenna panel center, the translational 

velocity, spinning velocity, and coning velocity will jointly 

affect the received channel position at different pulse moments. 

According to Fig. 5, the vector prec nO O is  

 1, ,0
T

prec n nO O d L  (C9) 

where On refers to the center position of the nth received 

channel. 

Oprec

Oap

On On

Oap

E
En

β0

dn

ξ 

ξ 

A

yprecL1

Fig. 24. The projecting relationship related to the nth received channel in the 

OprecOapA plane. 

In Fig. 24, the points En and E are, respectively, the 

projection points of On and Oap with respect to the translation 

velocity axis OprecA. Clearly, the distance between the point En 

and the point E can be calculated as 

0sin sinn nEE d           (C10) 

Then, the coordinate of the vector prec nO E in 

Oprec-xprecypreczprec coordinate is obtained as 

 
0

1 0

0

sin sin

cos cos sin sin

cos sin

prec n nO E L d

 

   

 

 
 

  
  

 (C11) 

It can be seen from (C11) that the coning radius vector with 

respect to On, denoted by pr , can be written as 

p prec n prec nr O O O E         (C12) 

Considering that the coning velocity of the nth received 

channel, denoted by pnV , is perpendicular to the coning 

radius vector pr and the coning motion axis precO A , pnV  can 

be expressed as 

1 0

0

1 0

sin cos

sin cos

sin sin cos

pn p n

n

L

V d

L d

 

  

  

 
 

  
   

       (C13) 

Consider that xprec-axis always coincides with the horizontal 

axis of antenna panel, which will not be influenced by the 

spinning motion; thus, the spinning velocity vector, denoted 

by 
snV , will point to zprec-axis, i.e.,  0,0,

T

sn s nV d . 

Then  T mR t  and  ,R n mR t  can be rewritten as 

  ,

land

T m ap i prec ap m p mR t O P V t V t    (C14) 

 , ,

land

R n m n i prec ap m pn m s mR t O P V t V t V t         (C15) 

Then (C1) can be calculated as follows: 
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(C16) 
where 

   , ,

land land

ap i prec ap p n i prec ap pn sX O P V V O P V V V       (C17) 

   
2 2

ap p ap pn sY V V V V V        (C18) 

The result in (C16) is the same as that provided in (8). 

APPENDIX D 

When a vector m  rotates 0 clockwise about a fixed unit

vector k , the resulting vector 'm  can be expressed as follows 

according to Rodriguez's rotation formula [51]: 

 0 0 0' cos 1 cos ( ) sinm m k m k m k             (D1) 

where  , ,
T

x y zm m m m ，  , ,
T

x y zk k k k ， and

 ' ' '' , ,
T

x y zm m m m . Rewrite the above equation in a matrix 

form as below: 
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where trBM  is the rotation matrix with the expression provided 

in (B9) and 01 cos   .  

APPENDIX E 

The clutter spatial steering vector can be expressed as 

 
 

T
2 cos 0,1, , 1

exps

j d N
s

 




  
 
 
 

(E1) 

where   denotes the spatial cone angle. 

Suppose that the spacing of antenna array element is half of 

the wavelength, and one subarray contains eN number of 

antenna array elements along azimuth dimension. Then 

2  ed N  holds, and (E1) can be rewritten as 

   
T

exp 2 cos 0,1, , 1
2

e

s

N
s j N  

 
    

 
(E2) 

When cos ' cos 2 ,en N n    , the spatial steering 

vector in (E2) can be expressed as 

   

  
 

T

T

' exp 2 cos 0,1, , 1
2

exp 2 0,1, , 1

e

s

s

N
s j N

j n N

s

  





 
    

 

  



(E3) 

where  denotes the Hadamard product. 

According to the system parameters in Table 5, 8eN 

holds. Therefore, when cos ' cos 0.25 ,n n    , the 

spatial steering vector ss is the same for  and ' . As a result, 

for the angles   and '  satisfying cos ' cos 0.25n   , 

the space-time spectrum powers are the same, indicating the 

repetitive distribution phenomenon of clutter ridge in the 

angle-Doppler domain (see Fig. 11). 
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