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ABSTRACT

Single nanostructures are predicted to be the building blocks of next generation

devices and have already been incorporated into prototypes for solar cells, biomedical

devices and lasers. Their role in such applications requires a fundamental understand-

ing of their opto-electronic properties and in particular the charge carrier dynamics

occurring on an ultrafast timescale. Luminescence detection is a common approach

used to investigate electronic properties of nanostructures because of the contact-less

nature of these methods. They are, however, often not equipped to efficiently measure

multiple single nanostructures nor do they have the temporal resolution necessary for

observing femtosecond dynamics. This dissertation intends to address this paucity of

techniques available for the contact-less measurement of single nanostructures through

the development of an ultrafast wide-field Kerr-gated microscope system and measure-

ment technique. The setup, operational in both the steady state and transient mode

and capable of microscopic and spectroscopic measurements, was developed to measure

the transient luminescence of single semiconductor nanostructures. With sub micron

spatial resolution and the potential to achieve a temporal resolution greater than 90

fs, the system was used to probe the charge carrier dynamics at multiple discrete lo-

cations on single nanowires exhibiting amplified spontaneous emission. Using a rate

model for amplified spontaneous emission, the transient emission data was fitted to

extract the values of the competing Shockley-Read-Hall, non-geminate and Auger re-

combination constants. The capabilities of the setup were first demonstrated in the

visible detection range, where single nanowires of the ternary alloy CdSxSe1−x were

measured. The temporal emission dynamics at two separate locations were compared

and calculation of the Langevin mobility revealed that the large carrier densities gen-

erated in the nanowire allows access to non-diffusion controlled recombination. In the
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second phase of this study the setup was configured to the ultraviolet detection range

for measuring the nanowires of conductive metal oxides. ZnO was the metal oxide

of focus in this research. Ultrafast measurements were conducted on ZnO nanowires

and ASE dynamics from multiple regions along a nanowire were again fitted to the

ASE model and the recombination constants extracted. The diminished influence of

the Shockley-Read-Hall recombination rate on the measured luminescence suggested

that leading quadratic term in the model is a measure of a two-body defect mediated

recombination rate, from which a defect density could be calculated. The measured

change in defect density along the length of the nanowire correlated with changes in

the growth conditions that established a defect gradient. The results show that the

Kerr-gated system, as well as being a probe of ultrafast dynamics, is also a new tool

for measuring changes in defect density in single nanostructures.
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Chapter 1

INTRODUCTION

The technological trend of continued miniaturization of electronic and photonic

devices has been the impetus for semiconductor nanomaterial research for the past

two decades. Their unique optical, electronic, thermal and mechanical properties have

made them excellent candidates for applications such as sensors, lasers, solar cells,

transistors, nanoelectronic circuits, batteries and novel devices for interfacing with live

cells.[1, 2, 3, 4, 5] The work towards energy conversion applications of nanomaterials,

particularly solar cells, has risen rapidly alongside the use of solar generated power

(Figure 1.1). The projected upward climb in the demand for solar cells will continue to

drive the investigations in this field as research tries to address issues such as stability,

lower cost materials, size and most importantly the need for greater power conversion

efficiency.

Since the seminal paper by O’Regan and Grätzel written in 1991,[6, 7] dye

-sensitized solar cells (DSCs) have emerged as a major competitor of solid-state junc-

tion devices.[8] With economical device fabrication, better performance under diffuse

and ambient lighting and increase design flexibility, DSCs are an attractive alternative

to the traditional photovoltaics.[8, 9] Figure 1.2 shows a schematic of typical DSC.

The device is centered around a mesoporous metal oxide layer (10-30 nm), typically

anatase TiO2, composed of nanometer-sized particles sintered together to allow elec-

tronic conduction. The oxide layer is deposited onto a transparent substrate usually

fluorine-doped tin oxide coated glass. A charge transfer dye is attached to the surface of

the nanocrystalline film. When the dye is photoexcited an electron is injected into the

conduction band of the metal oxide while the dye is left in a oxidized state. The dye is

restored to the ground state by electron donation from an electrolyte. Regeneration of
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Figure 1.1: Renewable energy supply trends for the US. (From the U.S. Department
of Energy, U.S Energy Information Administration Short-Term Energy
Outlook report.)

the dye sensitizer by the electrolyte prevents recapture of the conduction band electron

by the oxidized dye. The electrolyte itself is regenerated at the counterelectrode and

the circuit is completed via electron migration through the external load.[10, 6, 7]

In pursuit of higher efficiencies researchers have often isolated and tackled the

components of the DSCs separately. Currently, several thousands of dyes have been

investigated,[7, 11, 12] hundreds of electrolyte systems,[13, 14, 15] and multiple config-

urations have been explored [16, 13] all in the effort to optimize the energy conversion

process. Although the various components of a DSC are a well comprised orchestra,

the metal oxide electrode is often referred to as the heart of the device.[6] Research

on the metal oxide electrodes has involved either moving away from the thin film con-

figuration towards nanowire arrays or using an alternative metal oxide to TiO2 such

as ZnO , SnO2 and ZrO2 or mixed combinations of these wide band-gap materials.

[17, 18, 19] The nanowire array configuration promises to improve electron transport

efficiency by providing a direct conduction pathway for electrons while maintaining a
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Figure 1.2: Schematic overview of a dye-sensitized solar cell. Reprinted with permis-
sion from. [7]

large surface area for dye adsorption. Additionally, nanowires can be synthesized at

low temperatures without sintering.[20, 21] For replacing TiO2, the two most popu-

lar alternatives are ZnO and SnO2 because they have similar band-gaps to TiO2, 3.4

eV and 3.8 eV for ZnO and SnO2 respectively. The larger band-gap of SnO2 is less

likely to generate holes in the valence band by direct photon absorption and should be

more stable under UV illumination than devices made from TiO2 and ZnO. The most

promising feature of these alternative metal oxides is their large electron mobilities.

The bulk electron mobilities of ZnO (200 cm2/Vs) [22, 23] and SnO2 (250 cm2/Vs) [24]

are two orders of magnitude larger than that of TiO2 ( 1 cm2/Vs).[25]

Despite the theoretically favorable features of a nanowire DSCs design, both

alternative metal oxide electrodes and the nanowire array arrangement have lagged

behind with respect to power conversion efficiency compared to the original TiO2

nanocrystalline thin film design. This raises two pertinent questions that are with-

out satisfactory answers. The first is why are photovoltaic devices with metal oxide
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nanowire arrays, although structurally conducive to better electron transport, less ef-

ficient. The second is why does the higher bulk electron mobility in ZnO and SnO2

not translate to higher efficiency and better performance for devices made with these

materials. These questions reveal gaps in the knowledge base in the field of carrier dy-

namics in metal oxide nanostructures. Answering these questions requires the ability

to efficiently measure the charge carrier dynamics of single nanowires occurring on a

ultrafast timescale.

This dissertation lays the ground work to address these discrepancies from the

perspective of the metal oxide single nanowire by establishing the instrumentation

and method for characterizing single nanostructures and investigating single nanos-

tructures. Specifically, a femtosecond Kerr-gated microscope system with both steady

state and transient modes was built to detect the luminescence dynamics of single

nanostructures occurring within the first few picoseconds after excitation. Amplified

spontaneous emission (ASE) from single nanowires was fit to a kinetic model where

the recombination rates and charge carrier mobility can be extracted.

Although the broader goal of this project is to ultimately compare the charge

carrier dynamics of the three main metal oxides (TiO2, ZnO and SnO2), this research

initiates the study with cadmium sulfide selenide (CdSxSe1−x). CdSxSe1−x is also a

technologically important semiconductor material and its tunable band-gap for visible

emission made it an excellent candidate for ultrafast measurements within the visible

detection range. As the scope of this project is so large, this dissertation only focuses on

one of the metal oxides, ZnO. After conversion of the optical setup to the ultraviolet

detection range, ultrafast measurement of single nanowires of ZnO were conducted

to gain insight into the electronic properties of individual nanowires. The thesis is

organized in the following order:

The rest of Chapter 1 looks at techniques for measuring the charge carrier

dynamics in single nanowires, specifically the Kerr-gated microscopy technique used

this in this work. The ASE model used to fit the transient data is explained and the

main objectives of this dissertation is highlighted.
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Chapter 2 presents the experimental methods. It focuses on the experimental

setup of the Kerr-gated microscope and the laser system. The specific components

that were used to optimize temporal resolution are detailed, the microscopic and spec-

troscopic modes of operation are outlined as well as the steps towards conversion to

the ultraviolet detection range. The preparation methods and strategies of nanowire

samples is also highlighted.

Chapter 3 introduces cadmium sulfide selenide semiconductor nanomaterial

and the preliminary ultrafast measurements with the Kerr-gated setup in the visible

detection range. Position-dependent charge carrier dynamics in a single nanowire is

introduced and the capability of the setup to resolve these locations is demonstrated.

The charge carrier mobility is calculated from the leading non-geminate term after

applying the ASE model to the transient data.

Chapter 4 serves as an in depth introduction into ZnO semiconductor proper-

ties and synthesis to facilitate a discussion on the ultrafast dynamics of ZnO nanowires

that is presented in the upcoming chapters. The chapter also shows the solution based

synthesis studies conducted and the morphologies obtained.

Chapter 5 is the first chapter on measurements conducted in the ultraviolet

range of detection. The chapter looks at Kerr medium selection for the new config-

uration and presents the preliminary measurements on ZnO. The aim of this chapter

is to present the capabilities of the instrument in the UV detection range. The in-

creased signal, due to the higher Kerr efficiency, that allows for observation of ultrafast

phenomenon and subtle changes in emission wavelength from different locations on a

single nanowire are also demonstrated.

Chapter 6 continues the work in Chapter 5 with the measurement of a single

ZnO nanowire and the fitting of the transient data to the ASE model. The fit of the

ASE model showed that the Shockley-Read-Hall recombination rate had little influ-

ence over the emission and could be omitted. The remaining competing de-excitation

pathways, the non-geminate and Auger, represent the different types of defect assisted

recombination pathways. The leading non-geminate term was then a measure of the
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two-body defect assisted recombination rate. From the model, the defect density gra-

dient established by the synthetic method, was measured along the nanowire length.

1.0.1 Measuring the electronic properties of nanostructures

The extensive work done on nanomaterials has lead to great advances being

made in the synthesis of highly crystalline nanostructures. This means that a high de-

gree of selectivity, with respect to morphology and properties, can be employed depend-

ing on the specific application.[26, 27] Techniques to measure the electrical properties

of nanostructures have also developed concomitantly. Being able to control the electri-

cal properties through synthesis and subsequently measure these properties accurately

is of paramount importance to the development of novel devices. Single nanowires

are typically characterized by conventional electrical transport measurements such as

Hall effect measurements, which are more appropriately used for planar layers. Hall

effect measurements require a specific contact geometry made to the single nanowire

which is challenging to apply.[28, 29] Similarly, field effect transistor (FET) measure-

ments, the most commonly used method for measuring the transport properties of

single nanowires, also requires complex contacts to be made to the nanowire. The

contacts themselves have specific requirements with respect to the nature (Ohmic or

Schottky) and resistance and so are often costly and time consuming to construct.[28]

Additionally, assumptions used to model a FET device and uncertainties in the gate

capacitance can heavily influence the interpretation of the data and create systematic

errors or artifacts.[30, 31]

Contact-less techniques are therefore more appropriate for measuring nanowires.

Arrays of nanowires in devices have commonly been characterized by photoresponse

such as fluorescence-loss and THz time-domain spectroscopy. Although THz time-

domain spectroscopy can directly probe charge carrier lifetimes, mobilities and dopant

concentrations with subpicosecond time resolution,[28] the technique relies on ensemble

averaging and is not sensitive enough for single nanowire measurements. The capa-

bility to measure single nanowires is essential as nanowire arrays tend to vary in size,
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morphology and composition. Averaging over these variations negates a fundamental

understanding of carrier dynamics on the single nanowire scale. Other contact-less

methods such as Kelvin probe force microscopy involving scanning and are restricted

to a small number of samples and hence measurement time is increased.[32]

Luminescence detection techniques have managed to over come many of the

previously mentioned hindrances with the additional advantage of temporal signal

detection.[33, 34, 35, 36, 37] Ultrafast microscopy provides a highly useful route to

visualize and elucidate morphology-property relationships in single nanostructures.[38,

39, 33, 36] Ultrafast optical gating in particular, is a versatile alternative to other lumi-

nescence detection methods because it can combine the imaging capabilities, femtosec-

ond time resolution and spectroscopy. Optical Kerr-gating has primarily been used

for time resolved spectroscopy.[40, 41, 42, 43] The available literature on Kerr-gated

systems is modest, with only a few research groups currently publishing.[42, 44, 45] An

even smaller number of these groups have the combined imaging with the spectroscopic

capabilities.[46] Collectively, none of these groups have managed to surpass a temporal

resolution better than sub 100 ps. The Kerr-gated system in this study is therefore

unique in that it has a wide-field microscope, sub 90 fs time resolution, spectroscopic

capabilities and can be operated in both steady state and transient modes. The mea-

surement capabilities of the system therefore have the potential to measure temporal

dynamics on timescales inaccessible with other systems.

1.1 Amplified Spontaneous Emission

Adopting a luminescence detection approach to probing the electronic proper-

ties of single nanostructures, processes such as amplified spontaneous emission can be

observed. Amplified spontaneous emission (ASE), also referred to as mirror-less lasing,

is an important phenomenon readily observed in nanostructures.[47, 48, 49, 50, 2] In

ASE when a certain excitation threshold is surpassed, a spontaneously emitted pho-

ton passes through a gain medium, the spontaneous emission is then strongly amplified

through a stimulated process. Generally, the main prerequisites for observation of ASE
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Figure 1.3: Schematic of the electron transition in the ASE process.

is that a volume of gain medium be excited above a threshold.[51] These conditions are

less stringent than observation of lasing in nanostructures where a pristine cavity con-

figuration for positive feedback is often required.[52, 51] Lasing and ASE are sometimes

used interchangeably as both phenomenon involve stimulated processes. Observation

of lasing in nanostructures is, however, more difficult unless extensive presorting of

nanostructures or nano-manipulation by facet cleaving are utilized.[53, 54, 55, 56, 27]

The transition from spontaneous emission to ASE is characterized by a superlinear in-

crease in luminescence intensity that is highly directional, spectra line width narrowing,

and in some cases re-broadening and a red shift in the emission spectra.[57, 47, 49, 58]

In addition to a lack of a cavity, ASE can be distinguished from lasing by the absence

of longitudinal and transverse modes in the emission spectra.[51]

If a nanowire system is considered to be a three-level laser, then the electron

transition can be described by the schematic in Figure 1.3. When excited, electrons

transition from the valence band (1) to the conduction band (3), relax to the band

edge (2) before finally returning to the valence band generating spontaneous emission.

ASE will occur when the excitation is high enough for the gain to be more than the

loss in the light propagation process at a sufficiently high excitation intensity. This

inversion population threshold for ASE, where the nanowire is considered an ensemble

of atoms in a uniform column of length l, is expressed as [51, 52]
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∆N =
8πν2

0∆ν0τS
lc2φ

(1.1)

where ν0 is the peak frequency of spontaneous emission, ∆ν0 is the linewidth, τS is the

lifetime of the excited state, c is the velocity of light in vacuum and φ is the branching

ratio.

The kinetic rate model for describing the ASE process is described by the fol-

lowing first-order non-linear coupled differential equations [59]

d

dt
N1(t) = AVp(t)− γrN1(t)

d

dt
N2(t) = γrN1(t)−BΦ(t)N2(t)− γsN2(t)− γgN2(t)2 − γaN2(t)3

d

dt
Φ(t) = BΦ(t)N2(t)− γΦΦ(t) (1.2)

N1 is the highly excited carrier density created by the Gaussian pump pulse Vp which

has an amplitude A. N1 decays at a rate of γr via carrier phonon scattering, into the

carrier density at the band edge, N2. At pump fluences above the ASE threshold, a

spontaneously emitted photon on its way through a crystal will give rise to stimulated

emission. It is the stimulated emission that gives the feedback between N2 and the

density of the photon field (Φ) and accounts for the coupled nature of these two terms.

The feedback is given by the term B Φ(t)N2(t). γs, γg , and γa are competing decay

pathways due to the linear Shockley-Read-Hall, quadratic non-geminate and cubic

Auger recombination, respectively. γΦ accounts for the loss of photons from the active

area due to radiation. B is the stimulated emission rate. It will be shown in chapter 6

that the quadratic term can also be a measure of the defect mediated recombination

rate.

The signal that is recorded by the microscope is the temporal dependence of

the photon field (Φ). The fit of this measured signal with the ASE model allows the

different recombination constants, i.e. Shockley-Read-Hall rate, non-germinate radia-

tive rate and Auger rate, which result in 1st, 2nd and 3rd order kinetic contributions,
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respectively, to be extracted. The Shockley-Read-Hall rate is a measure of indirect

recombination and is related to surface defect scattering. Assuming the Shockley-

Read-Hall rate is the leading de-excitation pathway, then it can be used to calculate

the charge carrier mobility by considering the momentum gained in a unit electric field

(E) in between collisions given by the equation

−qEτ̄ = m∗vd (1.3)

where m∗ is the effective mass, q is the charge and τ̄ = 1/γs which is the Shockley-

Read-Hall lifetime. The mobility can then be given as the ratio of the drift velocity to

the applied electric field

µ =
vd
E

= − q

m∗
τ̄ (1.4)

Since the electron mobility in low defect concentration bulk TiO2, ZnO and SnO2

is more than a magnitude larger than the hole mobility it can be assumed that the

Shockley-Read-Hall rate is a measure of the electron trapping at early delay times.[60,

61, 62] Alternatively, with a leading non-geminate recombination pathway the mobility

can be obtained by considering the case of free electrons and holes undergoing either

a diffusion controlled or non-diffusion controlled recombination.[63]

For high mobility solids, if the volume swept out by the carrier moving with

a thermal velocity vT in a scattering time τS encompasses a recombination center,

recombination will occur and the recombination coefficient will be given by the equation

γg = vTσ (1.5)

where σ is the capture cross section. Essentially, for high mobility solid the condition

vT τS > N−1/3
r needs to be met where Nr is the density of carriers. This recombination

is not diffusion limited. On the other hand for a low mobility solid where the Coulomb

radius rc is much greater than the distance traveled by the charge carrier (vT τS <<rc)

then the carrier which moves within the mutual Coulomb radius of an oppositely charge
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carrier will suffer collisions before diffusing to recombination.[63] The recombination

coefficient is then given by the equation

γg = eµL/ε (1.6)

where µL is the Langevin mobility, e is the electron charge and ε is the dielectric

constant. In this diffusion limited regime, the system can be modeled after Langevin

recombination and the non-geminate relaxation rate is a measure of the Langevin

mobility which is equal to the sum of the electron and hole drift mobilities (µL =

µe + µh).

1.2 Objectives

This study primarily focuses on ultrafast Kerr-gating method development and

aims to establish and optimize a robust, contact-less technique by which single nanos-

tructures can be characterized by ultrafast spectroscopic and microscopic methods.

From this foundation, meaningful studies on single nanostructures be performed. The

characterization involves interpreting the early femtosecond luminescence dynamics to

gain insight into the recombination processes that influence the measured signal, deter-

mining what these recombination pathways reveal about the material and conversely

how synthetic methods may affect these recombination pathways.

To do this the first measurements extrapolate on previous work by measuring

single CdSxSe1−x nanowires with the setup configured for detection in the visible spec-

trum. The carrier dynamics of discrete regions on a single nanowire were measured

and recombination rates extracted. From the extracted recombination rates a value

for the charge carrier mobility will be calculated and compared to literature reports.

Additionally, the origin of the position specific dynamics is investigated.

In the next step, the setup is converted to the ultraviolet detection range for

measurement of the metal oxide nanostructures. As the main metal oxide of focus in

this study, ZnO nanowires were then measured to investigate position specific occur-

rences of ASE dynamics. The carrier dynamics from multiple discrete regions exhibiting
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ASE were extracted and compared by fitting to the ASE model. From the extracted

rates determine links between synthesis, morphology and early luminescence dynamics

in a single ZnO nanowire.

12



Chapter 2

EXPERIMENTAL METHODS

The primary objectives of this study, outlined above, were to measure the ultra-

fast dynamics of single nanostructures. For this, the instrumental requirements were

micron or greater spatial resolution for resolving single nanostructures, femtosecond

time resolution for accessing the ultrafast luminescence dynamics and spectroscopic

capabilities. The experimental setup described below provides all of these features and

is the center of the proposed contact-less technique. Sample preparation was also very

important for obtaining transient measurements. The different sample preparation

procedures and particle location strategies are also discussed.

2.1 Ultrafast Kerr-gated Microscope

The experimental setup for the Kerr-gated microscope consists of three major

components, the source of the ultrafast pulses, the excitation wavelength selector and

the microscope optical train with Kerr-gate and spectrometer. Figure 2.1 shows the

schematic of the setup in its entirety.

2.1.1 Kerr-electro-optic effect

The Kerr-gate is the heart of the Kerr-gated system. The operation of the optical

Kerr-gate is based on the Kerr-electro-optic effect. Discovered in 1875 by the Scottish

physicist John Kerr1, the Kerr effect is essentially the change in refractive index with a

change in static electric field. It was decades later in 1963 that researchers discovered

1 John Kerr published this work in two communications to the Philosophical Magazine in
1875. He described his success in performing experiments to observe this change in isotropic
medium, a task Faraday failed to do.[64, 65]
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Figure 2.1: (a) Schematic of the Kerr-gated microscope setup. S: sample, SO1−3:
Schwarzschild objectives, P1−2: polarizers, K: Kerr medium, D: delay line
and F, BG: spectral filters, WP: waveplate and PR: prism. Reprinted
with permission from American Chemical Society [59].(b) Photograph of
the optical column of the microscope.
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Figure 2.2: Schematic of the Kerr -gate showing the polarizers in the crossed (closed-
gate) position.

that an optical electromagnetic field could also modify the dielectric properties and

induce birefringence.[66] The development of the chirped pulse amplification technique

was next pivotal moment in the time line of Kerr-gating techniques. With pulsed lasers

researchers could induce transient birefringence in a Kerr medium and hence measure

the relaxation process in the Kerr medium itself as well as track the dynamical response

in other systems.[67] Further improvements in pulsed laser sources has made optical

Kerr-gating a reliable method for investigating transient phenomena.

The Kerr-electro-optic effect is the light-induced change in birefringence of a

substance. When intense light propagates in crystals, glasses or certain gases and

liquids, there is a change in the refractive index in response to an electric field. The

refractive index of materials can be described by the equation[68]

n = n0 + n2I (2.1)

where n0 is the weak field refractive index, n2 is the second-order index of refraction

which gives the rate at which the refractive index increases with increasing optical
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intensity and I is the time averaged intensity. The change in the refractive index is

therefore,

∆n = n2I (2.2)

this equation can also be written in the expanded form

∆n = λ0K < E0(t)2 > (2.3)

where λ0 is the vacuum wavelength of the gate pulse, K is the Kerr constant and

< E0(t)2 > is the time average of the electric field of the gate pulse. Figure 2.2

shows the schematic of the optical Kerr-gate. The gate is the core of the setup and

consists of a Kerr medium between two polarizers integrated into the optical train of

the microscope. When the short, intense pulses of the gating beam impinge on the

Kerr medium there is a phase shift in the orthogonally polarized components of the

incident light leading to temporarily elliptically polarized light. Maroncelli et al. [40]

provides an excellent derivation of equations that define the operation of a Kerr-gate.

If the static equivalent of the Kerr-gate, a retardation plate is considered, then the

difference in the phase shift imparted on the light polarized along the slow and fast

(s,f) axes of the retarder is

φ = φs − φf = 2πL∆n/λ (2.4)

here L is the thickness of the retardation plate, ∆n is the static birefringence and λ is

the wavelength of the incident light. Transmission through a retardation plate between

a pair of crossed polarizers is given by

T = sin2(2θ)sin2(φ/2) (2.5)

where θ is the angle between the slow axis of the retardation plate and the output

polarizer direction. Replacing the static birefringence with the time dependent change
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in refractive index and rotating the polarization of the gate pulse to θ = 45◦ the

transmittance becomes

T = sin2

(
φ(t)

2

)
= sin2

(
πL∆n

λ

)
(2.6)

Since φ depends on Kerr medium thickness, birefringence and wavelength, the

ideal combination of these parameters can yield maximum transmittance. The choice

of Kerr medium material and size is indeed one of the more critical aspects of optical

Kerr-gating. Additionally, spatial and temporal overlap of the signal and gate beams

and the group velocity dispersion and group velocity mismatch of the beams in the

Kerr medium can affect the efficiency and temporal resolution of the setup. These

parameters are discussed in more detail in chapter 5.

It is important to note that the setup is only functional as a gate or shutter

when the polarizer pair is in the crossed position. The crossed polarizers prevent light

emitted from the sample from being detected unless the gate pulse is present. In the

parallel position, the gating capability of the setup is removed and only steady state

measurements are possible.

2.1.2 Laser system

The laser system that provides the ultrashort pulses is comprised of a Ti:sapphire

femtosecond oscillator (Coherent Mantis) and a regenerative amplifier (Coherent Legend-

Elite). Pulses from the oscillator are stretched in the amplifier before being amplified

in a Ti:Sapphire crystal. The Ti:sapphire crystal is pumped by a Nd:YLF (Coherent

Evolution) laser. The pulses are then compressed to 38 fs pulses centered at 800 nm

with a repetition rate of 10 kHz and 620 µJ energy.

The output from the amplifier is split to power a two-stage Non-collinear Optical

Parametric Amplifier (NOPA) and to provide the gating beam of the optical Kerr-gate.

Optical parametric amplifiers generate tunable energy pulses from the output of the

Ti:sapphire laser system which is limited to the fundamental 800 nm. In Optical para-

metric amplification (OPA) a higher input frequency (ω1), the pump beam, amplifies
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Figure 2.3: Diagram of a Schwarzschild objective.[69]

a lower frequency beam ω2), the signal, and a third beam is generated ω3), the idler

and energy is conserved. OPA is governed by the expanded equation

P (ω1 − ω2) = 2ε0χ
(2)E1E

∗
2 (2.7)

where P is one of the complex amplitudes of the second-order contribution to the

nonlinear polarization, ε0 is the permittivity of free space, χ(2) second order nonlinear

optical susceptibility and E1 and E∗2 are the electric field and the complex transpose

of the electric field. [68] Only noncentrosymmetric crystals, crystals without inversion

centers, can exhibit χ(2) processes. The NOPA in this setup used β -barium borate

(BBO) crystals and generated 25 fs pulses at 580 nm. Second-harmonic generation,

another χ(2) process, was used to double the output frequency from the NOPA in

another BBO crystal to provide 290 nm excitation pulses to the sample.
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2.1.3 Microscope optical setup

The schematic in Figure 2.1(a) shows that three identical, all-reflective Schwarzschild

objectives2(SOx) (Davin Optronics x36 Reflecting Objectives, NA= 0.5) were used.

Schwarzschild objectives (2.3) consist of two spherical mirrors, one concave and the

one convex, with coincident curvature centers.[72, 73] The mirrors are on-axis with a

hole in one mirror for the light to pass through.3 Compared to their glass counterparts,

Schwarzschild objectives aid in minimizing group velocity dispersion and increase the

time resolution of the system by reducing the optical elements through which the light

has to travel. Additionally, considering the simplicity of the design, it provides a wide

field of view and excellent imaging characteristics. [74]

Figure 2.1 shows that the excitation pulse from the NOPA is directed onto the

sample (S) via a small mirror on the first Schwarzschild objective (S1). Fluorescence

emitted from the sample is collected by the first objective passed through the first

polarizer (P1) (ProFlux High contrast polarizers, PPL04C) and focused onto the Kerr

medium (K) via the second objective (S2) . Yttrium aluminium garnet (YAG) was

used as the Kerr medium. The effects of changes in the Kerr medium material and

thickness are discussed in chapter 5. The gate pulse (800 nm) is superimposed with

the image of the sample luminescence with a second small mirror. A waveplate (WP)

is used to rotate the polarization of the gate pulse by 45◦. The recollimated light from

the sample is collected by the third objective (S3) before it passes through the second

polarizer (P2) (ProFlux High contrast polarizers, PFU04C). The recollimated light at

this point is either imaged directly on a CCD camera (Andor Ikon-M 912) or dispersed

2 The Scwharzschild objective was named after the German scientist Karl Schwarzschild
(1873-1916). He published this work in the proceedings of the Gö ttingen observatory in
1905 with the original focus being calculation of aberration and optical system analysis.
[70, 71]

3 The name Cassegrain objective is sometimes used interchangeably with the name
Schwarzschild. The design of the Cassegrain objective is credited to the catholic priest Lau-
rent Cassegrain in 1672. Apart from the fact that the Schwarzschild was invented 200 years
after, the major distinguishing factor is there is no requirement for cocentricity in Cassegrain
objectives. [74]
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by a prism in a spectrometer. The spectrometer consists of a slit, a BK7 prism, two

curved mirrors and a focusing lens. Lastly, a FGB37 bandpass filter was used to block

any scattered 800 nm light from the gating pulse.

2.1.4 Ultraviolet Configuration

The original setup was specifically tailored for detecting visible light. The po-

larizers in particular were specified for a wavelength range of 420 nm- 700 nm. To

allow measurement of the the wide bandgap metal oxides that are the central focus

of this study the setup needed to be configured for the ultraviolet detection range.

The polarizers were replaced with ones with a contrast ratio in the UV, greater than

100,000:1, and transmittance better than 52% (Laser Components colorPol UV 380

BC4). The UV polarizers were also chosen as thin as possible (2 mm) as a measure to

ensure that the time resolution is preserved in the configuration. An additional filter,

a BG3 short pass filter, was also added to block any residual excitation light.

2.1.5 Modes of operation

The setup functions as both a steady state and transient microscope and spec-

trometer. In the steady state mode the polarizers are in the parallel configuration and

all light is allowed to pass through continuously to be detected by the CCD camera. In

the steady state mode fluorescence images and steady state spectra can be obtained. In

transient mode, the polarizers are crossed and light is not transmitted unless the gate

pulse is present. To obtain time-resolved measurements the gate pulse and the emis-

sion signal from the sample must overlap spatially and temporally in the Kerr medium.

The time between the gate pulse and signal is delayed by changing the path length (D)

(Figure 2.1(a)). In transient mode sequential images or movies and transient spectra

are measured. The spectrometer, which is mounted onto a sliding track, can be moved

in and out of the optical train of the setup in either steady state or transient mode.
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2.2 Sample Preparation

Proper sample preparation was an integral step before ultrafast measurements.

Ensuring that nanowires would be well separated, their exact locations on a substrate

be repeatedly found and that each sample could be taken to subsequent characterization

instruments were factors that needed to be taken into account during the preparation

process. Parameters such are nanowire removal, deposition, dispersing solvent and

measurement substrate were all considered before preparation.

Prior to deposition nanostructures that were epitaxially grown on a substrate

needed to be removed. Removal was performed by either sonication, scratching the

surface with a blade or plucking. The best removal approach depended on the nanos-

tructure morphology. Sonication of an as-grown sample wafer in a solvent was reserved

for samples with nanowires less than 10 µm in length. Sonication is inherently destruc-

tive so this method produced single nanowires that were often too damaged to produce

detectable luminescence. Surface scratching was best executed on nanowires that were

greater than 10 µm in length. This method, however, had the disadvantage of also

removing the bulk layer of material that formed the base of epitaxially grown samples

and would result in more clusters on the surface of the prepared sample. The plucking

method proved to be the most superior removal technique. It involved plucking clusters

of nanowires from a substrate surface with a tweezer and resulted in long nanowires

with limited damage to the surface and fewer debris particles. The plucking method

could only be performed on samples with exceptionally long nanowires > 50 µm and

hence was seldom used. The nanowires removed from their original growth platforms

were suspended in acetone after removal. Acetone proved to be the most appropriate

solvent as the rapid rate of evaporation allowed samples to dry quickly and resulted in

fewer water marks compared to ethanol.

The two methods were used to deposit nanowires onto substrates were the drop

cast method and the electrospray method, Figure 2.2 (a) and (b) respectively. The

drop cast method was predominantly used as it was the most rapid way to produce

multiple well populated samples. In the drop cast method, nanostructures suspended
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(a) (b)

Figure 2.4: (a) Drop cast method where nanowires removed by either wafer sonica-
tion, scratching or plucking are suspended in acetone and deposited onto
a clean silicon wafer. (b) The electrospray setup. Nanowires suspended
in acetone are dispersed onto the substrate by applying a high voltage
between a needle and clean substrate.

in acetone were pipetted onto the measurement substrate. Although the density of

deposition could be controlled by either increasing the volume of solvent or decreasing

the amount of nanostructures added to a fixed volume of solvent, the results were diffi-

cult to reproduce between samples and many nanostructures were deposited in clusters.

The latter issue being the more severe of the two. Overlapping nanostructures or struc-

tures that had debris particles from other broken nanostructures often precluded single

nanostructure measurements. Electrospray deposition provided the ideal solution to

clustered deposition. The charge issued to nanostructures upon deposition rendered

them repulsive to each other ensuring that the individual particles that were deposited

were well spaced from each other. The major drawbacks of the electrospray deposition

method were the small deposition area and that longer nanowires ( > 5 µm) could not

be deposited.

The choice of substrate was based on being able to characterize selected nanowires

by scanning electron microscopy (SEM) and transmission electron microscopy (TEM)

techniques after ultrafast measurements. The need for a conducting surface for SEM
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(a) (b)

Figure 2.5: (a) TEM grid sample holder that allowed for ultrafast measurements and
could be transfered directly to SEM measurements without removal of
individual grids. Inset shows micrograph of labeled grid. (b) Sample on
silicon wafer substrate where a second wafer was used to divide the sample
into quadrants for relocating nanowires after ultrafast measurements.

and grid for TEM narrowed the selection to silicon wafers and copper TEM grids.

Labeled TEM grids provided the added benefit of easier nanowire mapping but the

curved surfaces of the bars caused some longer nanowires to bend and conform to the

surface. This could result in observed delays in the emission from regions along the

length of nanowire. Lastly, proprietary surface coatings of some TEM grids were found

to quench the emission of CdSxSe1−x nanowire samples prepared. To avoid this silicon

wafers were primarily used especially for larger samples that were too thick (> 200

nm) for TEM.
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Chapter 3

KERR-GATED MICROSCOPY IN THE VISIBLE DETECTION
RANGE

In this chapter the operation of the Kerr-gated setup in the visible detection

range is addressed. Cadmium sulfide selenide (CdSxSe1−x) nanowires were the semi-

conductor material used in the visible operation. Although a deviation from the metal-

oxides at the center of this study, the technological significance of CdSxSe1−x, its op-

tical properties and facile synthetic techniques made it an ideal material to explore

carrier dynamics while the setup was configured for detection of visible luminescence.

CdSxSe1−x material properties, synthesis and the ultrafast measurements were per-

formed on single CdSxSe1−x nanowires are presented. The measurements highlight

the spatial variation in carrier dynamics that can occur along a single nanowire as

well as provide insight into the recombination mechanisms that affect the temporal

luminescence.

3.1 Cadmium Sulfide Selenide Semiconductor material

CdS and CdSe are two very important wide band gap semiconductors. The

combined product of the two creates the ternary alloy CdSxSe1−x. CdSxSe1−x is one

of the most important II-VI ternary compounds. It can assume a variety of different

morphologies including nanowires, nanobelts and nanosheets.[75, 76, 77] In addition

to the numerous available morphologies CdSxSe1−x, the real allure of this material

is the tunable band gap. This wide band-gap chalcogenide compound can span the

full visible spectrum by simply adjusting the mole fraction of S and Se mole in the

chemical formula. The optical emission energy can be continuously tuned from 1.7 eV

to 2.4 eV.[78] This property has made CdSxSe1−x nanomaterial a prime candidate for
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applications such as tunable wavelength source in semiconductor nanolasers,[79, 80]

field effect transistors[81] and as light harvesters in solar cells.[82, 5]

3.1.1 CdSxSe1−x Nanostructure Synthesis

The synthetic flexibility of the material has also allowed researchers to synthe-

size new structures with continuous alloy composition.[81, 3, 83] The graded band-gap

structures have the added potential of resolving lattice mismatch problems of multi-

junctions and the low conversion efficiency of solar cells.[81] These novel structures,

just like the typical nanowires, were synthesized via a vapor phase transport method,

vapor- liquid-solid (VLS) synthesis. VLS methods, compared to other vapor phase

methods, are the simplest and most economical method to achieve highly crystalline

nanostructures and hence is the most commonly used. The VLS process was estab-

lished decades ago and has since been widely used a bottom-up approach to growth

of nanowires.[84, 85, 86] First highlighted by Wagner et al., naowires grown by the

VLS mechanism possess a small globule at the tip of the nanowire during growth.[84]

This globule found at the tip of nanowires is the metal catalyst. In the VLS process,

the metal catalyst nanodroplets interact with gaseous reactants facilitating nucleation

and growth.[87] The nanodroplet absorbs and becomes supersaturated with the re-

actant. The reactant then precipitates below the nanodroplet forming the nanowire.

If the growth conditions are maintained then a straight nanowire perpendicular to

the substrate can be obtained.[88] For CdSxSe1−x nanowire growth the most common

catatlyst is Au. Catalyst type and size effects on growth are discussed in section 4.3.1

with respect to ZnO nanostructure growth.

The CdSxSe1−x nanostructures in this study were grown on Si (111) wafers via

the metal catalyzed VLS method adapted from Pan et al.[77] The experimental setup

is shown in Figure 3.1. Equimolar portions of CdS and CdSe were mixed together in

an alumina dish and placed at the centre of a quartz tube which was inserted into a

horizontal tube furnace. Si (111) wafers, sputtered with a thin film of Au (30nm), were

placed downstream of a constant high purity He flow (96 sccm). Insulation was used at
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Figure 3.1: Experimental setup for VLS synthesis of CdSxSe1−x nanostructures.

one end of the setup to create a less steep temperature gradient. The quartz tube was

purged with O2 at 100 ◦C for an hour to prevent the preferential formation of metal

oxides during the high temperature ramp cycle. The temperature of the center of the

furnace was ramped to 900 ◦C for an additional hour. The furnace was allowed to cool

naturally before the sample was removed.

3.2 Ultrafast Measurements

3.2.1 Spatial Variation in Carrier Dynamics

Gundlach et al. reported on the ultrafast carrier dynamics in CdSxSe1−x nanocrys-

tal clusters.[59] The improved spatial resolution of the current setup allowed for these

ultrafast measurements to be conducted on single nanowires as well as different lo-

cations along a single nanowire. At high excitation fluences amplified spontaneous

emission (ASE) was observed in a single CdSxSe1−x nanowire. The nanowire also ex-

hibited position dependent variations in the ASE dynamics. Characterization by SEM
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Figure 3.2: (a) SEM image showing a single CdSxSe1−x nanowire resting on a TEM
grid. (b) Fluorescence micrograph highlighting three regions of en-
hanced emission. (c) High resolution SEM image of the nanowire surface.
Reprinted with permission from Elsevier.[89]

and color space analysis technique, discussed below, showed that these variations were

not as a result of compositional changes in the nanowire. The differences in the dy-

namics can be attributed to changes in the recombination rates that dampen ASE

oscillations. By modelling the ultrafast dynamics of ASE at each of the discrete loca-

tions it is possible to extract charge carrier scattering rates. In particular, the linear

Shockley-Read term, which can be directly used to calculate charge carrier mobility.

The measurement represents the first application of the ultrafast Kerr-gated micro-

scope system as a sub-micron, contactless probe for charge carrier mobility in a single

nanowire.

In preparation for ultrafast measurements, individual nanowires were isolated

onto TEM grids as described in section 2.2. The TEM grid sample was evacuated

in a vacuum cryostat and the measurements conducted at room temperature. The

nanowires that were found to be unobstructed and free standing were identified. Figure

3.2 (a) shows the SEM image of one of the single nanowires studied, resting across the

bars of a TEM grid. Three regions of interest were identified along the length of the
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Figure 3.3: Integrated luminescence dynamics at three different locations on the sin-
gle nanowire for excitation fluences 2, 2.6 and 3 mJ/cm2. Red line shows
fit with ASE model. Reprinted with permission from Elsevier.[89]

nanowire. Spot 1 and 3 are regions on the nanowire that coincide with the bars of the

grid while spot 2 is located at a freely suspended region of the nanowire. The TEM grid

allows for the same nanowire to be located again for post measurement characterization

such as SEM. The SEM measurements were performed after the ultrafast measurements

to prevent damage to the wire due to the electron beam. The high resolution SEM

images show that the surface of the nanowire was slightly rough on the nanoscale but

free of loose particles or contamination.

Figure 3.2 (b) is a luminescence image of the same nanowire excited at a fluence

of 3 mJ/cm2. As observed previously, a nonlinear increase in the emission intensity

occurred above a certain threshold for a particular nanowire with increased excitation

fluence.[59] This transition to enhanced emission was observed on the nanowire in the

form of localized regions of enhanced emission. Surpassing the threshold facilitates the

onset of non-linear luminescence dynamics which can be attributed to ASE occurring

in the nanowire.

The wide field imaging mode of the Kerr-gated setup simultaneously records the
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signal from the entire image field and hence all locations along the nanowire. Although

the wide-field approach restricts the spatial resolution to being diffraction limited, it

also makes it possible to measure more than one nanowire in the field of view under

the same measurement conditions. The spatially resolved luminescence dynamics from

different nanowires and different locations on the same nanowire can then be compared

by extracting the time integrated signal after the measurement. Figure 3.3 shows the

integrated transient emission collected at the three locations along the length of the

nanowire, highlighted in Figure 3.2 (a) and (b), for the excitation fluences 2, 2.6 and 3

mJ/cm2. In the extracted early luminescence dynamics only location 1 and 3 show a

second maxima at 5-6 ps delay times. Spot 1 shows a more pronounced second maxima

than spot 3. The red curves represent the preliminary fit to the ASE model.

The ASE model, details of which are given in section 1.1, is described by a set

of coupled rate equations. The rate equations of the model predict oscillations in the

emission. The second maxima observed in spots 1 and 3 are the first recurrence of

the oscillatory signal. As stated previously, the non-radiative loss rates, γs, γg and γa,

act to dampen the oscillations in the emission. The non-radiative loss rates as well

as the carrier density are therefore the key parameters that influence the amplitude

of the second maximum. While all three loss channels are necessary to reproduce the

measurements, the linear Shockley-Read term is the leading term. The initial carrier

density and the Shockley-Read relaxation time determine the amplitude of the second

maximum in the measurements. The more prominent second maximum in spot 1 and 3

compared to spot 2 can therefore be attributed to either a higher initial carrier density

generated in each of these locations or longer Shockley-Read relaxation times.

Higher initial concentrations in localized regions along the nanowire can result

from either a higher excitation fluence at spot 1 and 3 or higher extinction coefficients

at those locations. Differences in the excitation fluence can be eliminated as an expla-

nation because of the size and nature of the excitation spot. The excitation spot had

a Gaussian intensity profile and was approximately 100 µm. The spot size was much

larger than the area that encompassed all three spots. Additionally, if the Gaussian
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intensity profile is considered then the excitation fluence would have been higher at

the center, the location of spot 2, where the measured ASE dynamics indicates a lower

carrier concentration. It should be noted that amongst the several nanowires measured

there was no noticeable correlation observed between ASE dynamics from locations on

the nanowire resting on the grid bars to those freely suspended.

If the excitation fluence at all locations on the nanowire is constant then changes

in the initial carrier densities could be explained by differences in the local extinction

coefficients. Changes in the morphology, composition or growth orientation on the

nanowire could result in changes in the extinction coefficient. Although this nanowire

was too thick for crystallographic analysis via TEM, the SEM images (Figure 3.2)

showed no apparent changes in morphology along the length connecting the three spots.

A change in growth orientation of the crystal axis with respect to the polarization of

the excitation is known to affect the extinction coefficient.[59] This change in growth

orientation would manifest as a change in morphology such as kinks or steps along the

length the nanowire. None of these features were observed in the SEM images.

To determine if compositional changes occurred along the length of the nanowire,

a color space analysis technique was employed. Color space analysis uses the spectral

properties of the color filters of an optical microscope to determine the emission wave-

length from CCD camera images.[90] The color space analysis uses the CIE’s 1931 color

space to map the colors from a micrograph to specific wavelengths. Color matching

functions (x̄(λ), ȳ(λ) and z̄(λ)), shown in Figure 3.4, are the numerical descriptions of

the chromatic response of a standard observer. A standard observer being the average

human’s physical response in the fovea of the eye to changes in color. Color matching

functions act as weight functions describing how much of each component is required to

produce a pure color on the horizontal axis.[91, 92, 93] These color matching functions

can be used to calculate tristimulus values that can then be mapped onto CIE 1931

color space (Figure 3.4 (b)). 1

1 The International Commission for Illumination (Commission Internationale de lEclairage,
CIE) held a meeting at Cambridge in September of 1931 to establish five resolutions that
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(a) (b)

Figure 3.4: (a) CIE standard color matching functions. (b) The CIE 1931 color space
chromaticity diagram.

The CIE Color space is a device independent, comprehensive representation of

all the colors that the average human eye can detect. The color space maps physically

produced colors to color sensations registered by the eye (tristimulus values).[92] For

a given spectral power distribution S(λ), the tristimulus values can be given in terms

of the color matching functions according to the following equations[91]

X =
∫
x̄(λ)S(λ)dλ (3.1)

Y =
∫
ȳ(λ)S(λ)dλ (3.2)

Z =
∫
z̄(λ)S(λ)dλ (3.3)

aided in defining links between wavelengths in the electromagnetic visible spectrum and the
colors perceived by the human eye.[92] The commission created the CIE 1931 RGB color
space based on the experiments conducted by Wright and Guild.[92, 94, 91, 93]
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The coordinates on the chromaticity diagram are then given as functions of all

three tristimulus values by the following equations

x =
X

X + Y + Z
(3.4)

y =
Y

X + Y + Z
(3.5)

z =
Z

X + Y + Z
(3.6)

Using this same technique but replacing the color matching functions with the specific

transmission data of the red, green and blue filters for the detection camera in the

optical microscope (Olympus IX70), that collectively produce a colored image, a new

chromaticity plot was calibrated (Figure 3.5).

Figure 3.6 shows the color space measurements conducted on the same nanowire

using the calibrated color space. The emission wavelengths from spots 1-3 are shown.

For ternary compounds like CdSxSe1−x, changes in the composition translate to changes

in the band-gap and hence in the detected emission wavelength.[95] Figure 3.7 shows

the normalized PL spectra for nanobelts with compositions ranging from pure CdS

to pure CdSe and the combinations in between. Assuming a single emission band at

energies close to the band edge, the detected change in emission corresponds to a change

in composition along the wire that is less than 3%. The average composition was found

to be CdS0.2Se0.8. There is no indication that such subtle changes in composition result

in noticeable changes of the extinction coefficient for light with energies far above the

band gap. Halsted et al. found negligible energy changes for transitions between 4 and

6 eV for compositions that ranged from 60% to 100%.[96]

With the exclusion of a variation in initial carrier density due to changes in

either the excitation fluence or the extinction coefficient, the variation in the temporal

ASE dynamics at spots 1, 2 and 3 must be as a result of differences in the non-

radiative recombination rates. In particular, differences in the Shockley-Read-Hall
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(a)

(b)

Figure 3.5: (a) Color matching functions for red, green and blue filters of the optical
microscope. (b) Color image a CdSxSe1−x nanowire and the pure color
filter images that are combined to produce it.
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Figure 3.6: Spatially resolved color space analysis of the single CdSxSe1−x nanobelt.
Reprinted with permission from Elsevier.[89]

Figure 3.7: The normalized PL spectra for CdS, CdSe and CdSxSe1−x nanobelts.
Curves (a) and (i) are the PL spectra for CdS and CdSe respectively and
curves (b)-(h) are the PL spectra for varying compositions of CdSxSe1−x
nanobelts. Reprinted with permission from Journal of American Chemi-
cal Society.[95]
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recombination rate which is the apparent leading term. The Shockley-Read-Hall rate as

well as the other non-radiative recombination rates can be extracted from the intensity

dependent fits shown in Figure 3.3. From the Shockley-Read rate the charge carrier

mobility can be calculated as detailed in section 1.1. To conduct a quantitative analysis

through the global fitting routine requires very stable experimental conditions and

emission transients with high signal-to-noise ratio. This was not possible with this

preliminary data but carried out for another nanowire as discussed in section 3.3. It

can be concluded, however, that there was a qualitative difference in the luminescence

dynamics at all three spots and that ASE is a sensitive probe of local changes in

Shockley-Read-Hall scattering rates. Additionally, such measurements could provide

insight into the origin of spatial modulation of the defect density.

3.3 Extracting non-radiative recombination rates in a single CdSxSe1−x

nanowire

3.3.1 Introduction

Ternary alloys are known to have a higher defect density compared to their

binary counterparts. A higher concentration of impurities has lead to reports on in-

creased non-radiative recombination centers due to Shockley-Read-Hall recombination

in AlxGa1−xAs as well as band-gap variations along CdSxSe1−x nanobelts due to exciton

localization.[97, 98] Ultrafast measurements on the single nanowire scale are therefore

imperative to understand how variations in defect density, morphology or composition

translate to changes in the recombination dynamics and in the observed ultrafast lumi-

nescence. Extrapolating on the preliminary measurements presented in section 3.2.1,

the early luminescence dynamics in a single CdSxSe1−x nanowire was investigated.

The single nanowire was excited at different fluences and the luminescence was de-

tected with the Kerr-gated ultrafast microscope. The non-linear, short-lived emission

was ascribed to ASE and the emission transients fit to the ASE model. The fits to the

ASE model allow the non-radiative carrier lifetimes and the non-geminate recombina-

tion to be extracted. The extraction of the non-geminate recombination coefficient and
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the subsequent calculation of the carrier mobility, demonstrates the capability of the

ultrafast Kerr-gated technique to probe carrier dynamics on short enough timescales

and high enough carrier densities, that a non-diffusion limited recombination regime

can be accessed for low carrier mobility nanowires.

3.3.2 Materials and Methods

The CdSxSe1−x nanowires used for these measurements were grown via the

same VLS method outlined in section 3.1.1. This technique is known to produce

single crystalline nanowires with wurtzite phase. Nanowires were drop-cast onto TEM

grids and the samples evacuated in a vacuum cryostat. Initial characterization of the

nanowires involved fluorescence microscopy with an Olympus IX70 while SEM imaging

was conducted after ultrafast measurements using a Hitachi S4700.

Figure 3.8 shows multiple images of the nanowire selected for this investiga-

tion. Figure 3.8 (a) shows a true color fluorescence micrograph of the nanowire. Color

space analysis was also employed to map the emission wavelengths along the length of

the nanowire and hence identify any composition variations that may occurred during

growth (Figure 3.8(b)). Assuming the dominant emission is as a result of band edge

emission,[98] then the average emission wavelength along the nanowire was ∼563nm.

There was a less than 5% variation in emission wavelength occurring along the length of

the nanowire. This average emission wavelength corresponds to a composition formula

CdS0.8Se0.2, when the compositional dependence found in Pan et al. is utilized.[95]

The SEM images (Figure3.8 (c) and (d)) shows the nanowire to be free of loose debris

and the magnified image reveals the surface to be smooth with no significant morpho-

logical changes. The nanowire was approximately 200 nm thick and 500 nm wide and

200 µm in length. Figure 3.8(e) shows the EDS spectra obtained for the nanowire

ensemble sample. The composition calculated from the EDS spectra was found to

be CdS0.64Se0.36. This is in agreement with the color space analysis as variations in

composition across the bulk sample is expected.
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(e)

Figure 3.8: (a) A fluorescence micrograph of the studied CdSSe nanowire on a TEM
grid. (b) The results of a color space analysis of the micrograph dis-
playing the extracted emission wavelength in nanometers. (c) and (d)
SEM images of the same nanowire. (e) EDS measurement for the bulk
sample.[99]
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Figure 3.9: a) A time-integrated open gate image displaying the luminescence along
the nanowire in a false-color scale. (b) The integrated intensity at two
different locations along the wire as a function of excitation fluence on a
log-log plot.[99]

3.3.3 Results and discussion

Figure 3.9 (a) shows the steady-state, false-color luminescence image of the same

nanowire excited at a fluence of 3.5 mJ/cm2. Several regions of high intensity emission

were observed along the length of the nanowire. Two of these regions of high intensity,

the red and green box indicated on the micrograph, were selected. The integrated

intensity for these two selected positions were plotted in Figure 3.9 (b) on a log-log

plot for a fluence ranging from 2 - 6.5 mJ/cm2. At fluences below 4.4 mJ/cm2, marked

by the dotted line, the emission intensity shows a non-linear increase with increase

in excitation fluence. A power-law fit to this non-linear increase shows a near cubic

growth in luminescence intensity with power. This growth is higher than previous

reports for free electron and hole or exciton recombination in CdSe nanowires.[100]

From the data in reference [101], the absorption coefficient for CdS0.8Se0.2 at 290 nm

was estimated to be 2×104cm−1. The carrier densities generated in the nanowire were

therefore estimated to range from 5 -10 × 1019cm−3 which is higher than the Mott
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Table 3.1: ASE Model Fitting Parameters

Fit Parameters Location 1
Relaxation rate γr (s−1) 2.5 × 1011

Escape rate γΦ (s−1) 1.3 × 1013

Shockley-Read-Hall γs (s−1) 2.0 × 10−10

Nongeminate rate constant γg (cm3s−1 ) 3.0 × 10−7

Auger rate constant (cm6s−1 ) 3.55 × 10−26

density of both CdS and CdSe.[102, 103] Above 4.4 mJ/cm2, there was a reduction

in non-linearity in the emission intensity indicated by the change in the slope. The

apparent plateauing of the emission intensity is either the result of carrier heating or

Auger recombination. Since the focus of the investigation is on ASE dynamics, the

discussion will be limited to resolving the temporal emission for fluences <4.5 mJ/cm2,

the ASE regime.

In transient mode, closed gate configuration, luminescence images of the nanowire

were recorded at different pump-probe delays and excitation intensities. For the region

of high intensity marked by the green box (Location 1), in Figure 3.8 (a), the emission

was integrated for each image and plotted as a function of time. Figure 3.9 is a plot

of the recorded transients at two excitation fluences, 2.2 mJ/cm2 and 4.4 mJ/cm2. At

2.2 mJ/cm2, the emission is broad and the peak intensity occurs at approximately 3.5

ps. Increasing the fluence to 4.4 mJ/cm2, the onset of emission shifts to earlier times

and the emission intensity increases. Two peaks are also observed, the higher of which

occurs at 2 ps and the second at a later delay time around 2.5 ps.

The solid lines represent the fitting of the data to the ASE model, described

previously (section 3.2.1). For the global fitting routine the only parameter that was

changed was the carrier density which is given by the increase in the excitation fluence.

The measured transient data fit reasonably well to the ASE model and was able to fit

both the shift in the onset of emission as well as the second peak observed at the higher

fluence in Figure 3.10. The fitting parameters are shown in Table 3.1. The extracted

Shockley-Read-Hall lifetime, which is a measure of the impurity mediated non-radiative
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Figure 3.10: Measured luminescence transients from the single nanowire at two dif-
ferent excitation fluences (gray and blue markers) and the fits to the
ASE model (solid) line at each fluence.[99]

lifetime,[104, 105] was ∼ 200 ps. This value was comparable to the measured non-

radiative recombination lifetimes reported for CdSxSe1−x nanobelts.[106] Although the

Shockley-Read-Hall term was expected to dominate as was reported previously,[59] for

the fit of this data, the non-geminate recombination rate constant was found to be the

leading damping term as the extracted value was 3.0 × 10−7 cm3s−1.

According to reference [63], depending on the mobility of the material, two

different regimes exist for non-geminate recombination either the diffusion controlled

or non-diffusion controlled, as discussed in section 1.1. Assuming the diffusion limited

condition applies to the undoped CdSxSe1−x nanowire in this study, then the non-

geminate rate can be given by

γg = eµL/ε (3.7)

The calculated Langevin mobility was 0.2 cm2/Vs. This value is comparable to the

electron mobility recorded from field-effect-transistor (FET) measurements on pure

CdS nanowires (1.7 cm2/Vs)[107] but is several orders of magnitude lower than the
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more recent time-resolved terahertz measurements (81.6 cm2/Vs).[106]

Although large mobilities in these nanowires were not expected, there is a pos-

sibility that at these high carrier densities the carriers recombine before they undergo

significant phonon, impurity or defect scattering. The criteria for being in the diffusion

limited regime was most likely not satisfied. Using a scattering time of 100 fs, [108]

it can be confirmed by a rough approximation, that at the high carrier densities gen-

erated in these measurements vT τs is approximately equal to (Nr)
−1/3 only when the

carrier temperature is on the order of 10 K. Therefore on these ultrafast timescales and

high carrier densities achievable with the Kerr-gated microscope, the non-diffusion con-

trolled regime, typically inaccessible by other techniques that operate at lower densities

and longer timescales, can be entered for low mobility material systems like CdSxSe1−x

nanowires.

3.3.4 Conclusions

Spatial variation in carrier dynamics along a single CdSxSe1−x has been observed

with ultrafast luminescence measurements. This type of excitation fluence dependent,

non-linear dynamics has been identified as amplified spontaneous emission (ASE) in

previous work. It was demonstrated that it is possible to observe differences in ASE

dynamics measured under identical conditions at different spots on a single nanowire.

These variations are a result of differences in the recombination rates. The changes in

recombination rates can be determined by fitting to the ASE rate model. It was found

that transient data with high signal-to-noise ratio was required to achieve an adequate

fit to the ASE model. Through globally fitting the emission data of a nanowire with

increased signal-to-noise ratio to the ASE model, the position dependent non-radiative

recombination rates and the non-geminate recombination rates at each location can

be extracted. From the measurement of the non-geminate recombination rate it can

be concluded that the majority of the excited carriers recombine before significant

impurity, phonon, or defect scattering. Therefore, carrier recombination is not diffusion

controlled at high densities even in low mobility materials.

41



Chapter 4

ZINC OXIDE SEMICONDUCTOR MATERIAL

This chapter takes a detailed look at one of the metal oxides, ZnO, that is at

the center of this study. A formal presentation of the physical properties and synthetic

methods of ZnO is necessary before a discussion of the ultrafast measurement of single

nanostructures is given. This ensures a fluent explanation of the observed ultrafast

phenomenon. This chapter will therefore present ZnO as a semiconductor material, its

applications, fundamental properties and the common synthetic methods for nanos-

tructures of ZnO. The synthetic pathways that lead to specific morphologies are also

explored as part of an extension of this study.

4.1 Historical Timeline

Investigations on ZnO are reported to have begun as early as 1912, with sys-

tematic studies into ZnO as a semiconductor occurring in the 1930s- 1940s, the semi-

conductor age, around the time of the invention of the transistor.[109, 110] Research

momentum picked up in the decades to follow and peaked around the 1970s, where the

first electronic application of ZnO in acoustic wave devices [111] came in 1976 following

the discovery of the piezoelectric properties of ZnO in 1960.[112, 113] Interest in ZnO

work faded in the early 1980s. The decline was attributed to two major factors, the

first of which was the inability to dope ZnO in both an n- type and p-type. Secondly,

the direction of interest switched to structures with increasingly smaller dimension-

ality, such as quantum wells, that were based solely on III-V systems.[110, 114, 115]

Research on diminutive structures of ZnO would not start until almost a decade later
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in the 1990s where there was a resurgence in scholarly work on the semiconductor ma-

terial. Prior to this, most research was conducted on bulk crystal samples and covered

areas such as growth, deep centers, luminescence and lasing to name a few.[116]

The current revival of ZnO research has been spurred on by the pursuit of

reproducible and stable p-type doping in ZnO. It has proven difficult to obtain p-type

doping [117, 118] because ZnO has the proclivity towards n-type conductivity.[119, 120]

A detailed discussion on p-type doping will not be undertaken in this work, instead

the past and present activities toward doping in ZnO can be found elsewhere.[120, 121,

122, 123]

4.2 Fundamental properties and applications

Despite the slow progress towards p-type doping, there has not been a shortage

of applications for ZnO. The list of favorable properties of ZnO has made it an ideal

candidate for incorporation into various devices. Table 4.1 summarizes some of these

properties discussed below.

Direct bandgap. Zinc oxide is a member of the II-VI class of compound

semiconductors. The direct band gap, 3.37 eV at room temperature and 3.44 eV

at low temperatures [124], is one the most attractive properties of ZnO. The wide

bandgap has made it suitable for optoelectronic applications in the blue/UV region of

the spectrum such as laser diodes [119, 120] and photodetectors. [125, 126, 127].

Strong luminescence. The photoluminescence spectrum of ZnO typically

shows three distinct bands, a peak at 386 nm, a weak blue peak 440-480 nm and broad

peak 510-580 nm.[128] The peak in the green region of the spectrum, attributed to

intrinsic defects, exhibits strong luminescence which can be used for phosphor appli-

cations such as thin-film electroluminescence displays. [119, 109, 129]

Large exciton binding energy. ZnO has a large exciton binding energy of

60 meV. [130] This property makes ZnO suitable for optoelectronic applications based

on excitonic effects since it exhibits efficient excitonic emission at room temperature

and higher.[119]
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Table 4.1: Properties of wurtzite ZnO. Reprinted with permission form Elsevier. [130]
Property Value
a0 0.32495 nm
c0 0.52069
a0/c0 1.602 (ideal hexagonal structure shows 1.633)
u 0.345
Density 5.606 g/cm3

Stable phase at 300 K Wurtzite
Melting point 1975 ◦C
Thermal conductivity 0.6, 11.2
Linear expansion coefficient(/C) a0: 6.5 106

C0: 3.0 106
Static dielectric constant 8.656
Refractive index 2.008, 2.029
Energy gap 3.4 eV, direct
Intrinsic carrier concentration <106 cm3 (max n-type doping> 1020 cm3

electrons; max p-type doping <1017 cm3holes
Exciton binding energy 60 meV
Electron effective mass 0.24
Electron Hall mobility at 300 K for 200 cm2/V s
low n-type conductivity
Hole effective mass 0.59
Hole Hall mobility at 300 K for low 550 cm2/V s
p-type conductivity

Piezoelectric properties. ZnO has large piezoelectric constants due to the

low symmetry of the wurtzite crystal structure discussed in detail in section 4.2.1 . It

has been utilized in surface-acoustic wave devices and piezoelectric sensors.[119, 109]

Strong surface sensitivity. Although the mechanism is not fully understood,[131]

the conductivity of the surface of thin films of ZnO are sensitive to surrounding gas

atmosphere. ZnO therefore can be used as a sensor for food freshness, poisonous haz-

ardous chemicals, soil and water pollutants and gas alarms.

Other applications that rely on the above properties include solar cells,[132]

field effect transistors (FET),[133] transparent electronics,[134] photocatalysts[135] and

ohmic contacts.[136]
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Figure 4.1: (a) Model of the wurtzite structure of ZnO, showing the tetrahedral
cordination of Zn-O . (b) The three crystal facets of ZnO nanostructures
(0001) {21̄1̄0}, {011̄0}. Reprinted with permission from Elsevier. [137]

4.2.1 Crystal structure

The II-VI group of binary compound semiconductors can crystallize in either

cubic zinc-blende or hexagonal wurtzite structure.[120] ZnO preferentially crystallizes

in hexagonal wurtzite structure, shown in Figure 4.1 (a), under standard conditions

and has lattice parameters a = 0.32495 nm and c = 0.52069 nm and hexagonal space

group P63mc. [137] The cubic zincblende structure is metastable and can be stabilized

by heteroepitaxial growth on certain cubic substrates such ZnS[138] and GaAs/ZnS

[139]. The rocksalt structure, however, can be obtained from wurtzite ZnO only under

external hydrostatic pressure and not by epitaxial growth.[116, 140, 120]

The tetrahedral coordination of the Zn2+ and O2− ions creates a non-central

symmetric structure that leads to the excellent piezoelectric and pyroelectric properties

discussed above (section 4.2).[109, 141] The ZnO structure consists of alternating planes

of tetrahedrally coordinated Zn2+ and O2− ions stacked along the c-axis. The polar

faces of the ZnO crystal are another important feature. Although the hexagonal unit

cell is neutral the cations and anions are spatially distributed in such a manner as

to cause some surfaces to be terminated solely by either cations or anions.[137] The
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polar surfaces in ZnO include ±(0001) and {011̄1} type surfaces. The basal plane

is the most common charged surface. The positively charged (0001) and negatively

charged (0001̄) surfaces set up a dipole and spontaneous polarization along the c-axis.

Convention states that the [0001] axis points in the direction of the O-plane to the

Zn-plane and is the z-positive direction and referred to as Zn polarity.[120] The ionic

nature of the charges on the polar surfaces makes them immobile and non-transferable

so the interactions rely on the distribution of these charges. The crystal formation

and growth are therefore dictated by configurations that minimize the electrostatic

energy.[141]

The growth tendency towards minimizing the energy of the surfaces means that

lower energy facets such as the nonpolar {21̄1̄0} and {011̄0} surfaces are maximized

as shown in figure 4.2. Similarly, 〈21̄1̄0〉, 〈011̄0〉 and ± [0001] are the three types of

fast growth directions in ZnO, whose growth rates can be controlled during synthesis.

Other than the energy of surfaces, the relative surface activities, determined by the

kinetics specific to each crystal plane, also determines the morphology and can be finely

tuned by growth parameters.[141] The combination of polar and nonpolar surfaces with

tunable growth rates allows ZnO nanostructures to be deliberately synthesized.

4.3 Synthesis and growth

The multitude of synthetic pathways for ZnO contributes to its appeal as a

semiconductor material. The versatility of ZnO stems from the variety of different

morphologies it can assume and how the subtle adjustment of growth parameters can

affect the optical properties. Because this study focuses on nanostructures of ZnO,

only synthetic methods specific to synthesis of single crystalline nanostructures will

be specifically addressed. Methods such as molecular beam epitaxy (MBE),[142] rf

magnetron sputtering,[143] metal organic chemical vapor deposition (MOCVD)[144]

and pulsed laser deposition (PLD),[145] although heavily utilized in synthesis of ordered

arrays, will not be addressed in detail as none of these methods were explored for the

synthesis of the nanostructures in this study. The ZnO nanostructures investigated
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Figure 4.2: The common growth morphologies of one-dimensional ZnO nanostruc-
tures and the corresponding facets. Reprint permission granted by Else-
vier. [137]
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in this study were synthesized by two main synthetic routes, vapor phase deposition

via the vapor-liquid-solid (VLS) method, as was detailed in section 3.1.1, and solution

based growth. The solution based growth methods can be further grouped into either

high or low temperature procedures. Regardless of the specific synthetic route each

method was uniquely sensitive to changes in the experimental parameters such as

temperature, carrier gas flow rate and precursor preparation. The adjustment of these

parameters, which allowed for manipulation of the growth morphology of single ZnO

nanowires, is explored with particular focus on growth via the solution based methods.

4.3.1 Vapor Phase Synthesis of ZnO

The two most important vapor phase techniques for growth of ZnO nanostruc-

tures are the VLS and MOCVD methods.[146, 144] The VLS method has been more

intensely investigated because of the lower cost and ease of the technique.[87] As out-

lined previously, VLS synthetic methods are conducted in a horizontal tube furnace at

high temperatures. Similar to the synthesis of CdSxSe1−x nanomaterial, the reactant

source powders in an alumina boat, are placed at the center of the furnace at the ap-

propriate growth temperature while the substrates are placed downstream at a lower

temperature or on top of the precursor boat. A gas stream is provided to the system

and for certain setups vacuum pressure, usually around ≈ 2 x 10−3 Torr.[141]

The synthesis of ZnO via vapor phase through a carbo-thermal reduction method

is one the most popular synthetic routes.[147, 148, 149] The ZnO nanowires measured

in chapter 5 and chapter 6 were synthesized by a VLS carbo-thermal method according

to the following method.[147, 150] ZnO nanopowder and active carbon were combined

in equal parts in ethanol and sonicated for 30 minutes. The mixture was then dried

in an oven at 80 ◦C. The dried mixture was transfered to an alumina boat. Cleaned

sapphire wafers were used as the growth substrate. A 10 mm thick layer of Au catalyst

was sputtered onto the sapphire wafers before placing them with the gold face down

on top of the alumina boat containing the precursor. The boat-wafer assembly was

placed in a horizontal tube furnace and the tube purged for an hour with Ar gas at
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a flow rate of 40 sccm at room temperature. The temperature ramp was then set to

900 ◦C at 80 ◦C per minute while the Ar flow was kept constant. The dwell time at

900 ◦C was set at 2 hours before the tube was opened to atmospheric oxygen. The

reaction was allowed to continue for another 3 hours at 900 ◦C, before naturally cooling

to room temperature.[151] The method produced nanostructures that follow a three-

stage growth model and both VLS and VS mechanisms. The resulting morphology was

that of hexagonal rods and belts. Details of the growth morphology as a result of the

selected growth parameters are outlined in section 6.2.4.

As in most synthetic procedures of nanostructures the resultant product quality

and morphology is dependent on the processing parameters. For vapor phase techniques

these include temperature, pressure, the type of carrier gas and the flow rate, substrate,

growth time, type of catalyst, system geometry and starting material. The temperature

range used in a vapor phase process depends on both the source material as well the

location of the growth substrate.

Different starting materials can be used as the source for ZnO nanostructures

in vapor phase methods. The most common materials are pure zinc metal or a mix-

ture of ZnO and carbon powder.[152] For pure Zn, typical source temperatures are

approximately 500 ◦C and 800-1100 ◦C for ZnO-carbon mixtures.[153, 147] The source

temperature is usually selected based on the volatility of the source material and is

usually chosen to be slightly lower than the melting point of the source.[141] For other

methods that use zinc acetylacetonate hydrate, the source temperature is lower and can

range from 130-140 ◦C.[154] The temperature of the substrate and hence the growth

temperature of the nanostructures can range from 450-550 ◦C if the substrate is posi-

tioned downstream of the source materials or will be at the source material temperature

if placed on top of the alumina boat.

Another important parameter is the nature of the growth substrate. For aligned

arrays, the crystal structure of the substrate is critical for the orientation of nanowires.

ZnO nano arrays have been successfully grown on saphhire, GaN, AlGaN and AlN sub-

strates using the VLS process.[155] The epitaxial growth of ZnO nanowires on specific
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single crystal substrates determines the growth orientation while the vertical alignment

quality is controlled by many other parameters.[156] Sapphire and nitride substrates

have been particularly successful at producing well aligned ZnO nanowires because of

the small lattice mismatch between ZnO and the substrates. Nitride substrates such

as GaN and AlGaN, have the same wurtzite structure as ZnO and so growth along the

[0001] direction is adhered to very closely with epitaxial confinement in all the planes

equivalent to (011̄0).[156] The c-plane of AlxGa1−xN substrate is therefore ideal for

growing well ordered ZnO nanowire arrays. For sapphire substrates, although the lat-

tice mismatch along the c-axis of sapphire and the a-axis of ZnO is approximately zero,

the (112̄0) plane of sapphire is a rectangular lattice and so the epitaxial relationship is

only true for one direction.

Although ZnO shows a strong dependence on the substrate crystal structure,

well aligned, high aspect ratio ZnO nanowires have also been grown on Si(100) and

Si(111) surfaces by fine tuning the growth parameters. [157, 158, 87] The VLS synthe-

sis of ZnO is particularly sensitive to the oxygen concentration in the closed system.

In particular, the oxygen partial pressure and the total system pressure can have a

strong effect on nanowire growth. The oxygen concentration in the system can influ-

ence the volatility of the source material and the stoichiometry of the vapor phase.

These changes in growth conditions ultimately affect the optical properties and intrin-

sic defects in the individual nanostructures.[141] A more in-depth discussion of growth

conditions and defects will be undertaken in section 4.4 and chapter 6.

In VLS synthetic methods the metal catalysts employed also play an important

role in the initial stages of the nanowire growth. Alongside the other parameters such

as temperature and system pressure, the type of metal catalyst and thickness of the

layer need to also be carefully considered. The typical metal catalysts used are Au,

Cu, Ni and Sn.[87] Changing the metal catalyst has been shown to determine whether

nanowires grow via VLS, VS, VSS or a combination of these mechanisms.[159]

The primary aim of VLS techniques are to produce ordered arrays of vertically
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(a) (b)

Figure 4.3: (a) SEM image of ZnO nanowire array grown via second VLS method.
(b) Magnified image of a single ZnO nanowire showing the characteristic
gold catalyst tip.

aligned nanowires, the collective set of growth conditions can, however, occasionally cre-

ate an environment conducive to the horizontal alignment of nanowires on a substrate.

Horizontally grown nanowires, like their vertical counterparts, have found applications

in next generation devices.[160] They have the potential to replace the need of post-

growth manipulation of delicate, vertically grown nanowires. The guided horizontal

growth would make it easier for large scale integration of nanowires in circuits and pla-

nar devices.[161] Lateral growth of nanowires has been observed in numerous studies

occasionally as an unexpected growth anomaly as well as in specific parameter con-

trolled investigations.[162, 163] For studies that pursue deliberate growth of horizontal

nanowires the focus is primarily on expitaxial relationships between the nanowire and

the substrate. Joselevich et al. have suggested that there are three general modes of

guided nanowire growth via VLS. There is epitaxial growth along lattice directions,

graphoepitaxial growth along L-shaped nanosteps and graphoexpitaxial growth in V-

shaped nanogrooves.[160]
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(a) (b)

Figure 4.4: (a) and(b) SEM images of horizontally aligned ZnO nanowires grown via
second VLS method.

The epitaxial horizontal growth is reported to be accompanied by the expected

vertically aligned growth. Figure 4.3 shows ZnO nanowires grown via a different carbo-

thermal method than described above. In this second method the 1:1 ZnO to carbon

powder mixture was ground together thoroughly before transferring to an alumina

boat. An a-plane sapphire wafer, sputtered with 3.0 nm gold, was placed on top of

boat with the sputtered face down. The boat wafer assembly was then positioned in

a small inner quartz tube before placing it at the center of a larger quartz tube in the

tube furnace. The small inner quartz tube served to concentrate the reactant vapors

within the vicinity of the substrate. The temperature was ramped to 900 ◦C at a rate

of 42 ◦C/minute after a purge cycle at 150 ◦C. An Ar gas flow rate of 23 sccm was

maintained throughout the purge and growth cycle. This method yielded very uniform

nanowires approximately 200 nm in diameter and with the characteristic gold tip in

one area as shown in Figure 4.3, as well as much smaller horizontally aligned nanowires

approximately 10 nm in diameter in other regions (Figure 4.4).

The a-plane of sapphire has been preferentially used as the crystallographic
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plane for growth of ZnO thin films and nanowires. Horizontal growth of ZnO nanowires

has also been previously reported on a-plane sapphire substrates. In these investiga-

tions the growth direction of the nanwires were in two opposite directions, ±[11̄00].

Nikoobakht et al. showed that the vertical mode of growth competed with horizontal

growth.[162] The horizontal growth was also very sensitive to the size and spacing of

the Au nanodroplet. Only with nanoparticles smaller than 20 nm were ZnO nanowires

observed to grow horizontally. These Au nanoparticles also had to be placed 100-150

nm apart. In contrast to the VLS sythesis technique employed for this study, these

reports used patterned gold catalyst on the surface of the sapphire wafer either by

photolithography or gold etching using a polydimethylsiloxane (PDMS) stamp as a

mask.

Figure 4.5 shows the Au nanodroplets formed when 6 nm of Au was sputtered

onto the surface of a silicon wafer. The nanoparticles ranged in size from approximately

5 nm to 20 nm and the spacing between particles varied. The error in the deposition

thickness is approximately ± 2 nm so the size of the Au nanodroplets formed from the

deposition of 3 nm of Au, as was used in the second VLS method, would be comparable.

The size of the nanoparticles would therefore be appropriate for the observation of

horizontal nanowires on the whole substrate. As shown in Figure 4.3 and 4.4, there is a

mixture of both growth modes. If only the size of the Au is considered, the high mobility

of Au nanodroplets at elevated temperatures on Si surface can lead to agglomeration

and the formation of larger nanoparticles.[164] The vertical ZnO nanowires were grown

on the part of the substrate that was closer to the center of the furnace and hence at

the higher temperature. The temperature gradient established in the tube furnace

could lead to larger nanoparticles forming in one part of the substrate than another.

The vertical nanowires were larger in diameter than the horizontally grown nanowires

indicating a larger starting Au catalyst nanodroplet.

The cause of this type of horizontal growth is still not fully understood but it

has been shown that this type of heteroepitaxial growth also depends on minimization

of strain energy. It has also been observed, however, apart from the dependence of
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Figure 4.5: SEM image Au droplets formed from the deposition of 6 nm layer onto
silicon wafer using vacuum sputtering system.
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Au nanodroplet size, that epitaxial relationships of the nanowires and the substrates

match that reported for thin films. This suggests thermodynamic influences in the

control of the growth mode. Contrary to this, growth of nanowire facets that are not

the lowest energy facets have also been observed. This suggests kinetic control at work

in the determination of the growth mode.[161]

The growth simulation model proposed by Schwarz et al. proposes that in the

initial stages of growth a droplet sits on top of a tapered pedestal where new facets

are introduced to continue with steady-state nanowire growth. If the energetic effects

of the facet edges become too large then the initial tapered base continues to taper

rapidly and the catalyst droplet rolls off the top. Growth then continues from the base

of this catalyst along the surface of the substrate. The set growth conditions would

change the edge energies but little is known about how parameters such as temperature

and partial pressure affect it.[165]

4.3.2 Solution based Synthesis of ZnO

Although high temperature vapor phase methods are known for producing more

optical quality crystalline nanostructures, solution based methods can be performed

at much lower temperatures and have more controllable parameters to manipulate.

This particular feature of solution based methods can serve as either a hindrance or as

an advantage. More parameters can be difficult to control when trying to reproduce

a synthetic method while it can also provide more ways of adjusting growth condi-

tions. Additionally, as the ultrafast measurements did not require vertically aligned

nanowires, epitaxial growth was one less restriction in the high temperature solution

based synthesis. The free growth of the nanostructures in solution meant less manipu-

lation while preparing samples and decreased chance of damage to the nanostructures

before measurement. The high temperature solution-based methods were therefore

preferred over the low temperature methods. Solution based methods can be classi-

fied as either hydrothermal or solvothermal. Hydrothermal methods use water as a

solvent while solvothermal methods use solvents.[127] The low temperature synthetic
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trials were solely hydrothermal while the high temperature trials explored both types

of methods.

High temperature methods. The high temperature method required the

use of a 300-mL stainless steel autoclave with a teflon liner. The high pressure sys-

tem allowed the aqueous reaction to be raised to temperatures above 100◦C. The two

procedures that were compared were, a hydrothermal method adapted from Zhang et

al.[166] and a solvothermal-type method adapted from Fan et al. [167] Both methods

were prepared without surfactants as an exploration of the limits of the tunability of

the ZnO structures without additional reactants.

For the hydrothermal method the growth solution was prepared by combining

80 mL of 0.15- 0.5 M ZnCl2 solution and 4 M NaOH solution and mixing rapidly for

20 minutes before transferring to the autoclave. Growth was conducted at 200 ◦C for

varying growth times. The growth systems were either allowed to grow undisturbed

or subjected to low speed stirring. The autoclave was allowed to cool to room tem-

perature naturally. The samples were washed repeatedly with distilled water and then

centrifuged and dried in a tube furnace for an hour before SEM or ultrafast measure-

ments were conducted.

The chart shown in Figure 4.6 details the growth conditions and resulting mor-

phology of the ZnO nanostructures. The general morphology was hexagonal nanorods

of varying dimensions and shapes. Figure 4.7 (a)-(d) shows the effect of increasing

the ZnCl2 concentration while maintaining a constant NaOH concentration of 4 M. In-

creasing the ZnCl2 concentration from 0.15 M to 0.2 M resulted in only subtle changes

to the morphology. The tips of the rods became more defined and prismatic compared

to rough, irregular shaped tips in the lower concentration solution. In the reaction so-

lutions with concentrations above 0.2 M, nanoflowers consisting of multiple hexagonal

nanorods were observed. The reaction solution with 0.5 M ZnCl2 showed nanoflow-

ers with nanorods densely packed around a core while the nanoflowers in the reaction

solution with 0.3 M ZnCl2 were an assorted mix of densely packed nanoflowers and
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Temperature 
(°C)

Concentration
(M) 

Time
(Hours)

Morphology Notes

NaOH ZnCl2

200 4 0.15 10 • Hex rods with round and 
irregular pointed tips

• Different sizes

200 4 0.15 10 • Hex rods with irregular pointed, 
pencil point tips 

• Hex rods of uniform size 

mixing

200 4 0.2 10 • Hex rods,  round and pointed
tips

200 4 0.2 10 • Hex rods, round tips mixing

200 4 0.2 15 • Hex rods, less sharp tips,
indentation along growth 
length

• Short pieces

200 4 0.3 10 • Hex rods with pointed tips

• Nano flowers of Hex rods with 
sharp and flat tips

200 4 0.3 15 • Hex rods flat tip, indentation 
along growth length

200 4 0.3 20 • Hex rods flat tip, indentation 
along growth length

• Broken pieces and 
conglomerates

200 4 0.3 20 • Hex rods flat tips

• Nanoflowers of long rods, sharp 
tips

mixing

200 4 0.3 30 • Large Hex rods with flat tops

• Broken pieces and 
conglomerates

200 4 0.5 10 • Nanoflowers of Hex rods with 
pointed tips

200 4 0.5 20 • Nanoflowers of  Hex rods, 
densely packed, less sharp tips

• Broken pieces

200 6 0.3 10 - Amorphous conglomerates

- Pieces of Hex rods

Figure 4.6: Chart showing growth conditions and morphology for alkali method.
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(a) (d)(c)(b)

(g)(e) (f) (h)

Figure 4.7: SEM images of ZnO nanostructures obtained with alkali hydrothermal
method with ZnCl2 concentrations (a) 0.15 M, (b) 0.2 M, (c) 0.3 M and
(d) 0.5 M. ((e)-(h) SEM images of nanostructures grown with increas-
ing growth times of 10 , 15, 20, 30 hours respectively for fixed ZnCl2
concentration of 0.3 M and NaOH concentration of 4M.

nanoflowers with as few as 6 hexagonal nanorods per structure. At ZnCl2 concentra-

tions above 0.2 M there were also fewer single hexagonal nanorods with the 0.5 M ZnCl2

solution consisting of only nanoflower structures. Increasing the growth time (Figure

4.7 (e)- (h)) from 10 hours to 30 hours resulted in a significant change in morphology.

The nanostructures changed from well defined hexagonal nanorods and nanoflowers to

larger hexagonal microrods with flat ends and fused conglomerates.

In the system described, the ratio of NaOH to ZnCl2 establishes a strongly

alkaline solution with the source of the Zn2+ being a Zn(OH)2−
4 complex. The formation

of ZnO then follows the equations

2NaOH +H2O −→ 2Na+ + 4OH− (4.1)

Zn2+ + 2OH− + 2H2O ←→ Zn(OH)2 + 2H2O (4.2)
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Zn(OH)2 + 2OH− ←→ [Zn(OH)4]2− (4.3)

[Zn(OH)4]2− ←→ ZnO +H2O + 2OH− (4.4)

The morphology control of ZnO in hydrothermal reactions is determined by two

main factors the internal crystal structure and external conditions such as temperature,

pressure and the presence of surfactants.[168] It has been reported that the starting so-

lutions for hydrothermal growth can be more critical to crystal shape than the external

conditions.[166, 169] The starting solutions determine the initial nucleation and dif-

ferent nuclei morphologies cause the different crystal shapes. The external conditions,

however, mainly affect the continued growth.[170] Since [Zn(OH)4]2− acts as the build-

ing block of the ZnO nanostructures, the availability of [Zn(OH)4]2− in solution affects

the nuclei size and crystal growth. The nuclei of ZnO result from the condensation of

soluble [Zn(OH)4]2− clusters through a dehydration process detailed in equation 4.4.

The high growth temperature (200 ◦C) can generate active growth sites around the

circumference of the nuclei. Coupled with the fast incorporation of the [Zn(OH)4]2−

growth units into these condensed clusters, growth can occur along the c-axis in mul-

tiple directions. Increasing the concentration of Zn2+ in solution increases the rate

of condensation and subsequent precipitation, forming the nanoflower morphology ob-

served in Figure 4.7 (c) and (d). From a kinetics stand point, the anisotropic crystal

growth in ZnO is a result of the different growth rates at each of the crystal faces with

V(0001) >> V(011̄0) > V(011̄1) > V(0001̄).[171] Figure 4.8 shows the location of each

of these crystal planes in a idealized ZnO crystal hexagonal rod. From the given growth

rates, it would seem possible to synthesize ZnO nanorods with high aspect ratios by

just increasing the growth time. Figure 4.7 (e)- (h) shows that this is not the case and

longer growth times lead to lower aspect ratios and larger clustered structures. The

absence of a suitable surfactant is responsible for this. The growth time experiments
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Figure 4.8: Idealized growth morphology of ZnO crystal. Reprint permission granted
by Crystal Growth. [171]

highlight the growth limits of ZnO nanostructures with the hydrothermal method with-

out surfactant. The surfactant would aid in sufficiently inhibiting lateral growth of the

side walls facilitating higher aspect ratios without aggregation.[168]

Figure 4.9 shows the affect of stirring on two different starting concentrations of

ZnCl2. The samples that were stirred, Figures 4.9 (b) and (d), both showed increased

aspect ratios. The unstirred samples, Figures 4.9 (a) and (c),showed nanorods with

indentations along the length. This feature was completely absent in the stirred sam-

ples. It is proposed that the indentations are a result of two nanorods growing head-on

as shown in the inset of Figure 4.9 (a). The agitation caused by stirring the reaction

mixture reduces the chances of nanorods remaining in the same growth position to

grow head on.

In the solvothermal method, the starting solution consisted of 25 mL of 1 M

NaOH and 1 M Zn(NO3)2.6 H2O added and stirred for 10 minutes before 150 mL

of ethanol was then added to the mixture to form a colloid. The colloid mixture

was stirred for an additional 10 minutes before being transferred to a stainless steel
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(a) (b)

(c) (d)

Figure 4.9: SEM images of ZnO nanostructures grown with starting reagents 4 M
NaOH and .2 M ZnCl2 (a) unstirred (b) stirred reactions. Inset shows
the possible cause of the indentations observed. SEM images of ZnO
nanostructures grown with starting reagents 4 M NaOH and .3 M ZnCl2
(c) non-stirred and (d) stirred reactions.
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autoclave where the growth process is carried out at temperatures ranging form 180

-200 ◦C for varying growth times. The autoclave was allowed to cool naturally before

the sample was removed. Similar to the alkali method the samples were washed with

distilled water, centrifuged and dried before characterization. Table 4.10 shows the

details of the different trials and the resulting morphologies. In general, the results of

the colloid method showed mixed morphologies, regardless of the growth conditions as

opposed to the alkali method that showed more homogeneous morphology distribution

for each trial. Additionally, the overall size of the nanostructures were smaller in the

colloid method than in the alkali method. Figure 4.11 shows the effect of increased

growth time on morphology. At 10 hours the ZnO nanostructures were spindle shaped,

small nanoflowers and even smaller hexagonal pieces that were the starting crystals of

nanorods. Increasing the growth time to 15 hours, the morphology changed to slightly

larger nanoflowers, and rods as well as amorphous clumps of ZnO material. Smaller

hexagonal pieces were also still present. For a growth time of 20 hours, larger more

defined nanoflowers were observed along with nanorods and large misshaped rods.

Figure 4.12 shows the effect of NaOH concentration and temperature on mor-

phology. The increase in pH and temperature had a more dramatic effect on the

morphology than growth time. When the NaOH concentration was increased from 1

M to 6 M the morphology changed to broad hexagonal rods. Decreasing the tempera-

ture form 200 ◦C to 180 ◦C changed the morphology from an assortment of nanoflowers

and hexagonal pieces to dumbbells of varying sizes with holes through the center.

To understand the morphology changes in the colloid method it is useful to

examine the reaction equations that govern the formation of ZnO shown above. In

lower pH (less alkaline) and colloid solutions the source of Zn2+ is predominantly in

the form Zn(OH)2. Equation 4.3 shows that the reaction equilibrium would shift to

the left in low pH conditions, decreasing the [Zn(OH)4]2− growth units available in

solution. With insufficient growth units the ZnO structures are unable to grow as

large into the well defined hexagonal rods as in the alkali method. This dependence on

chemical equilibrium is confirmed by the change in morphology shown in Figure 4.12
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Temperature 
(°C)s

Concentration
(M) 

Time
(Hours)

Morphology

NaOH Zn(NO3)2

200 1 1 10 - Spindle rods

- nanoflowers with 
flat tops

200 1 1 15 - Small Hex rods 
- nanoflowers with 

rods flat top (few)

- Amorphous clumps

200 1 1 20 - Small nanoflowers
with rods with flat 
tips

- Small dumbbells

200 6 1 10 - Flat hex rods with   
sharp tip

- Flat hex mini rods

180 1 1 20 - Dumbbells with
holes

- Spindles

Figure 4.10: Chart showing growth conditions and morphologies for the solvothermal
method.
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(a) (b) (c)

Figure 4.11: SEM images of ZnO nanostructures grown via the solvothermal-colloid
method with 1 M NaOH and 1 M Zn(NO3)2 at (a) 10 hours, (b) 15
hours and (c) 20 hours.

(a) to (b) with the increase in NaOH concentration.

The effect of the decrease in temperature on the morphology involves both the

initial nucleation phase as well as the continued growth parameters. At 180 ◦C the pre-

dominant morphology is that of dumbbell-shaped, twinned ZnO crystals. The growth

mechanism and formation of dumbbell shaped ZnO nanostructures and microstructures

has been discussed in numerous studies.[172, 173, 174] Each assigning different growth

mechanisms. Most of these studies have assigned additives such as surfactants or dif-

ferent mineralizers as the cause of observed morphology. In the current hydrothermal

method, as no surfactants were used, no surfactant-bonded species are involved in the

growth mechanism hence the driving force must be the energetics associated with the

individual crystal planes as well as the external growth conditions.

Decreasing the growth temperature would decrease the number of active growth

sites around a newly formed ZnO nuclei and inhibit the formation of nanoflower-like

structures that were observed at the 200 ◦C. Hence, no densely packed nanoflower

structures are observed at 180 ◦C. The dominant dumbbell morphology at 180 ◦C is

not uncommon as the arrangement of the polar crystal of ZnO makes twin formation

favorable with either the positive or negative faces serving as the interface contact
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(a) (b)

(c) (d)

Figure 4.12: SEM images of ZnO nanostructures grown with 1 M Zn(NO3)2.6 H2O
and (a) 1 M NaOH and (b) 6 M NaOH. SEM images of ZnO nanos-
tructures grown at (c) 200 ◦C and (d) 180 ◦ with a constant reactant
concentrations.
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Figure 4.13: Formation of twin crystal nucleus by the linkage of ZnO−6
4 tetrahedral

growth units by K+ bridge. Reproduced with permission from John
Wiley and Sons.[175]

point. Wang et al. suggested that in the nucleation step, the small crystals have

large surface energy that can be lowered by the addition of ions in either the twin

or normal positions.[175] If ZnO−6
4 tetrahedral ions are considered the growth units,

then the K+ or Na+ from the addition of mineralizing salts can form bridges, ZnO−6
4

—Na+ —ZnO−6
4 , which increase the stability of the units (Figure 4.13). Although the

current preparation does not add additional mineralizing salts to the reaction mixture

the free Na+ from the NaOH would act as a stabilizing ion bridge. The stability of the

ZnO−6
4 growth unit, however, compared to the more commonly accepted [Zn(OH)4]2−

growth unit is still discussed in the literature and differs dependent on the energy model

utilized.[175]

Alternatively, basal plane defects with inversion domain boundaries (IDB), a
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type of homophase boundary,[176] have been found at the interface of twin dumb-

bell structures.[177] In the noncentrosymmetric structure of ZnO, inversion domain

boundaries are the most common planar fault.[173] In the formation of the inversion

boundary the crystal structure assumes a head-to-head configuration where the positive

end, [0001] direction, of each end of the dumbbell is pointing to the IDB. The exposed

end faces of the dumbbells are therefore the negative (0001̄) planes. The growth rate

of the [0001̄] direction is faster than that of the [0001] direction for dumbbell structures

as the structures grow outwards from the exposed planes. The equal ratio of NaOH to

Zn(NO3)2.6 H2O used for the colloid synthesis also creates an environment with excess

Zn2+. These ions would adsorb to the oxygen-terminated or negative polar face (0001̄)

forming a surface rich in Zn2+ that mimics the positive polar face. The newly posi-

tive face can then adsorb [Zn(OH)4]2− growth units preferentially to the intrinsically

positive (0001) polar face which is at the IDB boundary interface.

Many of the dumbbells are also hollow or exhibit small holes as the center of the

exposed end faces. The structures are not hollow all the way through, however, but have

holes that extend to differing depths. The suggested mechanism for the growth of the

hollowed dumbbells is similar to that observed for tellurium nanotubes.[178, 179, 180]

A secondary nucleation process occurs, early in the formation of the structure, pref-

erentially on the circumferential edges of each of the hexagonal rods of the dumbbells

because of the relatively higher free energies. The rapid growth and subsequent deple-

tion of the growth units reduces the growth unit concentration in the bulk solution.

Nucleation-induced concentration depletion has been observed in colloidal systems pre-

viously. After the secondary nucleation and growth begins, mass transport to the

growing regions leads to under-saturation or depletion of the [Zn(OH)4]2− in the cen-

tral region of the dumbbell, eventually forming a hollowed out hexagonal rod.[168, 178]

Low temperature methods. Low temperature methods are classified as such

because they are conducted in an oven as opposed to a furnace and are kept below

80 ◦C as they are usually hydrothermal based methods. In low temperature methods

a treated or untreated substrate is suspended in a growth solution which is usually
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Figure 4.14: SEM images of nanowires grown on the same wafer by the low temper-
ature hydrothermal method.

adjusted for Zn content and pH. A ZnO seed layer is often applied to the substrate

for low temperature synthesis although there are low temperature methods where Zn

metal foil was used as the seed layer instead.[159] The seeding solution was a 5 mM

zinc acetate dihydrate solution in ethanol that was drop cast and dried onto a silicon

wafer.[181, 182] The seeded layer is then annealed. The annealing temperature, seed

layer thickness, crystallite size and deposition technique can affect the growth orien-

tation of the nanowire array and the photoluminescence of the nanowires.[159] The

drop casting method of seeding although effective was found to be sometimes incon-

sistent with respect to even distribution of seeds on wafers. This resulted in samples

with mixed morphologies and also difficulty in reproducing experimental runs. Figure

4.14 shows two different regions on the same sample wafer where different nanowire

morphologies were grown.

Other factors that affect aligned growth of nanowires in the low tempera-

ture method are the use of additives. These additives play the role of pH buffering

agent, control the defect densities in nanostructrues and facilitate axial growth.[183]

Hexmethylenetetramine (HMTA) and polyethyleneimine (PEI) are common additives

in low temperature growth.[181, 184] Figure 4.15 shows SEM images of nanowire arrays

grown with and without PEI. The solution grown without PEI shows nanowires very
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(a) (b)

Figure 4.15: SEM images of nanowires grown (a) with 0.005 M PEI and (b) without
PEI in the growth solution.

closely packed and fused together at the base. Additives such as PEI and HMTA are

thought to adsorb to the (lateral) non-polar facets of the nanowire due to electrostatic

affinity and effectively inhibit lateral growth.[87, 185]

4.4 Point defects

Point defects are the imperfections that occur in lattice of a crystal. Efficient or

shallow donors and acceptors have energy levels close to the conduction or valence band,

while others reside energetically deep within the forbidden band-gap and are considered

deep centers.[186] Deep centers and defects can be classified as either native (intrinsic)

or extrinsic. The common extrinsic deep centers in ZnO are the transition metal ions

of Cu, Fe, Co and Mn and the ions of Li and Na.[186, 187] Intrinsic defects involve only

the constituent elements of the crystal and include vacancies, interstitials and antisite

defects. Vacancy defects are lattice sites, typically occupied in a perfect crystal, but

are missing atoms. Interstitial defects occur when extra atoms occupy interstices in

the lattice or sites in the crystal that usually do not have an atom. Lastly, antisite

defects occur when atoms in the lattice exchange positions such as a O atom occupying

a Zn position.
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Defects, both extrinsic and intrinsic, can strongly affect the electrical and opti-

cal properties and doping of ZnO. Specifically, they can lead to additional absorption

bands and emission bands at photon energies significantly below the band-gap.[186] In-

trinsic defects are believed to be responsible for the unintentional n-type conductivity

of ZnO.[119] Both oxygen vacancies (VO) and zinc interstitials (Zni) have been sepa-

rately cited as the root cause of this phenomenon.[188, 189] The source of the green

emission in ZnO is another heavily debated material property. Again, both VO and

Zni have been ascribed as the source of this emission either separately or as combined

contributors. In both cases the assignments are based on the indirect evidence such as

trends in the increase or decrease of electrical conductivity with oxygen partial pressure

and oxygen or zinc vapor annealing with the decrease in emission.[190, 191] Few studies

have performed density functional calculations to confirm these hypotheses.[192]

In addition to the experimental work on point defects, extensive work has been

done to understand them theoretically. The formation energies of point defects have

been calculated with the intention of determining the point defects that dominate un-

der certain conditions. Using first- principles density-functional calculation methods,

the formation energies, transition levels and migration barriers of point defects can

be calculated. The most common type of calculation method is the plane-wave pse-

duopotential density-functional calculation.[120] In density-functional theory, the total

energy of a system of electrons at the ground-state, when subjected to an external

Coulomb potential given by nuclei or ions, can be calculated. From the total energy

the formation energy of defects can then be calculated.[119]

In this approach the concentration of native defects in a solid is related to the

formation energy Ef by the equation [193, 119, 194]

C = Nsitesexp

(
−Ef

kBT

)
(4.5)

where Nsites is the number of sites in the crystal where the defect can occur. Equation

4.5 shows that at low formation energies there will be a high equilibrium concentration

of the defects while at high formation energies the defects are unlikely to form and
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the concentration will be low. The formation energy is also affected by growth or

annealing conditions and if the defect is charged, it will also depend on the Fermi level

(EF ). For an oxygen vacancy for example, the formation energy is determined by the

number of Zn and O atoms in the environment given by the chemical potentials µZn and

µZn. The chemical potentials depend on the experimental growth conditions which are

either Zn-rich (µZn = µZn(bulk)), O-rich (µO = µO2) or conditions in between.[120] The

formation energy can then be written in terms of µ and EF according to the following

equation[119]

Ef (V q
O) = Etot(V

q
O)− Etot(ZnO) + µO + q(EF + EV BM) (4.6)

where Etot(V
q
O) is the total energy of the a supercell containing the oxygen vacancy

with a charge state q, Etot(ZnO) is the total energy of a ZnO perfect crystal in the

same supercell and EV BM is the valence band maximum (VBM). Equation 4.6 can

be formulated for all of the native defects at any of their natural charge states. The

Fermi level is taken with respect to the VBM and varies from 0 to the conduction band

minimum (CBM) which is equivalent to the fundamental band-gap (Eg).

Figure 4.16 shows the formation energies of the different charge states of the

native defects of ZnO as a function of Fermi energy. Calculated formation energies are

typically presented this way to demonstrate the behavior of the defects with changes

in the doping level. The transition level between charge states of a defect observed

on the plots are indicated by kinks in the curve. The transition level (ε(q/q′)) is the

Fermi energy at which the formation energies of the charge states q and q′ are equal

and is given by the equation

ε(q/q′ =
[
Ef (Dq);EF = 0)− Ef (Dq′);EF = 0

]
/(q′ − q) (4.7)

where Ef (Dq;EF = 0) is the formation energy of the defect sate D at the charge

state q when the Fermi level is at the valence band. At Fermi-level positions below

this transition level q is stable, while above it q ′ is stable. The transition level also
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Figure 4.16: Formation energies as a function of Fermi level for Zn-rich and O-rich
growth conditions calculated using GGA + U method. Dotted line
represents the conduction band minimum of ZnO. Reproduced with
permission from Physical Review B .[195]
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corresponds to the thermal ionization energies. Shallow defects are more likely to be

ionized at room temperature.

Various approaches have been used to calculate the formation energies and tran-

sition levels of native defects in ZnO. [196, 195, 119, 197] The results obtained from

these approaches have differed from each other. For the local-density approximation

(LDA) and generalized-gradient approximation (GGA), commonly used methods, the

band-gap is severely underestimated by approximately 75%.[119] To overcome this,

self interaction corrections such as LDA+U, GGA+U and B3LYP have been employed

to compensate for the band-gap deficiency in the method. Vidya et al. reported a

doubling in the value of the band-gap with a GGA+U calculation.[195] Figure 4.16

and 4.17 shows the formation energies for the native defects of ZnO as a function of

Fermi level for both Zn-rich and O-rich conditions using GGA+U and LDA+U ap-

proaches respectively. The discrepancies in the results of the two methods are readily

observable. For the Zn-rich conditions calculated using the GGA+U method oxygen

vacancies (VO) followed by zinc vacancies (VZn) and zinc interstitials (Zni) were the

most abundant defects at the CBM. While for the LDA+U method zinc vacancies

had the lowest formation energy, followed by zinc interstitials and oxygen interstitials.

Theses differences in results make it somewhat difficult to definitively assign a single

dominant defect at any one Fermi level.

Increasing the concentration of defects can also lead to the formation of de-

fect complexes. There can be strong Coulombic interaction between donor-like and

acceptor-like defects as well as strong attractive forces between donor defects.[198, 199]

The implication of defect complexes on the electronic properties of ZnO are discussed

in more detail in section 6.2.4.
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Figure 4.17: The formation energies as a function of Fermi level for Zn-rich and O-
rich growth conditions calculated using LDA + U method. Reproduced
with permission from Physical Review B .[119]
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Chapter 5

ULTRAVIOLET FEMTOSECOND KERR-GATED MICROSCOPY

Equation 2.6 shows that if the emission wavelength of the sample is decreased

then higher transmission could be achieved. Configuration of the setup for the UV

detection range was necessary for measuring the wide bandgap metal oxides, outlined

in the primary objectives in chapter 1, but it was also anticipated that the higher

transmission of the signal from the sample would allow for a wider range of single

nanowires that could be measured. In the configuration for visible detection only

nanowires with emission intensities that saturated the CCD camera in the open gate

configuration could be gated for measurement. This chapter outlines the results of the

UV conversion of the setup and explores the capability of the setup through preliminary

measurements of a single ZnO nanowire.

5.1 Kerr Medium Selection for the UV

The Kerr-gate is the heart of the setup and special consideration was taken

when choosing the Kerr medium that would be used for measurements in the UV.

In selecting the most appropriate Kerr medium, it is necessary to determine what

compromise between time resolution and gating efficiency is appropriate for the samples

to be measured. For this setup, the first criteria was that the Kerr medium be a

solid crystal as opposed to a liquid. Although more popular in early applications of

Kerr-gating,[201] the slow response time of liquid Kerr mediums outweigh the higher

third-order nonlinearity (Kerr efficiency) exhibited. The response time of liquid or

solution based Kerr mediums is primarily dependent on the rotational relaxation of

the molecules and hence the average response-time is approximately 1.4 ps.[202, 203]

While the Kerr response in optical glasses, on the other hand, is purely electronic
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Figure 5.1: The instrument response function for YAG 0.5 mm and fused silica 0.5mm
and 0.15 mm Kerr medium at 360 nm. Reprinted with permission from
The Optical Society. [200]

[40]. CS2 and benzene are the most commonly used liquid Kerr mediums. CS2 has

the larger nonlinear refractive index at both visible and UV wavelengths but benzene

is usually favored because its Kerr response is dominated by electronic contributions

(85%) and hence provides both a high Kerr efficiency and a faster response time. [40]

The best reported response time for benzene is approximately 0.5 ps. [204, 205] Lastly,

the vertical orientation of the setup is also better suited for a solid Kerr mediums

which have the added advantage of ease of handling and do not need to be replenished

periodically.

The selection of the Kerr medium was guided by the previous Kerr-gating study

conducted by Yu et al. .[203] The researchers showed that at maximum gating energy,

yttrium aluminium garnet (YAG) and fused silica (FS) displayed high Kerr efficiency

without excessive broadening of the transmitted signal. Although FS had the lowest

nonlinear refractive index of all the materials measured, the fast temporal response

was an attractive feature to examine in the new setup. To measure the instrument
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response function (IRF), a 360 nm excitation pulse from the NOPA was reflected off a

TEM grid that was placed at the sample position. Three different Kerr mediums were

investigated, YAG (0.5 mm), FS (0.5 mm) and FS (0.15 mm). Figure 5.1 shows the

normalized IRF for each Kerr medium. YAG (0.5 mm) showed the slowest response

(217 fs) followed by FS (0.5 mm) at 146 fs. When the thickness of the FS was reduced

to 0.15 mm the temporal response was also reduced to 85 fs.

The differences in the temporal resolution between the Kerr media is as a result

of the group velocity mismatch (GVM) between the signal and the gate pulse. GVM

or temporal walk-off occurs when pulses with different optical frequencies or polar-

izations propagate in a transparent medium because the respective group velocities

are different.[206, 68] Pulses with an initial temporal overlap can eventually lose this

overlap with propagation distance through the medium. The GVM is given by the

equation

GVM =
1

νg1

− 1

νg2

(5.1)

where νgx is the group velocity defined by the equation

νg =
c

ng(ω)
(5.2)

where ng(ω) is the group index as a function of frequency. For YAG, the GVM

between 800 nm and 400 nm is 3.94 x 10−10 s/m while for FS it is 1.56 x 10 −10 s/m.

The larger GVM in YAG would explain the slower temporal response. The GVM also

plays a role in the difference in temporal response observed in the two FS windows. For

FS (0.15mm) the pulses propagate a shorter distance than in the thicker FS (0.5 mm)

window. Group velocity dispersion (GVD) also plays a role in temporal responses of

the Kerr mediums, particularly in the asymmetry observed in the IRF for YAG. The

GVD for YAG and FS at 400 nm is 244 fs2 and 98 fs 2respectively. Apart from the

temporal resolution, the gating efficiency was also an important factor in choosing a

Kerr medium. The peak transmission for YAG was 27% compared to 0.5 mm FS at 4
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% and 0.15 mm at ∼ 0.5%. YAG was chosen as the Kerr medium for the new setup

because it provided sufficient temporal resolution and the Kerr efficiency was greater

than either of the FS windows. The ease with which the Kerr medium can be changed,

however, provides the option for tailoring the setup to the sample being measured.

5.2 Preliminary Ultrafast Measurements

5.2.1 ZnO single nanowire samples

ZnO nanowires were epitaxially grown on fused silica wafers following a gold

catalyzed vapor-liquid-solid (VLS) method outlined in section 4.3.1.[147, 150] The

nanowires ranged from 300-800 nm in diameter and were approximately 50 µm in

length. The predominant morphology was that of hexagonal cross section nanowires

but SEM images of the bulk sample showed a mixed morphology where many of

the nanostructures also displayed cylindrical and broader ribbon structures. Single

nanowire samples were prepared by drop casting nanowires suspended in acetone onto

silicon substrates and allowing it to dry. Ultrafast measurements were performed under

ambient conditions and only on single nanowires unobstructed by loose debris or other

nanostructures. The single nanowires were further characterized by SEM and with an

inverted fluorescence microscope.

5.2.2 Steady State Measurements

Figure 5.2 shows images of the single ZnO nanowire measured in this study.

The SEM image (Figure 5.2 (a)) shows the unobstructed nanowire of interest. The

inset shows a magnified image of one end facet of the wire. The nanowire appears

cylindrical in cross section with a smooth surface morphology. Figure 5.2 (b) and

(c) show the false-color steady-state (open gate) images of the nanowire at low (4.4

mJ/cm2) and high (13.2 mJ/cm2) fluence, respectively. At low excitation fluence, the

photoluminescence is isotropic along the full length of the nanowire. Increasing the

pump fluence results in enhanced emission intensity from a localized region on the

nanowire and from one end of the nanowire. It should be noted that the localization

78



a)

a)

10 µm 10 µm

c)b)

2 µm

Figure 5.2: (a) SEM image of a single ZnO nanowire. (b) Open-gate image of the
same nanowire at (b) low fluence (4.4 mJ/cm2) and (c) high fluence (13.2
mJ/cm2). Reprinted with permission from SPIE.[207]

cannot be attributed to the intensity profile of the excitation beam. When the sample

was moved while the excitation beam kept in place, there were no change in the intensity

or pattern of the emission on the nanowire.

The enhanced localized emission observed in Figure 5.2 (c) is indicative of a

transition to amplified spontaneous emission (ASE) or the early onset of lasing (section

1.1).[57] This transition is also observed in the steady state spectra (Figure 5.3(a))

when the fluence is increased above 4.4 mJ/cm2. At 4.4 mJ/cm2 the spectrum is a

broad and featureless band representative of spontaneous emission. At 6.2 mJ/cm2 the

emission intensity increases by a factor of 15 and the full-width at half-maximum of the

emission peak at 385 nm narrows sharply to 2.4 nm. Above the estimated threshold

fluence of 6.2 mJ/cm2 spectral peaks broaden and blue shift. The blue shifting of

emission peaks is attributed to a high carrier density in the gain region. Increasing the

carrier density can result in a reduction of the refractive index as well as occupation

of higher lying states due to a saturation of low-lying states.[208, 209] The latter can

result in a blue shift as well as broadening of the bandwidth.[47, 210] Due to the high

excitation intensity sample heating effects can also occur and result in spectral line

broadening.[209]
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Figure 5.3: a) Power dependent emission spectra of the same ZnO nanowire. (b)
The emission intensity dependence of the pump fluence. Reprinted with
permission from SPIE.[207]

Red shifted peaks also accompany the blue spectral shift. These low energy

modes appear in the spectra at 7.9 mJ/cm2 and increase in intensity with the increase

in excitation fluence while the preexisting high energy modes decrease and eventually

completely disappear from the spectra at 14.9 mJ/cm2. The observed features in the

spectra are a result of mode competition occurring in the nanowire. The nascent

low energy modes compete for the available optical gain while the high energy modes

become quenched.[209]

A red-shift in emission peaks is also often observed in the transition from low

pump fluence, the exciton-excition recombination regime, to high fluence, electron-hole

plasma (EHP) regime, in stimulated emission processes of wide bandgap semiconduc-

tors like ZnO and GaN.[47, 211] The transition to the electron-hole plasma recombina-

tion in nanostructures occurs when the excitation fluence is sufficiently high to produce

carrier densities higher than the Mott density of ZnO. The Mott density for thin films

of ZnO has been reported to lie within a range of 1017 cm−3 to 1020 cm−3.[209, 210, 110]
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The charge carrier densities were estimated using the expression [212]

N = (1−R)Iα (5.3)

where R is the reflectivity coefficient (R=0.15), I is the photon fluence and α is

the absorption coefficient.[213] Assuming that all incident pump photons were absorbed

by the nanowire based on the large absorption coefficient (2 x 105 cm−1), the calculated

carrier density was estimated to range from 5.5 x 1020 to 2.4 x 1021 for fluences of 4.5

mJ/cm2 to 16.4 mJ/ cm2.[214] At the lowest excitation fluence the calculated carrier

density is at the higher end of the above designated range for the Mott density while

at the highest measured fluence the calculated carrier density is a magnitude higher

than the higher end of the range. A consequence of such high carrier density is band

gap renormalization (BGR).[209, 210, 215] The excitation fluence provided suggests

that the carrier density is well within the range for this phenomenon to occur. The

above expression for carrier density does not take into account recombination so the

actual carrier density will be lower than this approximation. Similar studies on ZnO

nanowires have reported surpassing the Mott density with fluences orders of magnitude

lower than that used in this study. [211, 216] The actual carriers generated, therefore,

should still be sufficient enough to approach that of the Mott density and enter the

regime of electron-hole plasma states.

Figure 5.3 (b) shows the emission intensity of the spectral peaks as a function

of the excitation fluence. Below the threshold fluence (6.2 mJ/cm2) there was only one

excitation intensity measured but a linear trend between the spectral peak intensity

and excitation fluence is suggested. Above the threshold fluence the spectral intensity

dependence on fluence increases superlinearly indicating either ASE or the initial onset

of stimulated emission.[215]

Fulfilling the criteria of sufficiently high carrier densities that exceed the Mott

density does not definitively prove that ZnO nanowires have transitioned from exhibit-

ing ASE to stimulated emission.[110] At the Mott density excitons become destabilized

and are completely dissociated to form an EHP.[216] To achieve the gain process, the
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EHP must be degenerate and the chemical potential of the electron-hole pair system

or the difference in the energy level of the quasi-Fermi level of the electrons and holes

must be larger than the reduced band gap according to the equation

µ(np, T ) = EF
e (np, T )− EF

h (np, T ) ≥ E
′

g(np, T ) (5.4)

At room temperature the carrier density that satisfies equation 5.5 is ≈ 1019

cm−3 which is an order of magnitude lower than the carrier density generated at the

lowest fluence in this study.[110] The microscope setup therefore easily facilitates ex-

citation that generates charge carrier densities in single ZnO nanowires that fulfill the

EHP lasing condition.

The observed features of the spectra are, however, inconsistent with a purely

stimulated emission process. The emission bandwidth broadens after 6.2 mJ/cm2

as previously mentioned and there are no distinguishable Fabry- Pérot modes. The

broadening of the bandwidth has been previously associated with enhanced ASE in

nanowires.[215] Additionally, although the end facet of the nanowire displays a high

intensity of emission at higher fluence, the region with the most enhanced emission is

not from the end of the wire but from along the length where there is no noticeable

faceted mirror surface (Figure 5.2(c)). It is therefore postulated that the emission from

the nanowire is dominated by ASE. The physical imperfections of the nanowire make

it difficult to observe true Fabry- Pérot type lasing where a well-defined cavity is a

major prerequisite as previously mentioned. ASE can however still be achieved.[51]

5.2.3 Time-resolved Spectroscopy

Figure 5.4 (a) and (b) shows the transient spectra measured for the same ZnO

nanowire at 14.9 mJ/cm2 and 16.4 mJ/cm2. Each spectra shows two distinct high

intensity peaks, outlined with solid black contour lines, that occur sequentially. The

first peak reaches a maximum intensity at 0.5 ps while the second peak is blue-shifted

and reaches a maximum at a time delay of 1.3 ps. Figure 5.2 (c) shows that at high

fluence the enhanced emission intensity along the wire is established at two separate
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Figure 5.4: a)Time resolved spectrum of the same ZnO nanowire at (a) 14.9 mJ/cm2

and (b) 16.4 mJ/cm2. Black dotted line shows the red-shift due to BGR
with delay time.Reprinted with permission from SPIE.[207]
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regions along the length of the nanowire. The time delay of the emission between each

region is also detectable in the sequential imaging or movie of the emission from the

nanowire, as discussed under time resolved imaging (section 5.2.4). The two separate

peaks in the transient spectra are therefore due to two different regions of confine-

ment on the nanowire that emit at slightly different wavelengths, 391.4 nm and 390.9

nm for region 1 and region 2 respectively, at 14.9 mJ/cm2. The emission from each

region appears to be independent of each other. When the fluence is increased from

14.9 mJ/cm2 to 16.4 mJ/cm2 the emission intensity increases and emission from both

regions become blue-shifted by 258 eV while the same blue-shift between the peaks

is maintained. The blue shift with increase in fluence was discussed previously and

attributed to the dependence of the refractive index on the carrier density.

At both fluences the peak due to region 2 shows an asymmetrical bandwidth

broadening, highlighted by a black dotted line, that is more prominent towards the

longer wavelengths followed by recovery back to shorter wavelengths with time. This

is characteristic of band gap renormalization (BGR) where hot carriers cool via a

quasi-thermalized equilibrium process that builds up to the EHP and the bandgap is

renormalized.[215, 217, 218] The carrier density decays via recombination and the nor-

mal band gap is reestablished. The time scale for the buildup of the EHP and recovery

of the bandgap is much faster (≈250 fs) than in previous studies which reported times

scales ranging from 3-6 ps.[215, 217, 219] These studies have reported time resolutions

above 300 fs so changes that may occur on timescales in the sub 300 fs range would

likely be undetectable. Additionally, the excitation fluences used in this study were

three orders of magnitude larger than in the previously reported studies. The higher

excitation fluences would generate higher carrier densities on a faster time scale and

lead to faster decay times.

For region 1 the bandwidth appears to broaden more evenly in both the long and

short wavelength direction at both fluences. The competing effects of the BGR, which

causes the red-shift, and the transient reduction in refractive index, which causes a blue-

shift, with the increase in carrier density could lead to the homogeneous spreading in
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the bandwidth with time. The bandwidth broadens and recovers on a time scale of

600 fs at 14.9 mJ/cm2 while at 16.4 mJ/cm2, region 1, appears to exhibit two instances

of bandwidth broadening and recovery with the first instance occurring on a time scale

of ≈ 420 fs and the second at ≈140 fs.

The scale of the transient spectra shown in Figure 5.4 was truncated to omit

the longer wavelength region. None of the longer wavelength peaks (> 400 nm) that

were observed in the steady state spectra appeared in the transient spectra. There

are several explanations for this absence. Firstly, in the closed gate configuration, the

microscope is only sensitive to ultrafast signals (≤ 100 ps), therefore, longer lived signals

are subtracted as constant background on the short timescales on which measurements

are performed. Alternatively, higher temperatures due to higher excitation fluences

typically cause an increase in refractive index and a red-shift in the emission peaks.[47,

210] Further red-shifts of already red-shifted emission peaks could be at the edge of

the detection range of the microscope ( 420 nm) resulting in low signals that cannot

be sufficiently gated by the microscope.

5.2.4 Time-resolved Imaging

Figure 6.3 (a) shows transient images depicting the emission from the single ZnO

nanowire collected at different delay times at an excitation fluence of 16.4 mJ/cm2. The

Kerr-gated microscope setup supports the capability of observing the location of the

emission from the single nanowire as well as the change in the emission with time.

The ZnO nanowire in this study had multiple regions of enhanced localized emission

apart from the ends of the nanowire. These regions have different emission onset times

and different emission wavelengths, as discussed previously. Figure 5.4 (b) shows that

the onset of emission from region 2 does not occur until approximately 1 ps which

correlates with the appearance of region 2, highlighted by the yellow box, in Figure 6.3

(a). Hence the peak assigned to Region 2 in Figure 5.4 (b) can be attributed to the

emission region highlighted by the yellow box.
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Figure 5.5: (a) Transient image sequence of a single ZnO nanowire excited at 16.4
mJ/cm2. The red and yellow boxes demarcate region 1 and 2 respec-
tively. (b) Transient dynamics extracted from region 1 on the nanowire
at fluences ranging from 9.7 mJ/cm2 to 16.4mJ/cm2. Reprinted with
permission from SPIE.[207]

The discrete areas of emission from regions other than the ends of the nanowire

suggest possible growth initiated anomalies in the morphology. In both region 1 and

2, two obliquely opposite bright areas are observed indicating that light is confined in

these regions although the SEM images of the nanowire show a cylindrical morphology

without flat, lateral end faces to make up a resonant cavity. If a lateral cavity is

assumed to have been established in both region 1 and 2 then the cavity resonance

frequency is

ν ≈ cm/2n(λ)L (5.5)

where m is the longitudinal mode number, n(λ) the wavelength dependent re-

fractive index described by a Sellmeier model and L is the cavity length.[210] If there

are changes in the thickness of the nanowire along the length, then the established

cavity distance (L) would change and hence the emission wavelength could differ be-

tween region 1 and region 2. The size of the nanowire or cavity size, however, has
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been reported to not affect the onset time of nanowire lasers.[220] The difference in

emission delay times for both regions is most likely as a result of differences in the

density of carriers generated in each region. The carrier density is dependent on the

absorbance and so changes in the position or geometry of the crystal axis can affect

the absorbance and hence change the carrier density.[59] A more detailed discussion

on changes in carrier density generation and hence dynamics in individual nanowires

is undertaken in chapter 6.

Figure 6.3 (b) shows the transient dynamics extracted from region 1 at different

excitation fluences. Increasing the excitation fluences causes shifts to earlier delay times

as well as faster decay times. Increasing the fluence from 9.7 mJ/cm2 to 16.4 mJ/cm2

results in ≈ 1 ps shift to earlier time. This effect has previously been reported and

is attributed to the increase in carrier density generated by the increase in excitation

fluence.[211, 59] For extracted transients shown in Figure 6.3 (b), the ASE rate model

can be applied to fit the measured data and the recombination rates for Shockley-Read,

non-geminate and Auger processes can be determined. Chapter 6 discusses fitting the

ASE model to transient emission extracted from a single ZnO nanowire.

5.3 Conclusion

Converting and optimizing the femtosecond Kerr-gated microscope system for

detection of UV emission has made it possible to measure the transient emission of

single ZnO nanowires. The higher transmission affords larger signal-to-noise ratio and

allows for greater number of nanowires with sufficient gated signal to be measured.

The preliminary ultrafast measurements conducted on a single ZnO nanowire

show that the set up can provide large excitation fluences to generate large carrier

densities in the single nanowire. These carrier densities are large enough to exceed

the Mott density of ZnO. The high temporal resolution of the setup also facilitated

the observation of the ultrafast phenomenon associated with large carrier densities like

band-gap renormalization. The sensitivity of the setup allowed for small changes in

emission wavelength to be distinguished between two different regions on the single
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nanowire. The combined transient spectral and temporal imaging modes are shown to

be a powerful tool for accurately assigning ultrafast phenomenon occurring in single

wide band-gap nanostructures.

88



Chapter 6

KERR-GATED MICROSCOPY FOR MEASURING DEFECT DENSITY

Defects naturally abound in semiconductor crystal structures and their presence

either debilitate or improve device functionality. The increasing trend to strategically

implant or remove specific defects to tailor the properties in materials via defect engi-

neering has made it imperative to quantify these defects in nanostructures. Here we

report the use of an ultrafast Kerr-gated microscope system to characterize the changes

in defect density at different locations on a single nanowire. By measuring the evolution

of nonlinear luminescence dynamics from a single nanowire with an engineered defect

profile we are able to extract the individual non-radiative recombination constants and

obtain the defect density at locations along the nanowire length. This new method

promises fast, reliable and contactless characterization of single nanoparticles.

6.1 Introduction

Imperfections in the crystal lattice of nanostructured materials are an unavoid-

able part of the synthetic process. Common irregularities in the cyrstal periodicity

such as native point defects affect the performance of semiconductor devices dramat-

ically and significant effort is taken to reduce or minimize their occurrence. Apart

from influencing the electrical and optical properties of the semiconductor itself by

affecting carrier lifetime and luminescence efficiency, defects increase device switching

times, lower gain in transistors, reduce power production in solar cells and accelerate

the degradation of a device.[119, 221, 222] Although both native and extrinsic point

defects are often considered undesirable, rather than combat them some recent ap-

proaches have chosen to harness their characteristics as a means of optimizing specific

optoelectronic properties. Defect engineering of nanostructures has yielded promising
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advances such as enhanced sensor sensitivity and electrical properties,[223] and in-

creased photocatalytic behavior.[224] Whether they are beneficial or detrimental to an

application, being able to quantify defects on the single nanostructure scale is essential

to fully control and exploit device properties.

The vast majority of studies conducted on point defects have focused on either

identification or computationally predicting their stability.[198] Other works describe

changes in defect density qualitatively through the increase or decrease of a spectro-

scopic band signal.[225] For quantifying defect density, techniques such as deep level

transient spectroscopy (DLTS) and impedance spectroscopy are the most commonly

used but both require contacts for an external electrical connection and DLTS is also

only sensitive to deep level defects.[226, 227] Techniques that do not require contacts

are usually either spectroscopy or microscopy based such as Raman spectroscopy.[228]

These methods are, however, often restricted to bulk sample measurements. Other

methods with the spatial resolution to measure single nanostructures, which include

scanning tunneling microscopy, transmission electron microscopy and scanning trans-

mission X-ray microscopy, are laborious and time consuming or involve material specific

reactions.[229, 230] SEM-cathodoluminescence imaging and spectroscopy, although a

highly utilized tool for investigating defects on the nanoscale, is also only qualitative

and more appropriate for identifying spatial distribution of defects. [231]

Here we present an alternative approach based on evaluating femtosecond non-

linear luminescence dynamics. The ultrafast luminescence dynamics that is observed

after strongly exciting a semiconductor is generated by amplified spontaneous emis-

sion (ASE). ASE dynamics is very sensitive to non-radiative decay processes that are

associated with defect induced recombination. The recombination rates can in turn be

used to quantify defect densities. The advantage of ASE over linear luminescence is the

ability to distinguish between different recombination processes. Figure 6.1 shows a

scheme for the generation of ASE and the defect induced non-radiative recombination

processes that are involved. To date, the wealth of information that is contained in

an ASE signal has not been fully utilized. This is primarily because ASE decays on
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Figure 6.1: Scheme showing the amplified spontaneous emission rate model. The N1

is excited initially and then relaxes to the N2 state at the band edge at
a rate of γr. The rate of loss of photons due to radiation is given by γΦ.
The photon field population (Φ (t)) and the carrier population in N2 are
linked by a feedback mechanism that results in oscillations in the emis-
sion intensity. The three competing recombination pathways Shockley-
Read-Hall (γs), non-geminate (γd) and auger (γa) act to dampen these
oscillations and serve as channels for non-radiative recombination.

a few picosecond time scale for systems without optical confinement. The ability to

record luminescence movies with micrometer spatial resolution and femtosecond time

resolution allows us to employ ASE dynamics for studying non-radiative decay rates

and the related defect densities in single nanoparticles.

Femtosecond luminescence movies are recorded via a Kerr-gated luminescence

microscope (KGM). KGM provides the required spatial resolution and sub 90 fs time

resolution for resolving non-linear ASE along a single nanowire. In conjunction with an

established model for ASE and lasing dynamics, this method allows the determination

of recombination constants and defect densities in single nano-particle and along single

nanowires.

We exemplify the new method on ZnO nanowires. ZnO nanoparticles are used

in a broad range of applications. Its dominant point defects, oxygen vacancies and Zn
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interstitials, have been investigated extensively. ZnO nanoparticles have been synthe-

sized through various routes in a plethora of morphologies. Since the presence of point

defects in a nanostructure is dependent on growth parameters, morphology and the

post growth environment, the defect profile of a single nanowire can be manipulated

by altering preparation conditions. We use a well established CVD synthesis, that al-

ternates between zinc-rich and oxygen-rich conditions, to prepare ZnO nanowires with

a defect density gradient to test the sensitivity of ASE to defect densities.

In this study we use a femtosecond Kerr-gated microscope to probe the non-

linear temporal luminescence dynamics in the near UV on a single ZnO nanowire. The

signal was modeled and used to quantify defect mediated non-radiative recombination.

We were able to correlate rate constants for defect mediated recombination at different

spots along the wire to a gradient in defect density.

6.2 Results and Discussion

6.2.1 Steady state measurements

The single ZnO nanowire measured in this study is shown in Figure 2. The

SEM image of the ZnO nanowire (Figure 2 (a)) shows the morphology to be a tapered

cylindrical nanostruture with flat end facets and a surface morphology that was rough

on the nanometer scale. The nanowire was 14.5 µm in length, measured 575 nm at the

base and narrowed to 325 nm at the tip with a tapering angle of approximately 1.02◦.

The two nodules located on the lower portion of the nanowire are debris from other

nanostructures created during the sample preparation process and are not part of the

intrinsic morphology of the nanostructure. They show no luminescence either under

high excitation or in a fluorescence microscope (SI 2).

Figure 6.2 (b) and (c) are the false-color luminescence emission images of the

nanowire at low (7 mJ/cm2) and high (14 mJ/cm2) excitation fluence respectively. At

low fluence the photoluminescence from the nanowire was isotropic along the full length

of the nanostructure. Increasing the fluence resulted in localized regions of enhanced

emission from the both end facets of the nanowire. The enhanced emission region from

92



the tip of the nanowire was larger and more intense than the emission from the base.

The debris nodules located on the nanowire surface did not overlap with the regions of

enhanced emission selected from either end of the nanowire.

The fluence dependence of the luminescence is a clear indication of amplified

spontaneous emission.[57, 49] ASE is the process of amplification of spontaneously

emitted photons by stimulated emission as light propagates in a medium. [48, 232].

This type of mirrorless lasing exhibits characteristics between that of a coherent laser

and an incoherent light emitting source.[233] These intermediate features are observed

in the spectra (Figure 6.2 (d)) taken of the field of view of the microscope containing

the nanowire. At low fluence (5.29 - 7.05 mJ/cm2) the spectra is broad and feature-less.

Increasing the excitation fluence above this threshold results in an increase in emission

intensity by a factor of 6 and the emergence of multiple modes. The full width half

maximum of the spectra narrows from 35 nm to 9 nm with increase in fluence from

7.05 mJ/cm2 to 8.81 mJ/cm2. Re-broadening of spectral peaks has previously been

observed for ASE in nanowires.[234] The dependence of the emission on the fluence is

shown Figure 6.2 (e). At fluences above the apparent threshold the emission intensity

rises sharply with increase in excitation fluence which is indicative of onset of ASE.

[235, 49] It should be pointed out that the sensitivity of the setup to ultrafast (sub 50

ps) and ultraviolet (360-420 nm) fluorescence precludes the detection of emission from

ZnO defect states which are commonly observed between 500-600 nm visible range

with photoluminescence lifetime on the nanosecond time scale.

Nanowire lasing has frequently been reported for ZnO nanowires in connection

with luminescence emission from the tips as shown in Figure 6.2.[234] However, as

discussed above, the observed spectral and power dependence can be explained without

the need for optical confinement. In addition, the SEM image in Figure 6.2 (a) does not

show well-defined end facets that form a cavity. Finite-difference time-domain (FDTD)

calculations, Figure 6.7 in section 6.4, were also performed to calculate the spatial

distribution of the optical field intensity of the excitation pulse. These calculations

show that the field on both ends is about a factor 30 higher compared to the center.
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Figure 6.2: (a) Scanning electron microscopy image of the single ZnO nanowire mea-
sured in this study. Loose ZnO debris particles on the surface of the
nanowire were from sample preparation and are not apart of growth
morphology. False-color fluorescence micrographs at (b) 7 mJ/cm2 and
(c) 14 mJ/cm2. Discrete regions of enhanced emission are observed on
the nanowire above the the threshold fluence of 5.5 mJ/cm2.(d) Power
dependent emission spectra (inset: the power dependence of emission
with excitation intensity) and (e) The power dependence of the emission
with excitation intensity.
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This explains why non-linear ASE is much stronger from the tips at high fluences. It

should be noted that, while the center region of the wire in Figure 6.2(c) appears to

be dark there is still notable luminescence.

The excitation provided by the setup, however, easily generated carrier densities

that exceeded the Mott density of ZnO which has been reported to lie within the range

of 1017 to 1020 cm−3.[50, 110] Assuming all photons incident on the nanowire were

absorbed due to the large absorption coefficient of ZnO (2x105)[236], the calculated

carrier densities were estimated to range from 6.6 x 1020 cm−3 to 2.25 x 1021 cm−3 for

5.3 mJ/cm2 to 18.2 mJ/cm2, respectively. At the lowest excitation fluence the carrier

density is still larger than the largest reported value of the Mott density for ZnO.

At carrier densities that surpass the Mott density, the electron-hole plasma (EHP)

recombination mechanism occurs and enhanced emission phenomenon such as ASE

and onset of stimulated emission is observed.[50, 110]

6.2.2 Time resolved measurements

The temporal emission from the single ZnO nanowire was tracked via fluores-

cence micrographs taken at predetermined time steps at progressively longer delay

times (Figure 6.3 (a)). Two regions of interest along the nanowire, the two end facets,

were selected (colored boxes) for comparing Zn-rich and oxygen-rich regions. The se-

quential time resolved images show the two bright end facets of the nanowire appeared

at approximately 0.5 ps and then disappeared at 4.3 ps. The images also show that

emission from the tip, the region enclosed by the orange box, was more intense than

the emission from the base, the region enclosed by the blue box. Additionally, emission

intensity from both ends were brighter than the middle region of the nanowire which

appeared dark in contrast. Figure 6.3(b) shows the regions labeled 1 and 2 overlaid

on the SEM image of the nanowire. The highlighted regions shown did not encompass

the debris on the nanowires surface. The transients extracted from both regions at

excitation fluences 11.5- 18.2 mJ/cm2, shown in Figure 6.3 (c)-(d), are obtained by

integrating the emission intensity at each location for a designated time step. The
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Figure 6.3: (a) False-color luminescence images of the single ZnO nanowire at differ-
ent delay times after excitation at 18.2 mJ/cm2 in transient mode. The
two colored boxes at 0.5 ps represent the end facets of the nanowire. (b)
The corresponding SEM image of the nanowire and the location of the
regions (Region 1 and 2) of interest with respect to the debris particles
on the surface. (c)and (d) The extracted transient dynamics from region
1 and 2 at excitation fluences 11.5-18.2 mJ/cm2.

temporal emissions from each region show a strong excitation fluence dependence. As

the fluence was increased the peak emission shifted to progressively earlier onset times.

This time dependence is typical for ASE and is attributed to the decrease in time

required to form emissive states at high carrier densities and the induction time to

threshold.[234] At higher fluences a second maximum was also observed at region 2.

The extracted single transients from each region at the highest excitation flu-

ence (18.2 mJ/cm2) are shown in Figure 6.4 (a)- (b) for comparison of the dynamics.

Emission from region 1, which is shown to be the brighter region in the temporal im-

ages above, had a measured intensity that was approximately four times the intensity

at region 2. This difference in emission intensity can not be attributed to the beam

intensity profile as the spot size (85µ m) was larger than the full length of the nanowire

by a factor of 6 and the change with intensity along the nanowire would have steadily

increased or decreased from one end of the nanowire to the other. In addition to the
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Figure 6.4: (a) Transients extracted from each region depicting the evolution of the
emission and the relative emission intensity at a fluence of 18.2 mJ/cm2.
(b) Normalized emission transients from each region showing the change
in emission dynamics at each location on the nanowire.

change in emission intensities, each region exhibited distinctive temporal dynamics.

Figure 6.4 (b) shows the normalized transient emission at each region at a fluence of

18.2 mJ/cm2. Both regions have the same onset time (0 ps) but region 2 shows a

second maximum occurring at a delay time of 2 ps while region 1 shows a significantly

less prominent peak at the same delay time. Transients extracted from the middle

region of the nanowire are discussed in section 6.4.

6.2.3 Recombination rates from the Amplified Spontaneous Emission Model

Expounding the different relaxation pathways that influence the observed emis-

sion dynamics unique to each region on the nanowire was done by applying an ASE

model, described in section 1.1 to the emission data. To recall, the system is described

by a set of coupled rate equations

d

dt
N1(t) = AVp(t)− γrN1(t)

d

dt
N2(t) = γrN1(t)−BΦ(t)N2(t)− γsN2(t)− γdN2(t)2 − γaN2(t)3

97



d

dt
Φ(t) = BΦ(t)N2(t)− γΦΦ(t) (6.1)

where N1 and N2 are the carrier densities generated in the short-lived high excited

state and band edge respectively, A is the Gaussian pump pulse (excitation fluence), B

is the stimulated emission rate, γr is the relaxation rate from N1 to N2, and Φ (t) is the

photon field. Most importantly, γs, γd γa represent three competing, decay pathways,

the linear Shockley-Read-Hall (γs), quadratic defect mediated (γg) and cubic Auger

(γa) respectively.

Generally, EHP recombination is described by an equation in the form[237]

R(n) = An+Bn2 + Cn3 +RstNph (6.2)

where the linear term A is associated with non-radiative defect induced recombina-

tion (Shockley-Read-Hall) and the quadratic term B is assigned to spontaneous radia-

tive recombination. The band gap luminescence lifetime of ZnO is however, on the

nanosecond time scale so spontaneous recombination can be neglected in our femtosec-

ond measurements.[238] Therefore, the quadratic and cubic terms were assigned to the

defect mediated electron-hole recombination and defect mediated Auger recombination

respectively. Finally, RstNph represents stimulated radiative recombination that results

in the luminescence that is imaged in our microscope.

The coupled rate equations were used to globally fit the extracted transient

emission data measured at two different excitation intensities. Figure 6.5 (a) and (b)

shows the integrated luminescence dynamics from each region at two different excita-

tion fluences, 18.2 mJ/cm2 and 11.5 mJ/cm2, represented by red and green markers

respectively. The fit to the ASE model (blue line) is shown to be in good agreement

with the measured luminescence data and reproduces both the temporal shift in the

onset of the high and low fluence emission data as well as the more pronounced second

maximum observed in region 2. The fitting parameters for each region are shown in

Table 1. It should be noted that the fits were also performed at different intensities
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Figure 6.5: (a)-(b) The red and green markers represent the transient dynamics ex-
tracted from each region at high (18.2 mJ/cm2) and low excitation (11.5
mJ/cm2) fluences respectively. The fit to the ASE model is represented
by the blue line.

using the same parameters only varying the carrier density according to the change in

fluence.

The Shockley-Read-Hall (SRH) recombination rate term can not be determined

in the application of the ASE model to the emission data in this study due to the high

charge carrier density. This is discussed in detail below. The second maximum that

appears in region 2 is the most marked difference between the two regions. The maxima

represent the relaxation oscillations in the emission output from the nanowire which is

characteristic of early onset lasing.[57] The non-radiative recombination pathways in

the model act to dampen these oscillations. Between the two actively competing path-

ways the defect mediated rate constant is orders of magnitude larger than the Auger

for both regions, suggesting that this pathway is the most prominent loss channel. For

region 2 both the defect mediated and Auger rate constants were higher than that of

region 1. The defect mediated rate constant for region 2 was approximately 1.7 times

larger than region 1. The Auger recombination rate constant increased by a factor of

3.5 along the nanowire from tip (region 1) to base (region2). The larger recombination
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rate constants suggest that more damping at region 2 was required to reproduce the

observed undulations in the emission data.

The dependence of both the defect mediated and Auger recombination rate

constants on carrier density would require that there also be an increase in carrier

density generated at regions 2 compared to region 1. The prominent second maximum

that occurs in the emission profile of region 2 is in fact indicative of high carrier

densities. The fit-generated carrier density for each region at 18.2 mJ/cm2 shows

that there was a three-fold increase in carriers produced in moving along the nanowire

from tip to base. Fewer carriers were therefore produced at the tip (region 1) by the

same excitation fluence than at the base area (region 2). This trend correlates with the

increasing diameter of the nanowire and with newest to oldest crystal growth. Both the

stimulated emission rate (B) and the relaxation rate ( τr) parameters also followed this

trend of increase from tip to base while the escape rate ( γΦ) remained approximately

steady.

SRH recombination or trap assisted recombination rate is a measure of the im-

purities or crystal defects in a semiconductor. The SRH lifetime is therefore dependent

on defect density as well as the energy level of these traps.[104] In the application

of the ASE model to the measurements it was found that the fits were able to more

closely reproduce the measured data without the SRH term. From the good agreement

of the fits with the measurements, this would imply that a linear trap-mediated type

recombination did not play a significant role in contributing to the dynamics observed

at either location on the nanowire. If the calculated carrier densities are considered,

then exceeding the Mott density of ZnO could lead to the quadratic and cubic recom-

bination rates, which represent the two-body and three-body recombination pathways

respectively, to be more dominant under these conditions and have a greater effect

on the dynamics.[239] Higher carrier densities would increasingly favor many-particle

recombination processes and the non-radiative nature of these processes would suggest

that traps or recombination centers due to defect states are involved.[240]
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Table 6.1: ASE Model Fitting Parameters for Global Fit of Luminescence Dynamics
from Region 1 and 2

Fit Parameters Region 1 Region 2
Relaxation time τr (ps) 1.99 3.09
Escape time γΦ (fs) 7.97 8.87
Stimulated emission rate (B) (10−8 cm3s−1) 3.45 5.69
Shockley-Read rate γs (s−1) 0 0
Defect mediated rate constantγg ( 10−10 cm3s−1 ) 1.88 3.16
Auger rate constant (10−30 cm6s−1 ) 1.89 6.67
Carriers per unit denisty 4054 13354

6.2.4 The influence of a defect density profile

In order to relate the physical meaning of the values extracted from the model to

the transient dynamics at each of the regions on the nanowire, the growth conditions

and mechanism behind obtaining a tapered morphology of the nanowire need to be

examined. The nanowire in this study is without the gold tip typically observed in

VLS grown nanowires.[241] The growth is described by a three-stage growth model.

In the initial nucleation phase a supersaturated Zn- Au alloy droplet, formed from

Zn vapor dissolving in gold particles, reacts with oxygen to precipitate ZnO below

the catalyst droplet as ZnO seeds. This phase is dictated by VLS growth. The ZnO

seeds created in the first stage provide new nucleation sites for ZnO vapor in the

second stage where both VLS and VS growth mechanisms compete. The catalyst

droplet is eventually completely encased and in the third stage only the catalyst-free

VS mechanism is possible. The tapered morphology is achieved when the axial and

radial growth rates differ. [242] According to Barnard et al. most nanowire cross

sections that appear cylindrical are likely dodecagonal upon closer inspection with

high-resolution TEM.[243] The size and nature of the sample in this study prevented

such crystallographic characterization. ZnO, however, preferentially crystallizes in the

hexagonal wurtzite-type structure owing to the fact this structure is slightly lower in

energy than the zinc-blend structure with primary cleavage planes ((101̄0) , (112̄0)) and

(0001).[243] If a wurzite crystal structure and dodecagonal morphology is assumed with
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fast growing, high surface energy top end facet ((0001)) and much lower surface energy

side walls ((101̄0)) and (112̄0)) then the tapered morphology observed in this nanowire,

produced by different rates of VS growth on all surfaces, would be energetically feasible.

Nanowires that are both cylindrical (dodecagonal) and have a tapered morphol-

ogy have been associated with more defect states than hexagonal nanowires with fixed

aspect ratios. [244, 245, 246] For the proposed growth model the nanowire base would

consist of a ZnO crystal structure assembled by both VLS and VS mechanisms while

the tip would be solely VS assembled crystal. Additionally, two different growth en-

vironments Ar gas flow (Zn-rich) versus the air (oxygen-rich) are provided during the

growth of the nanowire. This would mean that the nanowire could not only exhibit

a defect density gradient along its growth length but also that different point defects

could dominate at different locations along the length. Defect concentration gradients

have previously been reported for ZnO microwires.[247] The spatial distribution of the

defects in the nanowire was examined by SEM-cathodoluminescence imaging (supple-

mentary information). The results confirm a disproportionate concentration of defects

at the base of nanowire compared to the tip.

The multitude of both computational and spectroscopic studies on the defect

states of ZnO, although extensive, often differ when it comes to identifying specific

energy levels of point defects. It is therefore difficult to make definitive assignments

based on the body of work available especially in the case of defect induced non-

radiative transitions which lack a spectroscopic signature. The formation enthalpy can

act as an initial starting point to determine the ease with which a particular point

defect would form and whether it would be dominant under certain conditions. The

formation enthalpy of point defects depends on growth and annealing conditions, either

Zn-rich or O-rich environments, and if the defect is charged then the enthalpy will also

depend on the Fermi level energy (Ef ).[119] Since ZnO is well known to be inherently

n-type without intentional doping, formation energies of defects were considered for

the Fermi energies >2eV up to the maximum level at the conduction band minimum

(CBM).
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The oxygen vacancies (Vo) and zinc interstitial (Zni) point defects are frequently

cited as the dominant intrinsic defects in ZnO.[195, 248, 119] Under zinc-rich conditions

at Ef =2.0 eV to Ef = 2.8 eV, Vo followed by Zni have the lowest formation energies

with Vo being the dominant point defect. Above Ef = 2.8 eV and at the CBM reports

differ for whether Vo or Zinc vacancies (VZn) have the lowest formation energy, and

is hence the dominant defect.[195, 249] The formation energy of the Zn2+
i resonance

for the Fermi energies 2.0 -2.8 eV is cited as ranging from 1.5 eV to approximately

4.8 eV. At the higher end of this range, formation of Zn2+
i becomes energetically

unfavorable. At increasingly high defect concentrations, however, interactions between

defects become significant and defect complexes are formed.[198, 248] Strong attractive

interactions between donor-like defects such as Vo and Zni occur and the hybridization

(Vo+Zni) between electronic orbitals causes a reduction in the formation energy of the

system. The hybridization, which is strengthened by the decrease in mutual distance

between the pairs, lowers the deep donor state Vo (V ∗o ) and raises the shallow donor

Zni into the conduction band (Zn∗i ).[198, 248]

First-principles theoretical band structure calculations show electronic states

due to excess Zn exist below the valence band and above the conduction band fa-

cilitating inter defect transitions in excess of 4.0 eV.[198, 248] Figure 6.6 shows the

transition schematics for both Zni and the hybridized states of the (Vo+Zni) complex.

Although the large formation enthalpy of the Zni point defect makes the probabil-

ity of its existence smaller at higher Fermi energies, formation of the complex would

require higher concentrations of both individual point defects. We therefore propose

that the base of the nanowire, which is formed under Zn-rich conditions, would have

an abundance of Zni point defects in addition to hybridized complex defects. The

excess defects would allow for defect induced absorption at the excitation wavelength

of 290 nm (Figure 6.6). The enhanced absorption from the base of the nanowire would

mean more photons would be absorbed and hence more electron-hole pairs produced

at the base compared to the tip with the exposure to the same excitation fluence. This

would explain the 3-fold increase in the carrier density for the base region produced
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Figure 6.6: (a) Diagram of the energy levels of the intrinsic defects and defect com-
plexes that induce absorption in the base of the nanowire. (b) Schematic
of the two non-radiative trap-assisted Auger recombination mechanisms
which reduce the intensity of emission at Region 2. (c) Defect mediated
recombination mechanisms at a defect state acting as a recombination
center (RC).
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by the fits compared to the tip of the nanowire. The tip of the nanowire, in contrast

to the base, is grown under an oxygen-rich environment. In oxygen-rich conditions

reports show VZn to be consistently dominant at Ef >2.0 eV up to the CBM while the

formation energy of both Zni and Vo increase by as much as 4 eV each.[248, 195] The

prohibitively high increase in formation energy under oxygen rich conditions makes

the formation of Zni, Vo and the complex of the two defects less likely. The tip of

the nanowire would therefore have fewer absorption inducing defects and hence would

generate fewer electron-hole pairs and have a lower charge carrier density.

Although large carrier densities are generated at the base of the nanowire, the

repercussions of the accompanying higher number of defects are the increased traps

that lead to non-radiative emission. This is in addition to the anticipated increase in

many-body recombination processes associated with higher carrier densities.[250] The

increase in the defect mediated and Auger rate constants produced by the fit along the

nanowire from tip to base corresponds with the increase in defect states expected with

the growth conditions of the nanowire. These defect states, in particular, deep level de-

fects such as V ∗o act as either traps or recombination centers.[251, 252] Acting as traps,

an excess of deep level donor or acceptor defects allow the non-radiative recombination

to proceed via the trap-assisted Auger recombination mechanisms illustrated in Figure

6.6(b). In the first scheme an electron from a donor defect transitions non-radiatively

to the valence band by giving its energy to an electron in the conduction band. The sec-

ond scheme an electron in the conduction band recombines with an acceptor defect and

the energy is transferred to another electron which is promoted higher in the conduc-

tion band. The schematic of the defect mediated recombination mechanism is shown

in Figure 6.6(c). The defect state in this case will act as a recombination center and

facilitate the recombination of majority and minority carriers. A larger non-radiative

recombination occurring at the base of the nanowire due to increased defect levels

would ultimately quench the emission from the base of the nanowire compared to the

tip as was observed in the measurement.
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At a high rate of pumping of non-equilibrium carriers the Auger process typi-

cally the predominant non-radiative recombination pathway.[253] In the applied ASE

model, however, the quadratic defect mediated recombination rate constant is orders

of magnitude larger than the Auger. The non-radiative defect mediated recombination

rate, as the leading loss channel, is therefore also a measure of the rate of capture of

either electrons and holes at the deep level defect states given by the the equations

Rn = CnNnn (6.3)

Rp = CpNpp (6.4)

Where C{n,p} is the electron (hole) capture coefficient, N{n,p} is the density of

the acceptor or donor trap states and n and p are the electron and hole densities respec-

tively. C{n,p} is related to the effective capture cross section σ{n,p} by the equation C{n,p}

= σ{n,p}ν{n,p}, where ν{n,p} is the thermal velocity. For bulk ZnO the estimated capture

cross sections is reported to be approximately 10−15cm−2,[254] the calculated capture

coefficients for electrons and holes were then 6 x 10−8cm3s−1 and 3 x10−8cm3s−1 respec-

tively. These values are well within the range of previous reports. With the calculated

capture coefficients the total defect density (N{n} + N{p}) is calculated at each region

on the nanowire. Region 1 had a defect density of 9.05 x 1010 cm−3 while region 2 was

1.67 x 1011 cm−3. The defect density at the base of the nanowire was approximately

twice as large as that of the base. The larger concentration of defect densities at the

base of the nanowire is well aligned with the density gradient predictions made from

the growth model (vide supra).

6.3 Experimental methods

6.3.1 Single ZnO nanowire samples

The ZnO nanowires were prepared using a gold-catalyzed vapor-liquid-solid

(VLS) and vapor-solid (VS) technique previously reported.[150, 255] Briefly, ZnO
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nanowires were epitaxially grown on fused silica wafers spin coated with 10 nm gold

(Cresington 308R coating system). Ar gas was used to transport Zn vapor produced

by a carbothermal reaction to the prepared wafer for 2 hours then air was used as

the source of oxygen for 3 hours. This changed the growth conditions from Zn-rich to

Zinc-poor (oxygen-rich) and leads to a gradient in defect states. The as-grown bulk

samples were characterized by scanning electron microscopy (SEM) measurements (Hi-

tachi S5700) and found to be of both hexagonal cross section and round cylindrical

tapered nanowire morphologies. The ZnO nanowires ranged from 300-800 nm in diam-

eter and grew to approximately 50 µm in length. Single ZnO nanowires were isolated

for measurement by drop casting nanowires suspended in acetone onto silicon sub-

strates. Single nanowire samples were measured first with the Kerr-gated microscope

before characterization via SEM.

6.3.2 Computational Techniques

Finite-difference time-domain calculations were performed using the commercial

software Optiwave OPTIFDTD. A 3D model of the nanowire measured in this study

was constructed from the energy-dependent refractive indices of ZnO. The parameters

were set to mimic the experimental conditions as closely as possible. Details of the

computational domain and selected calculation parameters are provided in section 6.4.

6.3.3 SEM-CL measurements

The SEM-CL measurements were conducted in a Tescan XEIA FEG SEM. A

constant e-beam of 30 kV and 0.3 nA was used at each measurement location. A

2x2 µm location was selected at either end of the nanowire and measurements were

performed for no more than 10 minutes at each region. A rainbow CL detector, which

enables simultaneous panchromatic and colour CL imaging of a sample, was used to

observe the blue and green channels corresponding to bandedge and defect emission

respectively.
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Figure 6.7: (a) FDTD computational domain showing the propagation direction of
the Gaussian pulse source perpendicular to the long axis of the nanowire.
(b) Electrical field intensity distribution of the long axis cross-section of
the nanowire ( Scale represents 1 µ m).

6.4 Additional characterization

6.4.1 Finite Difference Time Domain Calculations

Finite-difference time-domain (FDTD) calculations were employed as a check

of the spatial distribution of the optical field for an ideal ZnO nanowire under the

same excitation conditions as the ultrafast measurements conducted. The optical field

around a ZnO nanowire with a circular cross-section, tapered morphology and the same

dimensions as the nanowire measured in this investigation was simulated. Figure 6.7

(a) shows a 2D depiction of the 3D computational environment in which calculations

were performed. A sine-modulated Gaussian pulse source (290 nm) was used and al-

lowed to propagate perpendicular to the long axis of the nanowire. A 2D observation

area selected from the 3D simulation is shown in Figure 6.7(b) at the maximum ampli-

tude of the pulsed excitation. The figure shows the longitudinal cross-section of the full

nanowire and the spatial intensity distribution along the nanowire length. Although

the transverse modes supported by the circular cross-section are expected to dominate

the calculated resonances, due to the orientation of the excitation source propagation,

the field distribution view along the long axis of the nanowire is important. It high-

lights both the periodic intensity modulation along the nanowire length as well as the

difference in field intensity at the ends of the nanowire compared to the middle.
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The oscillations in field intensity seen in the middle of the nanowire have previ-

ously been attributed to Fabry- Perot (FP) and whispering gallery (WG) modes which

are both dependent on the diameter of the nanowire.[256, 257] The change in diameter

with the tapering of the nanowire causes the excitation wavelength to go in and out of

resonance as the light travels along the length of the nanowire.[258] FP modes are not

expected to contribute significantly in this case because the system was modeled with

a circular rather than hexagonal geometry so there are no flat reflective side walls. The

higher field intensity distribution at the ends of the nanowire compared to the middle

matches the observed emission pattern from the measurements. The model further

shows that the localized field intensity at the ends of the nanowire, usually attributed

to lasing in nanowires, can occur outside of lasing conditions in the early time after

peak excitation. The pattern of end facet emission commonly observed from an excited

nanowire may therefore not be definitively characteristic of lasing.

6.4.2 SEM-cathodoluminescence measurements

SEM- cathodoluminescence (SEM-CL) imaging measurements were performed

on the nanowire measured in this study. Although SEM-CL is not directly quantitative,

the spatial distribution of the characteristic UV and green defect emission is informative

to the study. The overall intensity at the base of the nanowire for both the green

and blue channels is higher than at the tip and neither tip nor base exhibited a high

intensity at the end facets as is observed in the fluorescence measurements. It should be

noted that differences in SEM-CL images and ultrafast micrographs were expected as

the excitation mechanisms, electron bombardment versus femtosecond photon pulses

respectively, would result in different emission mechanisms. The former mechanism

not readily facilitating amplification or early onset lasing like the latter would.

The tip showed relatively uniform intensity for both channels while the base

showed peak intensity at approximately 1 µm away from the end facet. This region

appears slightly broader in diameter as a result of lateral growth during the synthesis

process. A smaller region, indicated by the white box, near the end of the tip and the
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Figure 6.8: (a)-(d) SEM-CL images of the tip and base of the nanowire for band-
edge emission (blue) and visible emission (green) respectively. White
box represents region where integrated intensity was measured for each
region.
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Figure 6.9: (a) SEM image of the nanowire and the location of all regions (Region
1-4) of interest. (b) Transient extracted from all regions at at a fluence
of 18.2 mJ/cm2 (b) Transients extracted from region 3 and 4 at a fluence
of 18.2 mJ/cm2.

base of the nanowire was selected and the integrated intensity calculated to provide

a quasi-quantitative comparison of the channels. There was an approximately 0.98:1

ratio in integrated intensity for the green to blue channel for the tip. For the base,

the integrated intensity ratio for the selected region was 1.14:1 for the green vs blue

channel.

In the blue channel the tip to base ratio was 1.1:1 while the in the green channel

the ratio was 0.94:1. The SEM-CL images show that the green channel intensity,

defect emission intensity, was higher for the selected area at the base of the nanowire

compared to the tip. These results agree with the growth model as well the trend of

the calculated defect density.

6.4.3 Middle region

The middle region of the nanowire was separated into two regions (region 3 and

4). Figure 6.9 shows the position of region 3 and 4 in relation to the end facet regions.

Transients were extracted from the middle portion of the nanowire where the loose
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debris particles were located. The emission intensity from both middle regions of the

nanowire were approximately half the intensity measured at the base (Region 2) and

approximately 10 times less than the intensity at the tip (Region 1)(Figure 6.9(b)).

Figure 6.9(c) highlights the detail in the dynamics at region 3 and 4. In moving from

the tip (region 1) to the base (region 2) features of the transients gradually changed to

match that of the emission dynamics of the end facet that was in proximity. Region 3

shows a slightly higher peak intensity than region 4 and was closer to region 1 which

had the highest intensity. Region 4 had a higher second maximum than region 3 and

is closer to region 2 which had the more prominent second maximum. The progressive

change in dynamics from tip to base as shown in the transients extracted from the

middle delineate the changes occurring in the nanowire morphology and density profile.

6.5 Conclusion

We have developed an ultrafast technique capable of detecting defect density

changes in a single nanowires through changes in the transient fluorescence. The

method is powerful tool for the quantitative characterization of single nanostructures

that removes the restriction of contacts. Additional information about the ultrafast

recombination processes occurring in nanostructures can also be extracted. The linear

Shockley-Read, quadratic defect mediated and the cubic Auger recombination con-

stants can also be extracted from the ASE model. These rate constants provide a

description of the tranisent emission profile as well as help correlate the observed op-

tical response to structural changes in the nanostructures.
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Chapter 7

SUMMARY

The charge carrier dynamics of individual CdSxSe1−x and ZnO nanowires were

measured using a femtosecond Kerr-gated microscope system. The objective of this

study was to develop a contact-less method to probe the early time dynamics of single

nanostructures, specifically to gain insight into factors that influence charge carrier

mobility in single ZnO naowires.

Measurements were initially conducted in the visible detection range on single

CdSxSe1−x nanowires. It was demonstrated that position-dependent dynamics along a

single nanowire excited under the same conditions can be detected by the setup. The

regions of high localized intensity only occurred after a certain threshold was exceeded

as is characteristic of ASE. The ASE dynamics from three regions along the nanowire

were compared. Two of the three regions showed a second maximum in the transient

data indicative of higher carrier densities. Since the excitation spot size was much larger

than the area measured and had a Gaussian intensity profile, it was assumed that the

excitation fluence was constant along the measured length of the nanowire. Color space

measurements along the nanowire revealed that emission wavelength changed by less

than 3% and hence the composition remained relatively consistent. There were also

no significant changes in the growth direction or morphology in the measured region

hence variation in the dynamics must be a result of changes in the scattering rates at

the different locations.

As very steady measurement data was required to obtain fits to the ASE model,

additional measurements were conducted on a separate nanowire that produced emis-

sion signal with higher signal-to-noise ratio. Again the position-dependent ASE dy-

namics were observed along the length of the nanowire. From the fits to the ASE
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model, the extracted non-geminate recombination rate was the leading de-excitation

pathway. Assuming the recombination is diffusion limited in the CdSxSe1−x nanowire,

then the charge carrier mobility can be calculated from non-geminate recombination

rate. The calculated value (0.2 cm2/Vs) was orders of magnitude lower than that of

comparable literature values. These results suggested that due to the large carrier

densities generated in the nanowire, recombination may enter the non-diffusion limited

regime.

Conversion to UV detection range resulted in a maximum temporal resolution

of 85 fs with a 0.15 mm thick fused silica Kerr medium. The YAG Kerr medium

was ultimately chosen as the best compromise between temporal resolution and gating

efficiency. In the UV detection range the larger transmission through the gate afforded

more nanowires to be measured as the gating efficiency increased 4 times that when

the setup was configured for the visible detection range. Phenomenon such as band-

gap renormalization was observed in the transient spectra. Ultrafast measurement of

a single tapered ZnO nanowire showed differences in the temporal dynamics from the

emission from the tip and the base. Fits to the ASE model revealed that the Shockley-

Read-Hall rate had no significant influence on the dynamics and so was neglected.

The quadratic de-excitation pathway, the two-body defect mediated recombination

rate, dominated. From this rate a defect density was calculated for either end of the

nanowire and the middle region. The defect density gradient is expected to have been

established by the the change in growth conditions. The Kerr-gated microscope is

therefore a new contact-less method for quantifying defect density in single nanowires.
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[223] Z. E. Horváth, A. A. Koós, K. Kertész, G. Molnár, G. Vértesy, M. C. Bein,
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Appendix A

FIGURE REPRINT PERMISSIONS
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Figure A.1: Reprint permission for Figure 2.1, 3.3 and 3.6.
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Figure A.2: Reprint permission for Figure 3.2.
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Figure A.3: Reprint permission for Figure 3.7.
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Figure A.4: Reprint permission for Figure 5.1.
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Figure A.5: Reprint permission for Table 4.1.
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Figure A.6: Reprint permission for Figure 4.1 and Figure 4.2.
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Figure A.7: Reprint permission for Figure 5.2, Figure 5.3, Figure 5.4 and 6.3.
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Figure A.8: Reprint permission for Figure 4.8.
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Figure A.9: Reprint permission for Figure 4.13.
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Figure A.10: Reprint permission for Figure 4.17.
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Figure A.11: Reprint permission for Figure 4.16.
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