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Nanometer-scaled materials have instigated an explosion of investigations into 

their applications as sensors, energy harvesting tools, memory devices, and catalysts. 

Researchers are intensely focused on the ability to tailor the size, shape, and geometric 

spacing because performance is inherently tied to nanomaterial structure and 

assembly. Block polymers thin films, which self-assemble at the nanometer scale, are 

well-studied systems that can be used to synthesize and orient such nanomaterials. 

Therefore, to meet the demands of next-generation devices, it is important to develop 

block polymer composite thin films that the material scientist can manipulate to meet 

specific performance metrics (e.g., catalytic activity, optical reflectance, or magnetic 

coercivity to name a few). Herein, two templating methods were used to order 

inorganic material with block polymer thin films. The first method exploited the 

polymer-nanoparticle interactions to selectively incorporate gold nanoparticles within 

a specific domain of a polystyrene-b-polyisoprene-b-polystyrene triblock polymer thin 

film. The second method used a self-assembled polystyrene-b-poly(ethylene oxide) 

block polymer thin film to selectively absorb metal precursors into a hexagonal 

pattern. In both cases, inorganic nanoparticles were positioned according to the self-

assembled morphology of the block polymer. 

 In an unrelated thrust, a fuel converter unit was designed and built around a 

fuel converting catalyst that was previously developed with the research group. The 

fuel converter improved upon existing efficiency while minimizing system cost, size, 

ABSTRACT 
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and complexity. Furthermore, the converter was confirmed to be of substantial interest 

to commercial solid oxide fuel cell researchers and engineers that were interviewed as 

a part of the National Science Foundation I-Corps program. Recommendations for 

future work on the fuel converter and the block polymer composites are discussed. 



1 

 

BLOCK POLYMER TEMPLATING AND FUEL CONVERSION CATALYSIS: 

OVERVIEW AND APPLICATIONS 

1.1 Introduction 

In the nascent stages of this thesis, the objective was to utilize self-assembled 

block polymer nanostructures to dictate the placement of catalytically active metals 

and supporting metal oxides. It was envisioned that exercising nanometer-scale control 

in catalyst development would lead to exciting breakthroughs in catalytic activity and 

selectivity. Indeed, the objective came into fruition when using block polymer 

templates to create nanostructured metal oxides. However, in addition to polymer-

assisted catalyst development, a separate project was undertaken to develop a catalytic 

fuel converter that cracked military jet fuel into a mixture of hydrocarbons that 

mimicked liquefied petroleum gas. Therefore, two separate introductions are 

warranted here. Section 1.1.1 through section 1.1.3 introduces block polymer 

nanocomposites, while an introduction into fuel conversion is included in section 

1.1.4.  

1.1.1 Nanoparticles in Block Polymer Templates 

 While research continues to develop polymers with improved mechanical,1-4 

chemical,5,6 and electrical properties,7,8 composites of nanoparticles in polymers have 

yielded impressive gains.9 For example, when inorganic fillers are effectively blended 

into polymers (~0.1-10 volparticle%),9 the resulting composites can exhibit dramatically 

Chapter 1 
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improved properties such as strength,10 thermal conductivity,7,11,12 electrical 

conductivity,7,11 or permeability.13,14 However, without efforts to stabilize the 

polymer-particle interface,15 the surface energy mismatch between inorganic particles 

(relatively high surface energy) and hydrocarbon polymers (relatively low surface 

energy) usually results in aggregated nanoparticles within the polymer matrix.15 In situ 

options achieve well-mixed nanocomposites because the nanoparticles are synthesized 

within the polymer matrix of interest. On the other hand, particle-matrix mixing is 

achieved in ex situ methods via ligands (e.g., small molecules or polymers) that shield 

particle-particle van der Waals attractions.15 Scaling laws have been developed to 

adequately blend a nanocomposite with a desired nanoparticle size, ligand molecular 

weight, ligand grafting density, and matrix polymer molecular weight.15-17 Broadly 

speaking, in situ and ex situ techniques represent the bulk of nanocomposite synthesis 

methods.  

1.1.1.1 In situ Synthetic Methods 

The main benefit of the in situ approach is a homogeneous distribution of 

particles.18-20 Generally, a polymer is loaded with a metal precursor and then 

undergoes oxidation/reduction21 or thermal decomposition22 to yield dispersed 

nanoparticles. Polymer-metal precursor interactions occupy a large parameter space 

that covers weak interactions such as coordination bonds,23,24 hydrogen bonds,23 

charge-transfer interactions,25 hydrophobic interactions, and π-bonding.25-28 

Furthermore, unlike small-molecule analogs, polymers exhibit conformational changes 

to accommodate the inter- and intra-chain metal complexes.29 Here, a brief 

introduction is provided, which covers coordination bonds with poly(vinyl pyridine) 

(PVP) and poly(ethylene oxide) (PEO), and the reader is referred to the literature for 
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more information on polymer-metal complexes.30-33 Other methods employ polymers 

with functional groups like alcohols and acids for electrostatic interactions,34-36 

methacrylates for dipole interactions,37-39 and metallocenes for π-bonding.20,40,41 

A receptive polymer has functional moieties such as unpaired electrons or 

polar segments. In block polymers, PVP and PEO are two commonly used blocks for 

metal incorporation. For example, complex formation between Cu2+ and PVP or 

pyridine can be described by the following expressions: 

Cu
2+ + 𝐿

𝑘1
↔CuL

2+
 

1-1 

CuL
2+ + 𝐿

𝑘2
↔CuL2

2+
 

1-2 

CuL2
2+ + 𝐿

𝑘3
↔CuL3

2+
 

1-3 

CuL3
2+ + 𝐿

𝑘4
↔CuL4

2+
 

1-4 

for which L is PVP or pyridine. Nishikawa and Tsuchida reported the formation 

constants, kx, as shown in Table 1.1.42 

Table 1.1: Reaction constants for chelating Cu2+ with PVFP or pyridine. Adapted 

with permission from Nishikawa, H. and Tsuchida, E. J. Phys. Chem. 

1975, 79, (19), 2072-2076. Copyright 1975 American Chemical Society. 

L log k1 log k2 log k3 log k4 

PVP 2.2 2.3 3.0 3.1 

pyridine 2.5 1.9 1.3 0.8 

Interestingly, the multidentate (i.e., CuL>1
2+ ) interactions form faster for PVP than for 

pyridine. In fact, each successive polymer interaction forms faster than its predecessor 

(i.e., k4 > k3 > k2 > k1). By definition of a polymer, the local concentration of functional 
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monomer is very high; therefore, once the initial complex is formed (k1) polymers can 

form multidentate complexes (k>1) at faster rates than their small-molecule analogs.42 

Stable intra-chain multidentates also form with PEO due to its chain flexibility and 

electron donor capability of the oxygen atoms along the backbone.29 Evidence 

suggests that the PEO chains coordinate with metals by forming crown-ether-like 

complexes.43 Furthermore, block polymers containing both PEO and PVP can be used 

to complex two different salts in an orthogonal manner.44,45 

 Once the complex is formed, nanoparticles are produced by reducing the 

precursor salt to a metal or reacting the salt with oxygen to form metal oxides. The 

simplest and most common method is to use the polymer as a reducing agent during 

thermal annealing.35,38,46 Additionally, the polymer-metal precursor composite can be 

chemically reduced using sodium borohydride or hydrazine,34,39,47 or chemically 

oxidized using water,48 ozone,49 or oxygen plasma.24,50,51 In all cases, the polymer 

serves as a host that minimizes aggregation and agglomeration during nanoparticle 

formation.  

Researchers have incorporated complexing polymers into self-assembling 

block polymers to create a variety of functional inorganic materials.52,53 The strong 

affinity between the hydrophilic polymers and the precursors selectively confines the 

metal into a polymer domain. In particular, the Pluronic® family of block polymers 

has been extensively used for evaporation-induced self-assembly sol-gel techniques 

(see section 1.1.1.1).54,55 Block polymers have been used with the in situ process to 

template inorganics such as gold,50 silver,56 platinum,51 palladium,51 aluminum,57,58 

iron,59 silicon,52 titanium,58,60 and others.61,62 Perhaps more importantly, the block 

polymer morphology persists in the in situ inorganic structures such as lamellae,63,64 
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gyroid,64-66 hexagonally packed cylinders,64,67,68 and body-centered cubic 

spheres.64,67,68 However, when designing nanostructured inorganics, it is important to 

control the relative quantity and composition of inorganic precursor that is mixed with 

the polymer template. As the precursor selectively swells a hydrophilic polymer 

domain, the change in relative volume fractions of the hydrophobic and hydrophilic 

blocks can result in morphology changes.69 For example, Cheng and Gutmann used a 

titania sol and a polystyrene-b-poly(ethylene oxide) template to create a wide variety 

of morphologies including foams, flakes, and wires.53 Therefore, in situ techniques 

provide an attractive option to create a variety of free-standing inorganic structures or 

block polymer composites.52,53  

1.1.1.2 Ex situ Synthetic Methods 

Nanoparticle-polymer blends can be made by synthesizing the nanoparticles in 

a separate process prior to blending with the polymer, which is referred to as an ex situ 

synthetic method. Ex situ approaches benefit from a plethora of synthesis techniques, 

which afford nanoparticles with various compositions,70,71 sizes,72,73 and shapes.74-76 

Nanoparticles are typically produced in solution by reducing or oxidizing a metal 

precursor salt in the presence of capping ligands, which direct the nucleation and 

growth process.74,77 The topic of nanoparticle synthesis is beyond the scope of this 

thesis; the reader is referred to the literature for more background information.78-81 

Nanoparticle-polymer blending is germane to this thesis. Unlike the in situ 

method, an even particle distribution within the polymer matrix requires a balance of 

enthalpic and entropic driving forces that encourage phase separation and/or particle 

agglomeration as briefly discussed below. 
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1.1.1.2.1 Enthalpic Considerations 

Enthalpic penalties for mixing occur at the nanoparticle-polymer interface. 

Researchers have used many different types of nanoparticle capping ligands including 

alkanes,74,77,82 functional moieties,83 polymers,84,85 or dendrimers to minimize 

enthalpic penalties and maximize nanoparticle dispersion.86  Block polymer 

composites have been used to reveal the importance of tuning ligand chemistry; 

ligands have been selected to direct nanoparticles into specific polymer domains. 

Examples include silica and gold in polystyrene-b-poly(ethylene propylene),87 gold or 

silver in polystyrene-b-polyisoprene-b-polystyrene,88,89 gold in polystyrene-b-

poly(methyl methacrylate),90 silica-based clays (i.e., sodium montmorillonites) in 

polystyrene-b-polybutadiene-b-polystyrene,91 and palladium in polystyrene-b-poly(2-

vinyl pyridine).92,93 Access to a variety of ligands translates to compatibility across 

many polymer-particle pairs. Enthalpic penalties even can be negated in so-called 

athermal nanocomposites (e.g., polystyrene-covered gold nanoparticles in a 

polystyrene matrix).94-96 However, it should be noted that appropriate scaling laws, 

which are discussed in section 1.1.1.2.2, must be taken into consideration to avoid 

autophobic dewetting between the matrix and grafted polymers.15,97 Polymer-covered 

particles can be made in a grafting-to98,99 or grafting-from approach (Figure 1.1).100,101 

A grafting-through approach also exists, wherein particles are decorated with 

functional moieties (e.g., vinyl or methacrylate groups) that are incorporated into the 

polymer backbone during polymerization.102,103 While grafting-through has the 

potential to achieve higher grafting densities than grafting-to,102 the method does not 

match the versatility of either grafting-to or grafting-from.104,105 
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Figure 1.1: Polymer chains bound to a SiO2 nanoparticle via (top) grafting-to and 

(bottom) grafting-from. The grafting-to approach is performed using an 

alkyne-azide click reaction. The grafting-from is performed with a 

surface-bound initiator that is a precursor to tethered polymer chains. 

Adapted with permission from Achilleos, D. S.; Vamvakaki, M. 

Materials 2010, 3, (3), 1981-2026. 

The grafting-to method is simpler, but steric repulsions between attached ligands can 

limit grafting densities and thus decrease nanoparticle stability.106,107 The grafting-

from method can achieve higher grafting densities while still maintaining control over 

polymer composition and molecular weight.94,95 Finally, in addition to achieving good 

dispersion within a polymer, nanoparticle surfaces can be tuned to mitigate polymer-

polymer interfaces for blends and block polymers, which can lead to block polymer 

order-order transitions or interface stabilization.108 

1.1.1.2.2 Entropic Considerations 

While an entropic gain in free energy from polymer-particle mixing 

encourages dispersion, entropic penalties associated with polymer chain deformation 

to accommodate nanoparticles and a loss of translational chain entropy can lead to 

aggregation and phase separation.94,95 The entropy of mixing (Smix) and chain 
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deformation (Sdeformation) are related to the volume fraction (φ) of nanoparticles, with a 

radius of RNP, in a polymer with a radius of gyration, Rg, as follows:109,110 

𝑆mix ∝ (
𝜑

𝑅NP
3) ln𝜑 

1-5 

𝑆deformation ∝ (
𝑅NP

𝑅g

)

2

 
1-6 

It can be seen that smaller particles and larger polymer chains will promote mixing.111 

For block polymers, it has been shown that smaller particles uniformly dispersed 

within a polymer domain while larger particles segregated towards the domain 

centers.16,112 

 For athermal nanocomposites, three parameters become increasingly important 

in avoiding autophobic dewetting: grafted polymer degree of polymerization (N), host 

polymer degree of polymerization (P), and grafting density (i.e., chains/nm2; σ). 

Autophobic dewetting occurs when the tethered polymer chains form dry brushes that 

exclude interaction with the host matrix. Polymer-grafted nanoparticles can aggregate 

under the following condition:110 

𝜎√𝑁 > √
𝑁

𝑃
 

1-7 

It should be noted that equation 1-7 is not a definitive rule, and aggregation remains 

nanoparticle-size dependent.95 Furthermore, the “aggregate” can be a functional 

secondary shape, in its own right, that takes on morphologies such as chains or 

sheets.94 Therefore, equation 1-7 serves more as a guide when considering entropic 

contributions to miscibility in particle-polymer blends. 
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1.1.2 Introduction to Block Polymers 

Patterns have facilitated natural and man-made phenomena over numerous size 

scales. For example, honeybees produce a hexagon-patterned honeycomb, which 

sparingly uses valuable wax to partition storage units that maximize the area-to-

perimeter ratio.113 Other long-studied patterns in phyllotaxis exhibit Fibonacci 

sequences that optimize leaves’ exposure to resources (i.e., light and precipitation) 

while minimizing occlusion of neighboring leaves.114,115 On a larger scale, vehicle 

parking lots commonly exhibit rows of repeated demarcations that maximize the lot’s 

capacity for vehicles while maintaining a safe and intuitively navigable facility.116,117 

On an even larger scale, large agricultural farms sow seeds in tightly packed rows that 

can increase the yields per acre.118-120  

At the other end of the spectrum, the semiconductor industry employs patterns 

to construct ever-smaller transistors that, in turn, lead to faster and smaller electronic 

devices:121,122 smartphones that act as personal assistants,123,124 engine control units 

that reduce emissions and improve fuel economy,125,126 glucose monitors for patients 

self-administering insulin,127,128 and even circuit-equipped sporting goods that record 

activity statistics.129-131 In all cases, defects in the patterns can lead to sub-optimal 

performance in terms of wax use,132 plant growth,133,134 vehicle packing and pedestrian 

safety,135 crop yield,118 or microprocessor performance.136,137 Therefore, predictable 

and reproducible patterns are highly desirable. 

Just as patterns at the macroscale can have positive impacts on performance, 

nanoscale patterns show promise for next-generation devices such as solar energy 

converters,138,139 separation membranes,140-142 and lithographic masks.137,143 Nanoscale 

patterning approaches can be categorized into top-down or bottom-up processes. Top-

down approaches employ lithography with short wavelength photon sources to create 
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nanoscale shapes such as trenches, dots, wires, and pillars among others.144 Top-down 

approaches include optical lithography,145 e-beam lithography,146 nanoimprint 

lithography,147 and scanning probe lithography.148,149 The advantage of a top-down 

process is relatively few defects.150,151 However, the disadvantage is a compromise 

between smallest achievable size, cost, and wafer throughput.146 On the other hand, 

bottom-up approaches rely on thermodynamics and kinetics to self-assemble patterns 

of interest. Examples of nanoscale bottom-up products include monolayers,152,153 

zeolites and metal organic frameworks,154-156 nanoreactors,157,158 colloidal 

superstructures,159-161 and protein meshworks and cages.162,163 The main advantage of 

a bottom-up process is the potential for prolific nanoscale manufacturing at relatively 

low cost.164  

To realize the benefits of bottom-up processing, considerable effort has 

focused on using block polymers to create a variety of nanoscale structures with 

tunable sizes and geometries. Block polymers are macromolecules that are composed 

of chemically distinct polymer segments, which are covalently bonded together. The 

covalent bond prevents the blocks from macrophase separating. Therefore, block 

polymers can exhibit interesting microphase features on the order of nanometers.165,166 

While more intricate structures can be achieved by increasing the number of blocks 

and/or their architectural complexity (e.g., cyclic or branched),167 an understanding of 

linear diblock polymers is sufficient for topics addressed in this thesis. 

A linear diblock polymer is composed of two chemically distinct segments: 

polymer A and polymer B. In diblock polymers, the equilibrium phase is governed by 

the degree of polymerization, N, volume fraction of A, fA (i.e., 𝑓B = 1 − 𝑓A), and A-B 

Flory-Huggins interaction parameter, χAB.165 For a given diblock polymer system, the 
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degree of polymerization and volume fractions can be tailored by adjusting the 

polymer synthesis conditions such as the ratio of monomer to initiator, polymerization 

time, polymerization temperature, and solvent choice.168,169 The degree of 

polymerization typically varies from ~50 to ~1,000, and the volume fractions are 

tailored to target the microstructure of interest. Together, the degree of polymerization 

and volume fraction govern the translational and configurational entropy of the 

polymer chains. Translational entropy describes the degree of mixing (or phase 

separation) amongst the polymer chains whereas configurational entropy describes 

chain stretching.170 The Flory-Huggins interaction parameter encompasses the 

enthalpic contribution from the Gibbs free energy of mixing between the two polymer 

blocks (Equation 1-8).170,171 Flory-Huggins theory extends the thermodynamics of 

solutions to solutes of linked monomers (i.e., polymer) instead of small 

molecules.172,173 The interaction parameter depends on temperature (T) and 

temperature-independent variables α and β, which govern the enthalpic and entropic 

contributions, respectively.  

 

𝜒AB =
𝛼

𝑇
+ 𝛽 

1-8 

 

For context, some Flory-Huggins interaction parameters for commonly researched 

polymers and polymers used in this thesis are provided in Table 1.2.174 
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Table 1.2: Flory-Huggins interaction parameters for common block polymer 

systems. 

Polymer χAB(T) (K) 

polystyrene-b-polyisoprene175  26.4
T⁄  - 0.0288 

polystyrene-b-poly(ethylene oxide)175 29.8
T ⁄ - 0.0229 

polystyrene-b-poly(2-vinylpyridine)176 63
T⁄  - 0.033 

polystyrene-b-poly(methyl methacrylate)177 3.9
T ⁄ - 0.028 

poly(ethylene oxide)-b-poly(propylene oxide)178 20.2
T⁄  + 0.0221 

Ultimately, the thermodynamically stable morphologies that can be obtained 

from bulk diblock polymers include close-packed spheres, body-centered cubic 

spheres, hexagonally packed cylinders, continuous gyroid network, Fddd 

orthorhombic network, and lamellae. Each morphology typically has size features on 

the order of 10-100 nm (Figure 1.2).165,179,180 
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Figure 1.2: Phase diagram for a diblock polymer showing close packed spheres (Scp, 

not shown), body-centered cubic spheres (S), hexagonally packed 

cylinders (C), continuous gyroid network (G), Fddd orthorhombic 

network (O70, not shown), lamellae (L), and their respective inverted 

structures (O70’, G’, C’, S’, Scp’). The dot marks a mean-field critical 

point and the diamonds mark triple points. The phase diagram was 

adapted with permission from Matsen, M. W. Macromolecules 2012, 

45(4), 2161-2165. Copyright 2012, American Chemical Society. Unit cell 

illustrations were adapted with permission from Bates, F. S.; Fredrickson, 

G. H. Phys. Today 1999, 52, (2), 32-38. Copyright 1999, American 

Institute of Physics. 

Researchers have found interesting applications for the various phases: spheres 

and cylinders for bit-patterned media181-184 and lamellae-forming phases for wire 

templating.185,186 However, the gyroid network remains the most coveted phase 

because its co-continuous pathways make it attractive for applications requiring 

electron or mass transport.187,188 Electron and mass transport is limited by grain 

boundaries in cylinder- or lamellae-forming phases.189 While the gyroid phase is 

obtainable with a diblock polymer system, researchers have pursued more complicated 
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block polymer systems,167 which exhibit larger gyroid windows in their respective 

phase diagrams.190 

In addition to the interesting applications, the interest in the field of block 

polymers steadily has increased due to the relative safety and simplicity of new living 

polymerization techniques such as reversible-addition fragmentation chain-transfer 

and atom-transfer radical-polymerization.168,191 Such versatile techniques have 

lowered the synthesis entry barrier and allowed block polymers to permeate fields 

from solar energy conversion to drug delivery.192,193 

1.1.2.1 Block Polymer Thin Films 

In addition to the variables that affect bulk block polymer phase equilibrium, 

confinement into thin film geometries introduces three variables: thickness of the film, 

interaction between the substrate and the film, and interaction between the free-surface 

and the film.194 Here, it should be noted that additional non-equilibrium structures can 

be achieved by manipulating film casting and annealing procedures.195 The thickness, 

t, of a thin film block polymer of domain spacing, L0, is approximately L0 < t < 10L0 

(Figure 1.3). For an AB diblock polymer thin film, symmetric wetting refers to 

polymer A or B wetting both the substrate and the free-surface (Figure 1.3b); 

asymmetric wetting refers to polymer A (or B) wetting the substrate and polymer B 

(or A) wetting the free surface (Figure 1.3d). Film thickness is important vis-à-vis 

commensurability. Block polymer films are commensurate if Equation 1-9 is true. 

 

t
L0
⁄ = {

n, symmetric wetting ∩ n ∈ ℕ

(n + 1 2⁄ ), asymmetric wetting ∩ n ∈ ℕ
 

1-9 
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The enthalpic penalty of mixing blocks causes the polymer domains to behave like 

discrete layers parallel to the substrate plane (Figure 1.3). Therefore, incommensurate 

films display surface relief structures, so-called “holes” (Figure 1.3a) and “islands” 

(Figure 1.3c), that accommodate the deficient or excess volume, respectively.196  

 

Figure 1.3: Schematic of a lamellae-forming diblock polymer (red-blue) thin film, 

not to scale. For a film of thickness t, surface relief structures form (a) 

holes or (c) islands when film thicknesses are incommensurate with the 

domain spacing, L0. Otherwise, commensurate films can exhibit (b) 

symmetric or (d) asymmetric wetting depending on the block affinities 

for the substrate and free-surface. 

Although L0 for block polymers typically is within the range of 15-200 nm, the 

diameters of the islands and holes can be many microns, depending on the degree of 

incommensurability and polymer molecular weight.197 While Figure 1.3 implies that 

smooth-surface films require commensurate thicknesses for lamellae or cylinders lying 

parallel to the substrate plane, it has been shown that incommensurate thicknesses can 

provide a driving force towards perpendicularly oriented morphologies, which is often 

more desirable.198,199 
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 In addition to film thickness, the substrate- and free-surface interfacial areas 

play important roles in the formation of block polymer thin film structures.194 The 

surface energy difference between the two media (e.g., substrate-polymer or polymer-

free surface) governs the polymer wetting behavior. The free surface usually is air; 

therefore, the lowest energy block will create a wetting layer at the free-surface 

interface.196 It should be noted that changes to the gas-phase composition (e.g., solvent 

vapor annealing) can create a driving force to bring higher surface energy materials to 

the film surface.200,201 

More research has explored the effect of the substrate surface interaction. 

Substrates have been chemically modified to control the orientation and degree of 

order of block polymer thin films.186,202,203 Regarding orientation, parallel cylinders 

and lamellae can be achieved by ensuring that the substrate is preferentially wet by 

one of the blocks (Figure 1.4a(i)).204 On the other hand, perpendicularly oriented 

structures are more desirable for applications such as filtration membranes or 

templates.205-208  Perpendicular orientations have been shown to be the lowest energy 

orientation on substrates that are modified so as to be non-preferential (Figure 

1.4a(ii)).201 In addition to influencing the domain orientation, substrates can be 

modified so as to improve the long-range ordering after annealing. Substrate 

modifications such as chemical or topographical patterns, which are applied prior to 

film casting, have been shown to reduce the defect density in annealed polymer 

films.186,209-211 
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Figure 1.4: Substrate effect on thin film orientation and order. (a) The substrate 

surface chemistry can induce (i) preferential wetting or (ii) a neutral 

interaction, which would lead to a perpendicular orientation. (b) 

Patterned substrates direct the self-assembly into (i) well-ordered 

structures; whereas films on (ii) unpatterned substrates exhibit 

considerably more grain boundaries and defects. (b) Adapted with 

permission from Macmillan Publishers Ltd: Nature. Kim, S. O.; Solak, 

H. H.; Stoykovich, M. P.; Ferrier, N. J.; de Pablo, J. J.; Nealey, P. F. 

Nature 2003, 424, (6947), 411-414. Copyright 2003 

In one case, block polymer self-assembly (bottom up) was combined with extreme 

ultraviolet interferometric lithography (top down) to produce ordered defect-free areas 

of perpendicularly oriented lamellae (Figure 1.4b(i)); whereas block polymer domains 

on substrates that were not pre-patterned by interferometric lithography exhibited a 

poorly-ordered film (Figure 1.4b(ii)).211 Such patterning is crucial for long-range order 

applications in the semiconductor industry.212 

1.1.3 Templating Inorganics with Block Polymers 

The co-assembly of block polymers and nanoparticles is a research area rich 

with applications in energy harvesting,213 magnetic bit patterning,214 optics,215 and 

catalysis. Researchers have taken lessons from creating well-dispersed 
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nanocomposites in homopolymers and applied them to create analogous block 

polymer composites using both ex situ and in situ approaches.195,216,217 

1.1.3.1 In Situ Templating 

One of the most common applications of block polymer templating is the 

evaporation-induced self-assembly (EISA) sol-gel process to produce metal oxides.218-

221 The EISA technique is used to make bulk and thin film materials with ordered and 

size-controlled pores correlated with polymer molecular weight.222 In a typical 

process, the metal precursor, block polymer, and solvent(s) are mixed together and 

cast into a thin film. Solvent evaporation beyond a critical micelle concentration 

triggers assembly and organization of the structures (Figure 1.5a). 

 

Figure 1.5: (a) Schematic of the evaporation-induced self-assembly process and (b) a 

transmission electron microscope image of a mesoporous carbon product; 

inset image is a diffractogram. In both (a) and (b), the cubic phases are 

shown, but numerous other mesostructures can be formed. (a) was 

adapted from Pan, J. H.; Zhao, X. S.; Lee, W. I. Chem. Eng. J. 2011, 170, 

(2-3), 363-380, copyright 2011, with permission from Elsevier. (b) was 

adapted with permission from Deng, Y. H.; Yu, T.; Wan, Y.; Shi, Y. F.; 

Meng, Y.; Gu, D.; Zhang, L. J.; Huang, Y.; Liu, C.; Wu, X. J.; Zhao, D. 

Y. J. Am. Chem. Soc. 2007, 129, (6), 1690-1697. Copyright 2007 

American Chemical Society. 
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Subsequent polymer removal via thermal degradation or oxidation leaves an inorganic 

fossil of the polymer morphology; isotropic, body-centered cubic spheres, hexagonally 

packed cylinders, gyroid network, and lamellar morphologies can be synthesized 

(Figure 1.5b).219,223 Attractive aspects of EISA include its one-pot simplicity and 

batch-to-batch reproducibility.218 However, using block polymer reverse micelles in a 

similar approach produces nanoparticles with a wide size distribution and irregular 

nanoparticle arrays (Figure 1.6a).24 Heterogeneity probably stems from inter-chain 

complexes that kinetically trap micelles from equilibrating towards a homogeneous-

size population.224 Boyen and coworkers recently published a well-ordered array 

whereby the metal precursors are coordinated with a homopolymer before being 

combined in a block polymer micelle solution (Figure 1.6b), thereby giving mobility 

to the micelle-forming block polymer chains.24 
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Figure 1.6: Atomic force microscopy images of iron oxide nanoparticles made from 

(a) a one-pot approach, (b) a solution of homopolymer-iron complexes 

and block polymer micelles, and (c) gold nanoparticles from a neat block 

polymer thin film template. Inset images for (a) and (b) show respective 

auto-covariance functions. (a) and (b) were adapted with permission from 

Shan, L.; Punniyakoti, S.; Van Bael, M. J.; Temst, K.; Van Bael, M. K.; 

Ke, X.; Bals, S.; Van Tendeloo, G.; D'Olieslaeger, M.; Wagner, P.; 

Haenen, K.; Boyen, H.-G. J. Mater. Chem. C 2014, 2, (4), 701-707. 

Copyright 2014 Royal Society of Chemistry. (c) was adapted with 

permission from Cho, H.; Park, H.; Russell, T. P.; Park, S. J. Mater. 

Chem. 2010, 20, (24), 5047-5051. Copyright 2010 Royal Society of 

Chemistry. 

In a separate in situ approach, Russell and coworkers eliminated complexities 

associated with intra- and inter-chain metal-polymer coordination by using a 

polystyrene-b-poly(2-vinylpyridine) (PS-b-P2VP, Mn,PS = 125 kg mol-1; Mn,P2VP = 59 

kg mol-1) thin film template to produce gold nanoparticle arrays.50 Exposure to polar 

solvents caused the polymer thin film to undergo a surface reconstruction whereby the 

solvated P2VP domains were drawn to the film’s surface, leaving a nanoporous 

template. Then, the pores were back-filled with precursor solutions of gold, iron oxide, 

and titanium oxide. After oxygen plasma etching, well-ordered arrays of inorganic 

nanoparticles with a narrow size distribution were produced (Figure 1.6c).50 
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Templating multiple materials using block copolymers can be accomplished by 

carefully choosing polymer-precursor pairs. For example, Russell and coworkers used 

a polystyrene-b-poly(2-vinylpyridine)-b-poly(ethylene oxide) to form reverse micelles 

to template concentric spheres of platinum and gold; the H2PtCl6 selectively 

coordinated with the P2VP while LiAuCl4 selectively coordinated with PEO.44 The 

platinum-shell gold-core nanoparticles are denoted Pt@Au. The approach has been 

replicated to create a variety of core-shell nanoparticles including Au@Ag,225 

TiO2@AuAg,226 and Au@SiO2,
227 Templating multiple materials is particularly 

relevant to heterogeneous catalysis because a catalyst can have multiple active 

phases.228,229 

1.1.3.2 Ex Situ Templating 

When templating particles with block polymers, dispersion considerations 

remain consistent as with homopolymers (see section 1.1.1.2) with an additional 

objective: preferentially segregate the particles into one of the polymer blocks.230 

Chemical dissimilarities between blocks allow researchers to preferentially segregate 

nanoparticles into targeted domains. Larger disparities between blocks decrease the 

enthalpic driving force towards nanoparticle aggregation; simple ligands can be used 

in place of grafted polymers. For example, Teranishi and coworkers exploited the 

repulsive interactions between alkane ligands and PVP to segregate gold nanoparticles 

into the polystyrene domains of a polystyrene-b-poly(vinyl pyridine) (PS-b-PVP) 

film.231 Similar cases can be found with oxides,213,232 semiconductors,233 and 

nanorods.234 The ability to segregate nanoparticles into discrete domains is in contrast 

to the poor segregation, if at all, that is achieved when non-polar ligands are used with 

non-polar block polymers (i.e., the blocks are similar).235-237 More control over the 
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precise location within a particular domain can be achieved using polymer-tethered 

nanoparticles. Work by Kramer and coworkers with gold nanoparticles and PS-b-PVP 

demonstrated excellent control of gold nanoparticle positions within the center, 

interfaces, and homogeneously distributed throughout the PVP domains.108,238-241 Such 

work exhibits the fine control of enthalpic and entropic contributions in a block 

polymer composite. 

Multiple domains of a diblock polymer can be used to template multiple 

materials. Thomas and coworkers used a lamellae-forming polystyrene-b-

poly(ethylene propylene) (PS-b-PEP) to template gold and silica nanoparticles in an ex 

situ fashion.87 While the underlying reason for differential nanoparticle segregation 

was not explicit (i.e., influence of the ligand, nanoparticle size, or nanoparticle 

material), the electron microscopy image clearly showed gold nanoparticles located at 

the polymer domain interfaces and silica nanoparticles located in the centers of the 

PEP domains (Figure 1.7).  
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Figure 1.7:  Gold and silica nanoparticles were templated in an ex situ fashion. Gold 

nanoparticles segregated to the PS/PEP interface while silica particles 

segregated to the centers of the PEP domains. Adapted with permission 

from Bockstaller, M. R.; Lapetnikov, Y.; Margel, S.; Thomas, E. L. J. 

Am. Chem. Soc. 2003, 125, (18), 5276-5277. Copyright 2003 American 

Chemical Society. 

Similarly, Haridas and Basu used a polystyrene-b-poly(4-vinylpyridine) (PS-b-P4VP) 

block polymer to simultaneously template PS-covered gold nanoparticles and 

pyridine-covered CdSe quantum dots into PS and P4VP, respectively.242 Controlled 

templating allowed them to tune the photoluminescence of their thin film composites. 

While adding complexity to the system, templating multiple sets of nanoparticles can 

add functionality to the composite system. 

1.1.3.3 Applications in Photocatalysis 

Common light-induced processes on heterogeneous surfaces include energy 

harvesting and catalyzed chemical reactions.243 Generally, the energy from an incident 

photon is converted into an electron-hole pair by the semiconductor. If the dissociated 

electron performs work through an external circuit, the process is harvesting energy in 

a photovoltaic cell.244 Otherwise, the electron-hole pair can migrate to the surface of 
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the semiconductor and catalyze chemical reactions.245 Titania is one of the most 

commonly used materials in photocatalysis due to its low cost, low toxicity, and large 

band gap (3.2 eV for anatase and 3.0 eV for rutile).246 When light is absorbed by 

titania, electron-hole pairs produce surface hydroxyl radicals and highly oxidizing 

holes that make the catalyst a strong oxidizer.246 The radicals and holes are ideal for 

degrading organic compounds, which is one of the most popularly studied 

photocatalytic processes.243,247 

Generally, researchers improve the photocatalytic efficiency of titania via two 

routes: increasing the surface concentration of reactive species and increasing the 

absorption band towards the visible range.246 One way to increase the concentration of 

reactive species is to increase the overall surface area of the catalyst. Therefore, 

researchers have used block polymers to synthesize nanoparticles46,248,249 and porous 

materials60,222,249,250 that have smaller features, which result in an increase in the 

surface area to volume ratio. Ying and coworkers performed chloroform degradation 

experiments, with titania nanoparticles that were synthesized using a sol-gel 

hydrolysis technique, and determine that the optimal feature size was approximately 

10 nm.251 They concluded that decreasing the feature size below 10 nm can increase 

the rate of electron-hole recombination at the surface and thus decrease photocatalytic 

activity.252 Meanwhile, van Grieken et al. found that 6-7 nm TiO2 crystals performed 

best for their cyanide photo-oxidation experiments253 and Anpo et al. reported that 5.5 

nm TiO2 yielded the best results for photocatalyzed hydrolysis of propyne.254 In all 

cases, the researchers highlighted the importance of large surface areas in achieving 

high photocatalytic activity. 
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Anatase titania, which is the most common phase of titania photocatalysts,243 

absorbs light with wavelengths below 384 nm, which accounts for less than 5% of the 

air mass 1.5 solar spectrum.246 To increase the bandwidth of absorption, researchers 

have modified titania by doping255,256 or adding plasmon-active nanoparticles.257-259 

While the former process is accomplished by wet impregnation or co-precipitation 

techniques, the latter can be accomplished by co-templating using two or more 

polymer blocks.195 Nanoparticles of gold and silver, which exhibit surface plasmon 

resonances in the visible light range, can be co-templated with titania.260,261 The 

plasmon frequency of the metal nanoparticles can be tuned by changing their 

size,262,263 shape,263,264 and composition.261,265 Gold-nanoparticle-surface plasmons 

enhance the photocatalytic activity of titania by either charge transfer (i.e., plasmon-

induced injection of electrons from the gold nanoparticle into the titania phase) or 

local electric field enhancement (i.e., plasmons on the gold surface induce an electron-

hole pair in the titania).260,261 While there is debate on the exact mechanism of 

synergy, researchers have demonstrated improved photocatalytic efficiency with gold- 

or silver-decorated titania using block polymer assemblies.257-259,266,267 Therefore, 

titania remains one of the most heavily researched photocatalysts. In addition to 

photocatalysis, the conversion of hydrocarbon fuels is another catalytic process that is 

relevant to this thesis and will be discussed in the next section. 

1.1.4 Catalytic Fuel Conversion Applications 

Previous work in our lab has demonstrated the feasibility of a catalytic 

cracking reaction that produces a mixture of small hydrocarbons from jet fuel.268,269 

Due to the price inversion (low-value products from high-value reactants), incentives 

to carry out such a value-detracting reaction exist in microcosms with extreme supply-
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demand imbalances. This section will focus on two juxtaposed situations: developing 

countries (subsection 1.1.4.1) and the defense industry (subsection 1.1.4.2). Finally, a 

brief summary is provided of the current approaches to fuel conversion (subsection 

1.1.4.3) and our lab-developed catalytic cracking reaction (subsection 1.1.4.4). 

1.1.4.1 Applications in Developing Countries 

Clean energy remains one of the world’s leading problems.270 In this case, 

“clean” refers to fuels with reduced sulfurous emissions and/or particulate matter 

when burned. In particular, distributing clean usable energy to end-users in remote 

locations remains a non-trivial task.271 Developed countries consume liquid and 

gaseous petroleum fuels approximately equally (Figure 1.8, black/grey).272 On the 

other hand, developing regions tend to use more primitive fuels (i.e., solids and 

liquids) because the fuels can be used for a variety of applications including heating, 

electricity production, transportation, lighting, and cooking.273,274 Consumption of 

gaseous hydrocarbons tends to lag that of its liquid counterpart (Figure 1.8).272 
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Figure 1.8: Liquid and gaseous petroleum production consumption represented as a 

percentage of the world’s respective consumption. Data were obtained 

from US Energy Information Administration.  

The lag between liquid and gaseous hydrocarbon consumption is probably due to a 

lack of access more than a lack of demand.275 Regarding access, using gas pipeline 

lengths as a proxy for distribution infrastructure prevalence, the top ten countries 

(from longest to shortest: USA, Russia, Canada, China, Ukraine, Australia, Argentina, 

UK, Germany, and Iran) possess 86% of the world’s 2,865,340 km. The remaining 

14% are split by the 115 countries tracked by the Central Intelligence Agency.276 

Access, to modern fuels like natural gas, propane, or liquefied petroleum gas remains 

limited in developing countries. 

Regarding demand for clean-burning fuels, it is estimated that 1.3 million 

people prematurely die per year due to exposure to indoor air pollution (i.e., from 

burning unclean fuels for heating and cooking).275,277 For example, the high sulfur 
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content of liquid fuels in developing countries result in higher concentrations of toxic 

SOx species upon combustion (Figure 1.9).278  

 

Figure 1.9: Map of allowable sulfur content in diesel fuel according to government 

regulations. Reprinted with permission from the United Nations 

Environment Programme – Partnership for Clean Fuels and Vehicles.278 

In addition to high-sulfur liquid fuels, many residents of developing countries use 

traditional biomass for heating and cooking fuels.279,280 To counteract the health 

concerns, the international community has supported a transition towards cleaner gas-

burning appliances.277 However, unreliable or nonexistent gas distribution networks 

contribute to the slow adoption of natural gas and liquefied petroleum gas.275,281 

Therefore, converting existing sources of liquid fuels into gaseous fuels at the point of 

use could increase the adoption rates of natural gas and liquefied petroleum gas 

appliances. 
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1.1.4.2 Defense Applications 

Prior to the Single Fuel Policy, variations in fuel quality and distribution 

reliability adversely affected logistics planning for the North Atlantic Treaty 

Organization (NATO) forces.282 The NATO Fuels and Lubricants Working Group 

elected to use JP-8, which is a kerosene-based jet fuel, as the single battlefield fuel. 

Homogenizing the fuel type simultaneously simplified sourcing (upstream logistics) 

and maximized interoperability (downstream logistics); that is, all fuel-consuming 

devices needed to work with JP-8.282 While a single-fuel policy offered benefits for 

logistics, it significantly reduced the types of devices that could be used in the field. 

A simple example of the single-fuel problem is the army’s field kitchen. A 

recent Small Business Innovation Research call for proposals criticized current JP-8 

appliances for “relying on inefficient burner units that subject cooks to excessive heat, 

exhaust, and noise.” Therefore, the army sought to convert existing JP-8 fuels into a 

“mixture that can be directly used in commercial gas-fired kitchen appliances with 

minimal modification.”283 A more advanced example is the desire to replace lithium-

ion batteries with energy-dense fuel cells for soldier-wearable portable power in the 

battlefield.284,285 Both cases indicate the suboptimal performance of JP-8 in low-to-mid 

power applications.  

The Future Force Warrior project that was initiated by the United States 

military seeks to equip individual soldiers with technology that improves situational 

awareness and communications.286 One of the biggest problems with added 

technology is the inevitable increased power consumption.287 Therefore, the military 

seeks portable power sources that are lightweight and quick to recharge without 

sacrificing the reliability of current lithium-ion battery systems. Multiple organizations 

and companies have supported the use of fuel cells (either polyelectrolyte- or solid 
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oxide-type). However, the lack of fuel cell-compatible fuels in the battlefield (i.e., 

hydrogen or small molecule hydrocarbons) precludes fuel cell proliferation.288 

Therefore, efforts focus on converting the existing supply of JP-8 into fuel cell-

compatible fuels. 288-290 Such a conversion provides added fuel diversification without 

requiring a reconfigured distribution network.290 

1.1.4.3 Fuel Conversion Devices - Current State 

Fuel cells offer significant energy density advantages over batteries and 

generators for portable power and backup power, respectively.284,291 However, because 

fuel cells typically require hydrogen, fuel storage and transportation are non-trivial 

problems.288 To this end, fuel converters offer a method to convert from one fuel to 

another without requiring intermediate storage and transportation steps.289 The 

conversion typically is from large molecules (hydrocarbons) into a mixture of small 

molecules like syngas or hydrogen, with the help of a water gas shift reaction.292,293 

Therefore, fuel cell systems can leverage the existing solutions to hydrocarbon storage 

and transportation while still having access to hydrogen. 

There are three popular catalytic fuel conversion reactions: steam reformation 

(SR, Equation 1-10), catalytic partial oxidation (CPOX, Equation 1-11), and 

autothermal reformation (ATR, Equation 1-12).289 

CxHy+H2O
SR
→ CO+H2 

1-10 

CxHy+O2

CPOX
→   CO+H2 

1-11 

CxHy+O2 + H2O
ATR
→ CO+H2 

1-12 

SR is an endothermic reaction that operates at high temperatures and thus high energy 

inputs.294 CPOX is an exothermic reaction that can create hotspots that result in 
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catalyst sintering.291 ATR combines SR and CPOX in an attempt to balance the 

thermal energy.295,296 In all cases, the reactions require an additional reactant (e.g., 

steam and/or oxygen) and produce syngas.289 Furthermore, catalyst deactivation due to 

sintering and fuel-sulfur poisoning remains a large concern.296-299 To mitigate the 

deleterious effects of sintering and poisoning, researchers have pursued heat 

management technologies (e.g., Precision Combustion’s Microlith™ technology) and 

desulfurization processes,300 respectively. While the fuel conversion community 

improves technology associated with ATR reactors and desulfurizers, our group has 

shown the potential of low-temperature sulfur-tolerant zeolites for fuel conversion.268 

This approach mitigates the two main concerns with fuel conversion: sulfur-induced 

poisoning and temperature-induced sintering. Furthermore, the product gas is a 

mixture of small hydrocarbons (C2-C5 species), which is easier to store and transport 

than hydrogen or syngas.  

1.1.4.4 Monomolecular Fuel Conversion 

Zeolites can be tailored to exhibit desired porosity, composition, and acidity 

for applications in catalysis.154 While materials with nanometer-scaled features can be 

templated by block polymers,195 the 5-50 Å scaled zeolites are synthesized using 

small-molecule structure-directing agents.301 Also, the ability to decorate the pores 

with catalytically active sites makes zeolites amenable to catalytic reactions in the 

petrochemical industry.302,303 Indeed, previous work from our group used a ZSM-5 

catalyst to convert JP-8 into a mixture of hydrocarbons that resembled liquefied 

petroleum gas via a fuel cracking reaction.268 Also, subsequent work proved that the 

cracking reaction effectively converted gasoline and diesel. Unlike the existing fuel 

conversion devices, the catalytic cracking process was effective at low temperatures (< 
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500 °C) and avoided catalyst sintering associated with CPOX or ATR (600-1200 °C) 

304 and the large energetic inputs associated with SR (950°C). 289,293 Furthermore, the 

catalyst was remarkably tolerant to sulfur-containing species in the fuels. Perhaps 

more surprising was the apparent absence of sulfurous compounds in the resulting gas-

phase product (< 10 ppm). Although the catalyst and reaction conditions satisfied the 

goals that were set by the Defense Advanced Research Projects Agency, 

improvements to the balance of plant are required to advance the so-called total 

readiness level. Work by Lauterbach and coworkers optimized the zeolite catalyst 

composition in the packed-bed reactor.268 However, when considering field-use, the 

system cannot realistically source an inert carrier gas without incurring significant 

parasitic losses. Furthermore, energetic parasitic losses need to be minimized for 

heating the reactor, cooling the effluent, and all of the associated pumps, valves, and 

controllers. Finally, the conversion efficiency was found to be approximately 15-20 

wt%. Given the economic value of the input fuel, higher conversion efficiencies near 

60 wt% need to be achieved. 

1.2 Thesis Overview 

This thesis describes two separate, though tangentially related, thrusts towards 

improving catalytic methods: (1) using block polymers to template inorganic materials 

and (2) engineering a catalytic fuel conversion device, which uses a zeolite catalyst 

that was templated using non-polymeric structure-directing agents. 

Chapter 2 contains a detailed description of the synthesis and characterization 

methods used throughout the thesis. Although all of the methods are multi-purpose in 

nature, they are described with relevance to the two aforementioned thrusts. Chapter 3 

describes how gold nanoparticles with varying surface chemistries were synthesized 
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and templated (ex situ) into aligned columns using a cylinder-forming polystyrene-b-

polyisoprene-b-polystyrene triblock polymer. Chapter 4 describes the effort to employ 

an in situ technique to template arrays of metal oxides using pre-formed polystyrene-

b-poly(ethylene oxide) thin films. Chapter 5 describes future directions to take with 

polymer-templated nanopatterns. Chapter 6 switches to the second thrust and describes 

the work on a fuel conversion device. Finally, Chapter 7 describes anticipated future 

directions on both the block polymer catalyst templating and the fuel conversion 

device. 
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EXPERIMENTAL METHODS AND CHARACTERIZATION TECHNIQUES 

Chapter 2 details the experimental methods and characterization techniques for 

investigating nanoparticle synthesis, block polymer composite thin film casting and 

templating, and designing a fuel converter. Each technique serves multiple functions; 

applications to block polymer thin films and catalysis are discussed here. Specific 

details are reserved for the respective experimental sections in later chapters. 

2.1 Gold Nanoparticle Preparation 

2.1.1 Gold Nanoparticle Synthesis 

Gold nanoparticles (AuNPs) have a variety of applications in catalysis, energy 

harvesting, drug delivery, and sensors.1 Correspondingly, researchers have developed 

numerous nanoparticle synthetic procedures to control the size,2,3 size dispersity,3 and 

shape.4,5 In general, synthetic techniques create nanoparticles by reducing a precursor 

gold salt in the presence of ligands that direct the nucleation and growth process.1 

Ligands can be small molecules,6 polymers,7 or dendrimers.8  

The most popular method for AuNP synthesis is the Brust-Schiffrin method, 

which uses an alkanethiol capping ligand to control the growth of nanoparticles during 

a hydrochloroaurate reduction reaction.6 Specifically, a beaker of an aqueous phase 

and a toluene phase was used as a reactor. Hydrogen tetrachloroaurate, which was 

dissolved in the aqueous phase (30 mL, 30 mM), was extracted into the toluene phase 

by the addition of tetraoctylammonium bromide (80 mL, 50 mM). The 

Chapter 2 
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tetrachloroaurate ion was then reduced by titrating an aqueous solution of sodium 

borohydride (≈25 mL, 400 mM). Growth of AuNPs was limited by the attachment of 

the dodecanethiol molecules (C12SH, 170 mg) that were present in the organic phase. 

Washing was done with excess ethanol and separation was performed with 

centrifugation (23,000 relative centripetal force). The resulting nanoparticles (≈ 4 nm 

diameter) could be processed in organic solvents and incorporated into polymer thin 

films.9-11 Within the limits of the Brust-Schiffrin method, the sizes of AuNPs could be 

tuned by varying the thiol:gold reactant molar ratio; for example, tuning the thiol:gold 

ratio from 0:1 to 2:1 changed the AuNP size from 8 nm to 2 nm.12 Beyond the Brust-

Schiffrin method exists a plethora of procedures that varied the reducing agent, 

solution pH, reaction temperature, capping ligands, and post-processing.1,13 

Furthermore, the gold-thiol bond was weak enough to allow thiol ligand exchanges, 

which was an effective way to change the surface chemistry of the nanoparticles.14,15 

2.1.2 Ligand Exchanges 

Post-synthesis ligand exchanges on AuNPs can be done to improve their 

compatibility with block polymer domains.10,16,17 To perform ligand exchanges, as-

synthesized AuNPs were dispersed in chloroform and a desired amount of thiol-

functionalized polystyrene (PS-SH) was added and stirred for three days. For example, 

to produce AuNPs with a C12SH:PS-SH molar ratio of 4.8 ± 0.2, 10.1 mg of as-

synthesized AuNPs and 3.9 mg of polystyrene-thiol were stirred in 5 mL of 

dichloromethane. The mass feed ratios and resulting C12SH:PS-SH molar ratios used 

in this thesis are given in the table below. 
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Table 2.1: Molar and mass feed ratios for ligand exchange reactions 

Au∞NP:PS-SH mass feed ratio C12SH:PS-SH molar ratio 

0.70 ± 0.05 2.7 ± 0.2 

1.31 ± 0.05 2.8 ± 0.2 

1.38 ± 0.05 3.1 ± 0.2 

2.20 ± 0.05 4.1 ± 0.2 

2.4 ± 0.1 4.5 ± 0.2 

2.6 ± 0.1 4.8 ± 0.2 

2.8 ± 0.1 5.1 ± 0.2 

3.4 ± 0.1 6.6 ± 0.2 

 

Washing and separation was performed as previously described. Characterization of 

ligand exchanged AuNPs was done using nuclear magnetic resonance spectroscopy. 

2.2 Nuclear Magnetic Resonance Spectroscopy 

Nuclear magnetic resonance (NMR) spectroscopy is a powerful method to 

characterize the product and product purity of organic compounds such as oligomers 

and ligands.18 NMR spectra were used to identify the chemical composition of grafted 

ligands on AuNP surfaces. More specifically, 1H magic angle spinning nuclear 

magnetic resonance experiments were performed in order to corroborate the chemical 

shifts observed from standard NMR measurements. However, before introducing 

MAS NMR spectroscopy, a brief introduction to NMR spectroscopy is discussed. 

NMR spectroscopy yields detailed information on a selected set of nuclei such 

as neighboring nuclei, structural information, and chemical bonding. NMR 

experiments in this thesis utilized 1H nuclei. Elemental isotopes with a nuclear spin 

quantum number I = ½ are commonly used (e.g., 1H, 13C, 19F, 31P). In the absence of a 

magnetic field, 1H nuclei can occupy one of two degenerate ground states: +½ and -½. 

When placed in a magnetic field, the 1H nucleus will experience Zeeman splitting, 
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which describes the separation of the +½ and -½ states into low and high energy 

levels, and precess at the Larmor frequency.19 The Larmor frequency depends on the 

strength of the applied magnetic field and the gyromagnetic constant, which is 2.675 × 

108 s-1∙T-1 for 1H. For example, a proton in a 9.4 T magnetic field will precess at a 

resonant frequency near 400 MHz. The effect of the applied magnetic field on 1H 

nuclei is succinctly described by the Hamiltonian, which is a second-rank Cartesian 

tensor. The full NMR Hamiltonian, H, encompasses contributions from the chemical 

shift, J-coupling, dipolar coupling, and quadrupolar coupling interactions and can be 

summarized by the following equation. 

𝐻 = 𝐻Zeeman + 𝐻chemical shift + 𝐻J-coupling + 𝐻dipolar + 𝐻quadrupolar 2-1 

Subtle changes in the local electron density of each 1H nuclei will alter the 

effective strength of the magnetic field and “shift” the Larmor frequency. Thus 

Hchemical shift includes the effect from neighboring nuclei and their chemical bonds that 

can shield or deshield the 1H from the applied magnetic field and shift the Larmor 

frequency to higher or lower resonances, respectively. J-coupling interactions capture 

the influence of a nucleus’ spin-induced magnetic field influencing the local magnetic 

field of chemically dissimilar nuclei. J-coupling results in a NMR peak signal splitting 

into N+1 peak signals with N active nuclei that are within three chemical bond lengths. 

Dipolar coupling interactions can be understood by considering nuclei as classical bar 

magnets. The interaction between the two magnets depends on their proximity to each 

other and the strength of the externally applied magnetic field. Dilute solutions or 

quick and random movement associated with molecular tumbling will minimize 

spectral line broadening caused by dipolar interactions (i.e., Hdipolar ≈ 0). However, 

such quick and random movement cannot be assumed when analyzing ligands that are 



58 

 

attached to nanomaterials because the nanoparticles can be hundreds of times larger 

than their grafted ligands. Nanomaterials should be analyzed by 1H magic angle 

spinning NMR, which is a more rigorous analysis technique and is briefly discussed in 

section 2.3. Finally, quadrupolar interactions result from aspherical charge 

distributions of a nucleus with spin quantum numbers larger than ½. As previously 

stated, 1H nuclei have a spin quantum number of ½ and have a spherical charge 

distribution without quadrupolar coupling.19-21 While not necessary, a priori 

knowledge about the analyte and the influence of each interaction greatly expedites 

peak assignment during NMR spectra analysis. 

As a Fourier spectroscopic technique, NMR uses a time-domain radio 

frequency pulse to simultaneously excite a broad band of frequencies, which include 

the Larmor frequencies of interest. After the pulse is emitted, excited nuclei relax to 

the ground state by dissipating energy to the environment in the form of photon 

emission or heat loss. Equilibration of the energetic distribution of nuclei follows an 

exponential decay, which is recorded in the time domain. The NMR spectrum of 

intensity versus frequency is achieved by calculating the Fourier transformation of the 

exponential decay. It is common to see spectra plotted as intensity versus a chemical 

shift in units of ppm, which is normalized to the Larmor frequency of a standard 

molecule such as trimethylsilane. 

In a typical measurement, the analyte was dissolved in deuterated chloroform 

and passed through a 0.45 µm filter to remove unwanted dust and debris. The solution 

was placed in a 7 in x 5 mm ø borosilicate NMR tube with a polyethylene cap. 

Measurements were taken with either a Bruker AV-400 NMR at the University of 

Delaware or a Bruker Avance III HD 300 at the University of South Carolina. 
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2.3 1H Magic Angle Nuclear Magnetic Resonance Spectroscopy 

NMR spectra become difficult to resolve when the analytes are tethered to a 

surface because the spectral line signals broaden due to confinement effects.22,23 While 

line broadening is especially pronounced with large solids (e.g., resins),22 broadening 

also can be observed when organics are attached to nanomaterials.23 Molecular 

reorientation may not happen at a fast enough rate to eliminate anisotropic line 

broadening. Magic angle spinning nuclear magnetic resonance (MAS NMR) 

spectroscopy was developed to improve spectral resolution by minimizing line 

broadening. 

The main sources of anisotropic broadening are dipolar interactions and the 

chemical shift.24 The time-averaged Hamiltonians, H, of both interactions depend on 

the angle, θ, between the spinning axis and the magnetic field according to the 

following expressions.24 

𝐻dipolar ∝ (1− 3 cos2 𝜃) 

𝐻CS ∝ (3 cos2 𝜃 − 1) 
2-2 

Therefore, the anisotropic contributions to the Hamiltonian are zeroed when the probe 

head is adjusted such that the spinning axis is oriented at 54.74°, which is the magic 

angle with respect to the magnetic field.25 In addition to aligning the magic angle, it is 

important to suppress spinning sidebands by increasing the sample rotation rate.24 For 

a sample that is spinning at a rate of ωr with a chemical shift located at a frequency 

ωCS, sidebands would appear at the following frequencies. 

ωCS ± nωr; n = 1, 2, 3, … 2-3 

1H MAS NMR experiments were performed on a 500 MHz instrument with a sample 

spinning at 1 kHz.10 The resulting spectra exhibited no spinning sidebands that 

convoluted the peak interpretation. 
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2.4 Thin Film Deposition 

Thin films are commonly deposited on flat substrates, such as glass slides and 

crystalline wafers, from solvent solutions.26 Relevant solution deposition techniques 

include spin coating,27 flow coating,28,29 dip coating,30 droplet pinning,31 and spray 

coating.32-34 Samples prepared throughout this thesis were made by spin coating and 

flow coating onto silicon and silicon oxide wafers. 

During spin coating, a solution is syringed onto a spinning substrate (e.g., 2 

wt% polymer in a toluene solution onto a silicon wafer fragment spinning at a rate of 

4,000 revolutions per minute). Polymer film thicknesses can be controlled by changing 

the polymer concentration, solvent, and rotation rate.27 Spin coaters are used widely 

because they are commercially available and simple and safe to operate. 

Flow coating is an alternative technique that uses a blade to coat a droplet of 

solution onto a substrate.28,29 One of the main benefits of flow coating over spin 

coating is the ability to generate thickness gradients in a continuous fashion.29 In flow 

coating, a polymer solution is spread onto a substrate by a suspended blade. Gradient-

thickness films are generated by accelerating or decelerating the blade during 

deposition, while constant-thickness films are generated using a constant velocity. To 

control the film thickness profiles, Stafford et al. demonstrated the importance of the 

blade height, blade angle (pitch, roll, and yaw), blade velocity, solution concentration, 

and blade acceleration for gradient thicknesses.29 Furthermore, Davis et al. 

experimentally verified that flow coating follows Landau-Levich flow, which is based 

on a lubrication approximation.28 When adjusting flow coating parameters to target a 

specific film thickness, the blade velocity usually was the first parameter to be 

changed because altering the blade profile or polymer solution concentration required 

precise adjustments to the blade mount or making a new polymer solution, 
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respectively. Because flow coating is a linear process, as opposed to a rotational 

process, it is more amenable to high throughput roll-to-roll processes.35 

2.5 Thermal and Solvent Vapor Annealing 

Except for special film casting techniques like droplet pinning,31 as-cast 

polymer films exhibit kinetically-trapped poor ordering due to the short solvent 

evaporation timescale (~ s) during film deposition. Therefore, polymer films need to 

be annealed to achieve long-range ordered features.36,37 Generally, annealing processes 

impart mobility to the polymer chains to promote self-assembly into a thermodynamic 

equilibrium or metastable state.26,37,38 Specifically, thermal annealing imparts polymer 

chain mobility by heating the polymer film above the polymer glass transition 

temperature while remaining below the polymer degradation temperature. The 

temperature, time, and atmospheric composition (e.g., inert or vacuum) are the typical 

annealing parameters that can be altered to improve ordering. Films are not annealed 

in air so as to avoid temperature-induced oxidation. For example, a film could be 

annealed at 150 °C for 24 h under vacuum (10-3 torr). 

Long exposure to high temperatures can thermally degrade the polymer films. 

Solvent vapor annealing is a common alternative method to annealing polymer thin 

films.36,39-41 In a typical annealing step, a beaker of solvent and the polymer film were 

enclosed in a sealed container and allowed to equilibrate, at room temperature, for a 

period of minutes to hours. As the solvent evaporated from the beaker into the 

environment of the sealed container, it diffused into the polymer film and induced 

polymer chain mobility even at temperatures below the polymer glass transition 

temperature.42 The solvent was selected to be compatible with all blocks of the block 

polymer; in some cases, multiple solvents were used;43,44 in one case, toluene vapor 
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annealing in a high-humidity chamber was used to improve the ordering of a 

polystyrene-b-poly(ethylene oxide) block polymer thin film.43 More elaborate solvent 

annealing techniques controlled the rate of vapor introduction and evacuation or the 

method of vapor delivery.39,40,45 Ultimately, solvent vapor annealing techniques could 

be used to control the morphology and orientation of block polymer thin films.36,43 

2.6 Spectral Reflectance 

Spectral reflectance is a fast and simple method to measure a large range of 

polymer film thicknesses; depending on the wavelengths that are employed, films 

from 3 nm to 3000 µm can be measured.46,47 The non-destructive characterization 

method requires that the polymer film be on an optically reflective and flat substrate. 

Common substrates include silicon wafers and metal-coated wafers (e.g., gold, silver, 

aluminum, etc.). Light with wavelength, λ, is spectrally reflected at a normal incidence 

angle. Constructive and deconstructive interferences caused by Fresnel reflections 

from the top and bottom surfaces of the film, which is of thickness d and refractive 

index n, create a spectrum of reflectivity intensity, I, that can be numerically modeled 

according to the following expression.48  

𝐼 ∝ cos (
4π

λ
nd) 

2-4 

The equation shows that the reflectance will oscillate with wavelength and the 

frequency of the oscillation will increase with the thickness or refractive index of the 

film.48  The model can accommodate multi-layer films, each with varying thicknesses 

and optical constants. However, because there is no closed-form solution for multi-

layered films, the measurement precision decreases with increasing number of 

layers.48 Also, while the technique is well-suited for transparent passive materials (i.e., 
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negligible extinction coefficient), spectral reflectance is not well-suited to characterize 

opaque thin films (e.g., metal films, carbon black, nanocomposites with loading 

volumes over ~10%) and requires additional film characterization for use with light-

absorbing films (e.g., dyes, photovoltaic materials, and materials with a nonzero 

extinction coefficient).48 Spectral reflectance is a fast and non-destructive method for 

measuring polymer thin film thicknesses. 

2.7 Polymer Etching with Ultraviolet-Ozone 

Ozone exposure is an effective way to degrade organic material. For safety 

reasons, it is advantageous to generate and extinguish the needed ozone at the point of 

use.49 Therefore, ultraviolet ozone (UVO) cleaners are safe and effective instruments 

for oxidizing polymer thin films.50 A Jelight 42 was used throughout these 

experiments and several alternatives are available (e.g., UVOCS T10X10/OES, 

UVFAB ProCleaner, SAMCO UV-1, or Novascan PSD), but all work on the same 

principle. Two wavelengths of ultraviolet light (184.9 nm and 253.7 nm) are used to 

simultaneously dissociate molecular oxygen and ozone into atomic oxygen according 

to the following reactions. 

O2

184.9 nm
→     2 O∙ 

O∙ + O2 → O3 

O3

253.7 nm
→     3 O∙ 

As a strong oxidizer, atomic oxygen reacted with the hydrocarbon polymer to produce 

water and carbon dioxide.50 The 253.7 nm wavelength also accelerated polymer thin 

film etching by degrading the polymer. Etching rates decreased with distance from the 

UV lamp. In one experiment, samples were placed 5 mm and 800 mm away from the 

UV lamp; the former was cleaned within 90 s while the latter took 13 min.49 To ensure 
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complete organic removal, the samples were placed within 10 mm of the lamp and 

were irradiated for 30 min. For safety purposes, the UVO product gas was exhausted 

into a secondary chamber that functioned as an “ozone killer.” The residual ozone in 

the exhaust gas was dissociated by a 253.7 nm lamp. It was important that the so-

called “ozone killer” was properly operational to remove the toxic ozone, which had a 

lifetime of 3 days at 20 °C.51 

2.8 Atomic Force Microscopy 

Surface features of block polymer thin films can be imaged in a scanning 

fashion using atomic force microscopy (AFM).52 Tapping mode AFM scans a sharp 

tip across the sample surface to detect topography and material stiffness contrast. The 

tip deflections are optically detected by reflecting a laser beam from the tip to a 

photodiode; the sensitive optics can detect features as small as 1-10 nm, which is 

enough resolution to detect the domains of a block polymer.53 Therefore, AFM is a 

powerful technique that can identify the nanoscale ordering of block copolymer thin 

films.54 

In tapping mode AFM, which is a common method that is used for imaging 

polymer thin films, the tip is made to oscillate near its resonance frequency (~ 100-300 

kHz) using piezoelectrics.53 The scanning tip creates a raster by simultaneously 

recording height and phase images (Figure 2.1). The height image is generated by 

monitoring the amplitude of the oscillating tip. A proportional-integral-derivative 

controller maintains a constant tip-amplitude by adjusting the tip height in response to 

height changes in film topography.53 On the other hand, the phase image is generated 

by observing the phase lag between the input sinusoidal signal (i.e., electronic signal 
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from the piezoelectric to the cantilever tip) and output sinusoidal signal (i.e., tip 

oscillation as recorded by the aforementioned photodiode).53 

 

Figure 2.1: Tapping mode AFM scans an oscillating tip just above the surface of the 

sample with a height profile and varying material composition with 

differing moduli (i.e., red or blue). Top axes illustrate the recorded height 

profile while the bottom axes show the phase profile. 

The phase lag is caused by attractive and repulsive forces between the tip and sample, 

which can retard the tip oscillation.54 Therefore, in block polymer films that have a 

significant difference in block moduli (e.g., polystyrene-b-polyisoprene-b-polystyrene 

or polystyrene-b-poly(ethylene oxide) used in this thesis),10 the phase image often is 

clearer and more informative than the height image. 
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2.9 Transmission Electron Microscopy 

Transmission electron microscopy (TEM) is an imaging technique that can 

achieve magnifications anywhere from 5,000  to over 1,000,000 . Therefore, TEM 

is a powerful method to characterize the nanostructures of block polymers and their 

composites.10,55,56 In a typical TEM measurement, electrons are produced by 

thermionic emission from a lanthanum hexaboride (LaB6) filament. Once generated, 

the electrons are driven through the TEM column by an accelerating voltage, which is 

typically between 50 kV - 500 kV.  A series of pole-piece electromagnetic lenses 

collimate the electron beam, which is transmitted through a thin sample and 

subsequently projected onto a camera or fluorescent screen for imaging. The reader is 

referred to an introductory book for a working knowledge of TEM.57 The mechanisms 

to adjust image contrast are particularly relevant to this thesis. 

TEM exploits electron density differences in multi-phase material, so-called 

“mass-thickness contrast,” to produce a real-space image.58 Incident electrons will be 

scattered more by phases with larger electron density (e.g., metals or metal oxides) 

than phases with smaller mass density (e.g., polymers or biological material). 

Similarly, thicker samples will cause more electron scattering than thinner samples 

(Figure 2.2). 
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Figure 2.2: Path of an electron beam through a sample with varying mass-thickness 

in a transmission electron microscope. Sample regions with low mass-

thickness easily transmit electrons; thus, bright areas are produced. 

Sample regions with high mass-thickness absorb or scatter incident 

electrons that may be cut out by the aperture; thus, dark areas are 

produced. Adapted with permission from Dr. Frank Krumeich, copyright 

2012 ETH Zürich. 

Typically, block polymer analysis by TEM takes advantage of mass contrast. 

However, because typical polymers are composed primarily of hydrocarbons, the 

masses or electron densities are very similar. Therefore, contrast between blocks 

usually is enhanced by selectively staining one block with a high-mass molecule such 

as ruthenium tetroxide or osmium tetroxide; the stained block shows up as dark 

regions in the TEM image.56 
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If mass-thickness contrast is insufficient and the samples are not amenable to 

staining, adjustments to the TEM accelerating voltage and aperture size can improve 

image contrast. Decreasing the accelerating voltage decreases the energy of the 

incident electrons and thus increases the possibility of interacting (i.e., scattering) with 

sample atoms.59 Indeed, microscopes with low accelerating voltages of 10 kV or less 

can analyze soft materials without staining. However, as the energy of the electron 

decreases, the resolving power decreases due to a decrease in the de Broglie 

wavelength of the incident electron.57 Therefore, decreasing the accelerating voltage 

can improve the image contrast at the cost of image resolution. On the other hand, 

reducing the objective aperture size can screen highly scattered electrons and thus 

increase image contrast.59 However, a small aperture screens the majority of the 

transmitted electrons, which results in a dim image that is difficult to see on the 

fluorescent screen.57,59 Therefore, the user needs to find an optimum TEM accelerating 

voltage and aperture size for each sample. 

In all cases, TEM analysis requires thin samples to allow electron transmission. 

Bulk samples are prepared into thin slices (50-200 nm) using microtomy.60 However, 

the thin block polymer films used in this thesis are sufficiently thin enough to avoid 

microtoming. Therefore, the silicon wafer-supported thin films needed to be peeled 

and transferred to an appropriate TEM grid.61,62 

2.9.1 Thin Film Characterization 

Glass slides, silicon wafers, and mica are too thick for TEM analysis; electrons 

cannot pass through the substrate to the detector. Therefore, block polymer thin films 

needed to be transferred from the aforementioned substrates to a TEM grid. Film 

transfer was an added processing step; thus, care must be taken so as to retain the 
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sample morphology. If the film was cast on a silica support, a common transfer 

method was to use a hydrofluoric acid solution to dissolve the underlying silica. After 

silica dissolution, the floating hydrocarbon film can be “scooped” onto a TEM grid 

and dried for subsequent TEM analysis.63-65 Alternatively, a “non-HF” technique was 

described by Fasolka et al. (Figure 2.3).61 

 

Figure 2.3:  Polymer thin film peeling procedure starts with (a) depositing a thin layer 

of amorphous carbon via thermal evaporation, (b) depositing a droplet of 

an aqueous solution of poly(acrylic acid) and allowing it to dry in 

ambient conditions, and (c) peeling the dried poly(acrylic acid) from the 

substrate and dissolving it in a large volume of water. 

A thin (≈ 10-20 nm) coating of amorphous carbon was thermally evaporated onto the 

polymer film so as to reinforce the mechanical integrity of the film. Then a droplet (≈ 

50 µL) of a 25 wt% poly(acrylic acid) (PAA) aqueous solution was deposited onto the 

multi-layer stack and allowed to dry overnight in ambient conditions. The remaining 

solid PAA was peeled from the substrate; the peeled section removed the carbon and 

polymer film together. The PAA-carbon-polymer section was then placed upside-
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down in a large volume (~ 100 mL) of water to dissolve the PAA. The remaining 

floating film was picked up using a standard copper mesh TEM grid.61,62 It should be 

noted that both techniques required polymer films that are not soluble in water. To 

avoid using hydrofluoric acid, the latter technique was used throughout this thesis. 

2.9.2 Nanoparticle Characterization by TEM 

Because of its ability to provide real-space images of nanoscale features, TEM 

is a popular choice for characterizing the size and shape of nanoparticles.66 

Nanoparticles were suspended in the electron beam using TEM grids with support 

films (e.g., Formvar®), which were commercially available. The support films were 

designed to have a low electron density so as to minimize the background noise that 

would obfuscate the final micrograph.67 A droplet (≈ 20 µL) of the nanoparticle 

solution was drop cast onto the grid. The solvent was allowed to evaporate prior to 

TEM analysis due to the strict vacuum requirements of the instrumentation.57 

2.9.3 Tilt Tomography 

An illustration demonstrates the inherent ambiguity of using two-dimensional 

(2D) images to obtain information on three-dimensional (3D) objects (Figure 2.4). 

Whereas traditional TEM images are 2D projections of 3D objects, weighted back-

projections of tilted-sample TEM images produces a real-space tomogram,68 which is 

particularly helpful when characterizing block polymers,60 catalysts,69 and biological 

material.70 Producing a tomogram is a multi-step process: tilt-series acquisition, image 

alignment, and tomogram construction.68,69 
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Figure 2.4: Traditional transmission electron micrographs are (a) 2D images of 3D 

objects, which can lead to (b) ambiguous interpretations regarding out-of-

plane orientations.  

2.9.3.1 Tilt-Series Image Acquisition 

Electron tomography relies on the central slice theorem as described by 

Bracewell.71 The central slice theorem states that when analyzing a 3D object rotated 

at an angle, θ, the Fourier transform of its 2D projection corresponds to a slice through 

the 3D Fourier transform’s center, along angle θ. Therefore, a perfectly constructed 

tomogram would require images acquired over a ±90° range about any given axis with 

infinitely small angular resolution Δθ (Figure 2.5).71 However, the thicknesses of the 

copper mesh grid and grid holder produce unavoidable shadows that limit the tilt 

range72 and the mass-thickness of a high-tilt sample severely minimizes electron beam 

transmission.58 In an electron tomography measurement, tilt angles are realistically 

limited to ± 60°. The result is the so-called “missing wedge” problem: the missing 

images between 60° and 90° prevent a complete tomogram construction (Figure 2.5).72 

A part of the missing wedge can be recovered by performing dual-tilt series 
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acquisitions of ±60° along orthogonal axes.71,73 The resulting “missing pyramid” 

maximizes the experimentally achievable sampling within the Fourier space (Figure 

2.5). However, using dual-tilt measurements increases acquisition time and series-

stitching complexity.74 Increased acquisition time causes sample degradation from the 

beam and reduced image alignment due to stage drift. In addition to problems 

associated with data acquisition, two orthogonal sets that are misaligned with respect 

to each other will compromise voxel stitching during data analysis.74 Therefore, 

single-tilt series remains a popular acquisition method.56,60
 

 

Figure 2.5: Grid shadowing and sample opacity typically limit single-axis tilt 

acquisitions (left) to ± 60°. Meanwhile, stage drift and beam-induced 

sample degradation place an upper limit on the acquisition time and thus 

a lower limit on the tilt resolution Δθ. The “missing wedge” reduces 

resolution during tomogram reconstruction. Dual-axis tilt acquisitions 

result in improved tomograms by minimizing the missing wedge to a 

“missing pyramid.” 
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2.9.3.2 Image Alignment Using Fiducial Markers 

Fiducial markers, such as AuNPs,74-76 are commonly used to align the tilt-

series images; however, marker-free cross-correlation methods also have been 

developed.77,78 By tracking the fiducial markers through known rotation angles, 

translational and rotational shifts can be calculated using a least-squares 

minimization.79 The images are shifted so as to share the same tilt axis. Once aligned, 

non-overlapping edges of the images are cropped; therefore, minimal stage drift is 

necessary to minimize cropped areas. After the images have been aligned around a 

common tilt axis, the tomogram can be constructed using one of three methods: 

Fourier reconstruction, iterative real space, or weighted back projection.79 The 

weighted back projection method was used in this thesis and will be described in the 

following section. 

2.9.3.3 Tomogram Construction - Weighted Back Projection Method 

A back projection is simply a smearing of the acquired image along the same 

angle as the sample tilt. When the back projections are super-positioned, the 3D 

sample can be reconstructed. A simplified example, which uses three spheres along a 

line, is shown in Figure 2.6. Projections from Figure 2.6a are smeared along the 

acquisition angle and super-positioned with other projections in Figure 2.6b. 
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Figure 2.6: (a) The 2D projections from the tilted sample are (b) back projected 

along the same tilt angle. Colors are used to differentiate the super-

positioned back projections. (c) A simple summation of the 2D 

projections yields a tomogram that mimics the original 3D object but 

with a low-frequency background. (d) A R-weighted scheme is used to 

reduce the background and enhance the tomogram reconstruction. 

Although the summation of projections from all angles results in a faithful replication 

(Figure 2.6c), real tilt acquisitions would run into problems with tilt-range limitations 

and sample-contrast variations.72 The problems with real acquisitions would result in 

significantly lower signal-to-noise tomograms. Therefore, a weighting scheme that 

reduces the intensity of the low-frequency background is used to improve the 

tomogram reconstruction.80 

Numerous weighting schemes exist for the various tilt-acquisition methods; it 

is common to use the R-weighted scheme for single-tilt series with equal angular 

increments, which was the acquisition method used in this thesis.75 In the R-weighting 

scheme, each 2D image is multiplied in Fourier space by the Fourier radius, R. After 

weighting, an inverse Fourier Transform brings the weighted image back to real space 
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for back projection and subsequent summation (Figure 2.6d, R-weighted 

summation).79 The resulting tomogram has reduced low-frequency background, which 

more accurately reflects the measured sample. 

2.10 Gas Chromatography  

Gas chromatography (GC) is one of the most powerful techniques that can be 

used to separate and quickly characterize mixtures of small molecules.81 The sample is 

analyzed by first separating the sample mixture into its components and then using a 

detector to identify the component and its concentration. To separate the sample using 

GC, the mixture is vaporized and passed through a column, with an inert gas, where 

the individual components of the sample are separated based on their affinity for the 

column material. Therefore, the column needs to be chosen for the specific analytes.81 

The liquefied petroleum gas-like mixture produced in this thesis was separated using a 

HayeSep-D fused silica capillary-type column (30 m x 0.53 mm ID, 20 μm film 

thickness), which is well-suited for separating the C1-C5 hydrocarbon products that 

were expected from the fuel cracking reaction.82  

Component identification is commonly done by using a mass spectrometer as a 

detector.83 However, if the components of the eluent are known a priori and only 

concentration is of interest, simpler flame ionization or thermal conductivity detectors 

can be used.83 The improvements to the fuel converter, which are outlined in Chapter 

6, build upon previous work in the Lauterbach research group.84,85 Components of the 

eluent were known, so a mass spectrometer was not needed. Concentrations could be 

monitored by comparing the signal intensity from a flame ionization detector with the 

response from a mixture of calibration gases. 
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NANOPARTICLES IN BLOCK POLYMER THIN FILMS 

This chapter investigates the segregation behavior of gold nanoparticles 

(AuNPs) in polystyrene-b-polyisoprene-b-polystyrene (SIS) thin films as a function of 

the AuNP surface chemistry. 2- and 3-dimensional AuNP segregation was confirmed 

using transmission electron microscopy and transmission electron microtomography, 

respectively. The AuNP surface chemistry was quantified with nuclear magnetic 

resonance spectroscopy (NMR) with corroboration from solid-state magic angle 

NMR. Analysis of polystyrene- and polyisoprene-preferential AuNPs revealed that the 

interface between nanoparticle-grafted ligands and the polymer matrix was an 

important factor in determining segregation behavior. Text and figures are reproduced 

and adapted with permission from Mayeda et al., Chemistry of Materials, 2012, 

24(14), 2627-2634.1 

3.1 Introduction 

Composite materials that contain nanostructured filler media find applications 

in optics, electronics, and mechanics,2,3 and chains of metal nanoparticles have been 

proposed as waveguides in integrated optics circuits.4,5 Such chains have been 

synthesized using electrostatic interactions between DNA or polyelectrolyte molecules 

and metal precursors6,7 or pre-synthesized nanoparticles.8 Electrostatic interactions 

also have been used to build well-defined layer-by-layer thin films of polyelectrolyte 

and semiconductor nanoparticles, which have potential applications as filtration 

Chapter 3 
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membranes or electrode coatings.9 In solar cell applications, localization of TiO2 

nanoparticles in the poly(2-vinyl pyridine) domains of a poly(3-hexylthiophene)-b-

poly(2-vinyl pyridine) (P3HT-b-P2VP) block polymer improved charge transport and 

exciton separation as compared to a P3HT/P2VP/TiO2 blend.10 Further, organized 

structures of nanoparticles have been used to improve mechanical properties of 

polymer composites. Computer simulations predicted significant increases in the shear 

moduli of polymeric materials containing “honeycomb” or “web-like” structures of 

particles as compared to randomly distributed or hexagonally packed particles.11 

Improved mechanical properties with ordered nanoparticles experimentally were 

confirmed with ZnO nanorods in polyurethane,12 layered silicates in epoxy,13 and 

carbon nanotubes in epoxy.14 In addition to performance characteristics, ordered 

assemblies have promising applications in templating small-scale features to compete 

with or complement current lithographic techniques.15 

Block polymers (BPs) are well-suited as matrix materials in nanostructured 

composites due to their self-assembled and nanometer-scale features, ease of 

processing, and tunable parameters (molecular weight, architecture, composition, 

etc.).16-18 Methods for incorporating nanoparticles into BPs include in situ reaction of a 

metal precursor and particle-polymer blending.18 The former method typically requires 

a polymer domain that is capable of complexing with the metal precursor.19-22 The 

latter method has been explored using nanoparticles of metals, metal oxides, and 

semiconductors.15,23,24 In particular, the popularity of Brust’s AuNP synthesis 

procedure has increased interest in studying AuNP behavior in polymer composites.25-

27 The as-synthesized AuNPs are stabilized by alkanethiol ligands, which make the 

nanoparticles soluble in many common organic solvents used in polymer synthesis and 
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processing. Furthermore, work by Murray and coworkers demonstrated an increase in 

AuNP functionality and versatility by performing “place-exchange” reactions through 

an associative pathway to replace the attached thiol ligands.28,29 Brust’s versatile 

AuNP synthetic scheme enabled Kramer and coworkers to synthesize batches of 

AuNPs, covered with various polymer-thiols, to take advantage of the enthalpic 

interactions with the domains of a polystyrene-b-poly(2-vinyl pyridine) block 

polymer.30,31 AuNP incorporation also was found to induce order-order 

transformations by preferentially swelling one domain of the block polymer.32,33 

Furthermore, AuNPs with mixed A/B surface functionalities behaved like surfactants: 

segregating to interfaces of block polymers to alleviate unfavorable interactions 

between domains.31,34,35 Entropic interactions of block polymer nanocomposites were 

theoretically investigated by Lee et al. by incorporating a bimodal size distribution of 

particles; larger particles were centered in their preferred domains while smaller 

particles migrated to domain interfaces.36 This phenomenon was demonstrated 

experimentally by Bockstaller et al. with nanoparticles in polystyrene-b-poly(ethylene 

propylene).37 However, the two types of nanoparticles used by Bockstaller et al. 

differed in their composition (gold and silica) as well as their attached ligands; size 

was not the only variable. Indeed, follow up experiments reported on small (3.5 nm 

diameter) polystyrene-covered AuNPs that preferentially segregated to the polystyrene 

domains of a block polymer, thus highlighting the complex interplay of entropic and 

enthalpic interactions.38,39 In addition to segregation within block polymers, 

nanoparticles have been found to induce nanostructure reorientation in thin films by 

mitigating film-substrate and polymer-polymer interactions.34,40-42 The quantity and 

quality of polymer-particle studies illustrate the growing interest and understanding of 
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block polymer nanocomposite behavior as well as progress towards applications in 

sensors, circuitry, and coatings. 

Despite the aforementioned investigations, minimal work on the segregation 

behavior of ligand-capped AuNPs in the absence of specific ligand-polymer polar 

interactions has been reported. The methods reported in this chapter control the 

placement of AuNPs in a symmetric cylinder-forming SIS block polymer by tuning 

the surface chemistry of the filler particles, via thiol ligand exchanges, while holding 

particle size constant. Because the polystyrene (PS) cylinders have a propensity to lay 

parallel to the plane of the substrate,16 characterizing the 3D system with 2D 

micrographs results in an inherent loss of information. Although viewing the sample at 

a 90° rotation using ultramicrotomy is a feasible option, the shearing forces could alter 

the nanoparticles’ locations in the original composite film and cutting sections thin 

enough to observe structures only perpendicular to the cut is challenging. Therefore, 

transmission electron microtomography (TEMT) was employed to characterize the 3-

dimensional location of the AuNPs within the polymer thin films.43,44 1-dodecanethiol 

(C12SH) covered AuNPs were found to preferentially segregate to the polyisoprene 

(PI) domains. To improve versatility in tailoring nanocomposites, AuNP placement in 

either domain was desired. Instead of synthesizing a new batch of AuNPs using 

polystyrene-SH (PS-SH) in place of C12SH, a simple “place-exchange” reaction was 

completed to change the AuNP surface chemistry prior to nanoparticle incorporation 

into the SIS polymer. Increasing PS-SH coverage on the AuNP surface eventually led 

to AuNPs that preferentially segregated to the PS domains. The segregation behavior 

was rationalized in terms of area-averaged enthalpic interactions of the capping ligand 

and polymer chain stretching entropic arguments. This investigation into templating 
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AuNPs using block polymer thin films is an important step towards improving 

surface-enhanced spectroscopic methods or biochemical sensor development by 

creating aggregation-resistant arrays of AuNPs.45,46 

3.2 Experimental Section 

3.2.1 Materials 

All chemicals were used as received.  SIS (DEXCO v4211, Mn = 118 kg/mol, 

Ð = 1.09), with block volume fractions of fS = 0.134, fI = 0.732, and fS = 0.134, 

respectively, was used to make the nanocomposite thin films.  The bulk morphology 

was hexagonally packed PS cylinders in a PI matrix with a domain spacing of 29 nm 

as determined by small-angle X-ray scattering.  Toluene (certified ACS grade), 

tetrahydrofuran (THF) (Optima), dichloromethane (ACS stabilized), methanol 

(certified ACS grade), deuterated chloroform (0.2 vol% trimethylsilane), and 

poly(acrylic acid) (25 wt% in water, Mn = 240 kg/mol, Ð = 1.09) were purchased from 

Fisher Scientific and used as received.  Hydrogen tetrachloroaurate trihydrate, sodium 

borohydride, tetra-n-octylammonium bromide, and C12SH for gold particle synthesis 

also were purchased from Fisher Scientific.  Aqueous solutions of OsO4 (4 wt%) were 

purchased from EMS Diatome.  PS-SH (Mn = 860 g/mol, Ð = 1.3) was purchased from 

Polymer Source, Inc.  Silicon wafers (N <100>, Wafer World, Inc.) were cleaned 

using the following procedure: the wafers were rinsed with toluene and dried with 

nitrogen gas, placed in an ultraviolet ozone cleaner (model 42, Jelight Co., Inc.) for 1 

h, and then re-rinsed with toluene and dried with nitrogen gas prior to film casting. 
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3.2.2 Gold Nanoparticle Synthesis 

Gold nanoparticles (AuNPs) were synthesized according to the Brust-Schiffrin 

method.25 The gold nanoparticle synthetic procedure was described in section 2.1.1. 

3.2.3 Ligand Exchange 

Thiol ligand exchanges were used to tune the surface chemistry of the AuNPs.  

The ligand exchange procedure was described in section 2.1.2. Mass feed ratios and 

their resulting molar ratios for each ligand exchange reaction can be found in 

Appendix A (Table A.1).  The degree of ligand exchange was characterized by proton 

nuclear magnetic resonance (1H NMR) spectroscopy.  Hereafter, gold nanoparticle 

products of ligand exchanges are denoted AuxNPs with x representing the ratio of 

C12SH to PS-SH (C12SH:PS-SH).  As-synthesized gold nanoparticles have no PS-SH 

ligands attached and are therefore designated Au∞NPs (i.e., C12SH:PS-SH = ∞). 

3.2.4 Proton Nuclear Magnetic Resonance Spectroscopy 

1H NMR spectra were recorded on a Bruker AV400.  Samples were dissolved 

in deuterated chloroform with 0.2 vol% trimethylsilane as a reference.  Analysis and 

plotting were performed with MestReNova NMR software.  

3.2.5 Thin Film Preparation 

Solutions of AuxNPs and SIS were dissolved in toluene at a total of 1 wt% 

solids composed of 0.4 volAu/volpolymer%.  Polymer films, 30-35 nm thick, were coated 

onto cleaned silicon wafers using either a spin-coating or flow-coating method.47  

Nanoscale morphologies did not vary between either of the deposition techniques.  In 

spin-coating, thin films were made by quickly dispensing 20 µL of solution onto 

substrates rotating at approximately 3000 rpm; substrates were allowed to spin for 30 s 
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to remove excess solvent.  In flow-coating,47 thin films were made by casting solutions 

with a blade angle of 20°, gap height of 200 μm, and blade velocity of 10-14 mm/s.  

Film thicknesses were measured using a Filmetrics F20 spectrometer by fitting 

spectral data from 400 nm to 900 nm with a constant refractive index of 1.54 for both 

pure and composite thin films.  Before TEM imaging, films were annealed in saturated 

THF vapor for 1 h to improve domain ordering and nanoparticle segregation compared 

to as-cast films. 

3.2.6 Atomic Force Microscopy (AFM) 

AFM micrographs were recorded with a Veeco Dimension 3100 with a 

Nanoscope V control unit in tapping mode.  Tap150-G silicon probes were used with a 

nominal force constant of 5 N/m and tuning frequency of 150 kHz. 

3.2.7 Transmission Electron Microscopy (TEM) 

Micrographs were recorded using a JEOL JEM-2000FX TEM operated at 200 

kV.  Polymer films were peeled off of the silicon substrates as described in the 

literature and section 2.9.1.48-50 

3.2.8 TEM Tomography (TEMT) 

A 30 nm thick film of Au4.5NPs in SIS (0.4 volAu/volpolymer%, unstained, THF 

annealed) was mounted on a TEM grid as described above. Single tilt series were 

taken using a Gatan High Tilt Tomography sample holder in a Tecnai G2 12 Twin 

microscope operated at 120 kV. Tilted micrographs were recorded in 2° increments 

between -30° and 30° and in 1° increments up to -55° and 55°. Image tracking and 

focusing were performed manually between each image acquisition. Micrographs 

were aligned using a fiducial tracking model. Tomograms were reconstructed using a 
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weighted back projection method. All processing was done in the IMOD software 

suite; eTomo was used for tomogram reconstruction, and 3DMOD was used for image 

processing.51,52 

3.3 Results 

SIS films and nanocomposite Au∞NP/SIS films were cast at thicknesses of 30-

35 nm (approximately one domain spacing) to avoid multilayer domain convolution 

during TEM imaging.  AFM phase images of as-cast SIS films showed microphase 

separation but with poor ordering due to quick solvent evaporation (Figure 3.1a).  The 

brighter regions in the AFM images correspond to the PS-rich domains, and the darker 

regions correspond to the PI-rich domains.  Discerning polymer domains and AuNP 

location in TEM micrographs of as-cast samples (not shown) was difficult.  Thus, all 

films were annealed with saturated THF vapor to improve domain ordering (Figure 

3.1b); and in the case of nanocomposite films, to allow kinetically trapped particles to 

segregate into an energetically favored domain.  Annealing the SIS film created larger 

ordered grains, which were approximately 0.5 - 1.0 µm2 in area.  Annealing for longer 

than 1 h increased polymer domain ordering but often resulted in film dewetting (not 

shown).53  Long-range order was not the desired result; instead, the improved ordering 

helped in characterizing AuNP segregation behavior within the nanocomposite thin 

film by TEM. 
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Figure 3.1: AFM phase images of SIS films (a) as-cast and (b) annealed with THF 

solvent vapor.  Nanocomposite films exhibited similar ordering and grain 

sizes for as-cast and annealed samples.  Bright regions indicated PS-rich 

domains while dark regions indicated PI-rich domains. Reprinted with 

permission from Mayeda et al., Chemistry of Materials, 2012, 24(14), 

2627-2634.1 

The surface chemistry of AuNPs was tuned prior to incorporation into the SIS 

polymer thin film.  The surface chemistry of AuNPs was controlled by varying the 

ratio of PS-SH to Au∞NPs stirring in solution.  The end products were separated by 

centrifugation and characterized by 1H NMR spectroscopy (Figure 3.2). 
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Figure 3.2: 1H NMR spectroscopy of ligand exchange products in deuterated 

chloroform.  Spectra were normalized to integrated areas associated with 

C12SH between 1 - 1.4 ppm.  Peaks between 6.3 - 7.3 ppm, associated 

with the phenyl group in PS-SH, were compared with the 1 - 1.4 ppm 

peak, associated with the hydrocarbon chain in C12SH.  C12SH:PS-SH 

ratios of the spectra shown were calculated to be 2.7:1, 4.8:1, and 5.1:1. 

Reprinted with permission from Mayeda et al., Chemistry of Materials, 

2012, 24(14), 2627-2634.1 

Spectra were normalized with respect to C12SH peak areas (1 - 1.4 ppm) to 

compare PS-SH content (6.3 - 7.3 ppm). Magic angle spinning 1H NMR experiments 

were used to ensure line broadening between 1 - 1.4 ppm was caused by bound ligand 

confinement and not inhomogeneous magnetic fields (Appendix A, Figure A.1). The 

three samples, plotted in Figure 3.2, were representative products of place-exchange 

reactions whereby the C12SH ligands that initially were attached to the AuNP surface 

were replaced by PS-SH ligands.28,29  Increasing PS-SH coverage caused integrated 

peak areas associated with PS-SH to increase relative to integrated areas associated 

with C12SH.  Eight ligand exchange reactions were performed; corresponding NMR 

spectra can be found in the supporting information (Appendix A, Figure A.1).  PS-SH 

peak areas increased with increasing reactant feed; C12SH:PS-SH molar ratios based 
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on peak areas were calculated to be 2.7:1, 2.8:1, 3.1:1, 4.1:1, 4.5:1, 4.8:1, 5.1:1, and 

6.6:1 (± 0.2).  Exploring a range of C12SH:PS-SH molar ratios on AuNP surfaces was 

important for identifying the transition between PI- and PS-segregated AuNPs. 

The domain preference of AuNPs in SIS was characterized by TEM.  Unlike 

AFM, TEM resolution allowed identification of the AuNPs (3.5 ± 1.0 nm diameter, 

Figure A.3) and their in-plane location regardless of AuNP depth within the thin film.  

TEM micrographs of AuNPs before and after a typical ligand exchange are shown in 

the Appendix A (Figure A.3).  TEM micrographs are presented in Figure 3.3, which 

include stained and unstained (insets) samples of THF vapor annealed SIS (Figure 

3.3a) and Au∞/SIS films (Figure 3.3b). Unlike solvent vapor annealing, thermal 

annealing resulted in AuNP aggregation and smaller grain sizes, thus samples were 

only annealed with solvent vapor (Appendix A, Figure A.4). Domain size 

measurements taken from TEM micrographs (32 ± 3 nm) (Figure 3.3a) and AFM 

images (33 ± 3 nm) (Figure 3.1b) were in agreement.  Grain sizes also were 

comparable; thus, the film peeling procedure was deemed satisfactory in transferring 

films from silicon wafers to TEM mesh grids.  An inhomogeneous distribution of 

Au∞NPs in the SIS polymer can be identified in the inset of Figure 3.3b; columns of 

Au∞NPs were indicative of preferential segregation to one polymer domain.  OsO4 

stained specimens (OsO4 chemically binds to PI)54 showed that Au∞NPs preferentially 

segregated to the PI domains (Figure 3.3b). 
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Figure 3.3: TEM micrographs of OsO4 stained and unstained (insets) (a) SIS and (b) 

Au∞NP/SIS thin films after THF annealing.  Micrographs of stained 

samples show PS (light) and PI (dark) domains oriented parallel to the 

plane of the film.  The micrograph in (b) reveals Au∞NPs (dark spots) 

with an affinity for PI over PS domains.  The inset of (b) shows 

inhomogeneous distribution of Au∞NPs, which indicates a polymer 

domain preference. Reprinted with permission from Mayeda et al., 

Chemistry of Materials, 2012, 24(14), 2627-2634.1 

Upon determining the PI-preference of Au∞NPs, products of the ligand 

exchanges were incorporated into SIS films.  Representative TEM micrographs of the 

nanocomposite films, which contained the products of ligand exchanges, are shown in 

Figure 3.4.  TEM micrographs of all samples can be found in the Appendix A (Figure 

A.5). 
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Figure 3.4: TEM micrographs of OsO4 stained nanocomposite films of (a) 

Au5.1NP/SIS, (b) Au4.8NP/SIS, (c) Au2.7NP/SIS, and (d) mix of 

Au∞NP/Au2.7NP/SIS after annealing with saturated THF vapor.  Inset 

images show corresponding unstained samples at the same magnification.  

All nanocomposite films contained 0.4 vol% AuNPs; the sample 

represented in (d) contained approximately equal volume loadings of 

Au∞NPs and Au2.7NPs.  Au5.1NPs in (a) exhibit an affinity for the PI 

domain while Au4.8NPs in (b) and Au2.7NPs in (c) show affinities for the 

PS domains.  Unstained images (see insets) suggest AuNP segregation.  

The mixture of Au∞NPs and Au2.7NPs in (d) shows no visible domain 

preference, and the unstained image (inset) indicates a well-mixed 

nanocomposite. Reprinted with permission from Mayeda et al., 

Chemistry of Materials, 2012, 24(14), 2627-2634.1 
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AuNP positions indicated preference for the PI domains in Figure 3.4a and the 

PS domains in Figure 3.4b and 3.4c.  AuNP location was most easily located by 

identifying their presence or absence in the unstained PS domain.  Columns of AuNPs, 

shown in Figure 3.4 insets, confirm preferential domain segregation.  The TEM 

micrographs indicated that a transition from PI-segregated to PS-segregated AuNPs 

occurred at a C12SH:PS-SH ratio between 5.1:1 (Figure 3.4a) and 4.8:1 (Figure 3.4b).  

A combination of Au2.7NPs and Au∞NPs were incorporated into the nanocomposite 

imaged in Figure 3.4d, which showed a well-mixed dispersion of AuNPs in the SIS 

polymer. 

A TEM micrograph tilt series of Au4.5NP/SIS (unstained, THF annealed) was 

recorded and used for tomogram reconstruction, which was done using a weighted 

back projection method.51,52 The tilt series images elucidated the Au4.5NP position in 

three dimensions. An x-y plane view micrograph is shown at a z-slice located near the 

middle of the film (Figure 3.5a); a cross-sectional (x-z plane) micrograph, 

corresponding to the dotted blue line in Figure 3.5a, exhibits Au4.5NPs clustered 

together (Figure 3.5b). A video, scanning through z-slices, of the full tomogram can be 

viewed in the Supporting Information. White regions to the left and right of each 

Au4.5NP in Figure 3.5a are artifacts of the tomogram reconstruction process.52 
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Figure 3.5:  x-y plane (a) and x-z plane (b) views of a reconstructed tomogram of 

unstained Au4.5NP/SIS after THF annealing. The x-z plane view is taken 

along the dotted blue line. The sample contains approximately 0.4 vol% 

Au4.5NP loading. Considered together, (a) and (b) show that the Au4.5NPs 

show an affinity for one polymer domain and do not segregate to the film 

interfaces nor the polymer-polymer interfaces. Reprinted with permission 

from Mayeda et al., Chemistry of Materials, 2012, 24(14), 2627-2634.1 

3.4 Discussion 

As-cast nanocomposite films required annealing in order to adequately discern 

polymer domains and nanoparticle location in TEM micrographs.  THF vapor 

annealed films exhibited good domain ordering compared to as-cast films (Figure 3.1).  

THF was chosen because of its ability to solubilize ligand-capped AuNPs and also 

impart chain mobility to both polymer domains.55  Well-ordered nanocomposite films 

were further characterized by TEM to determine AuNP segregation behavior. 

TEM micrographs of stained composite films suggest that as-synthesized 

Au∞NPs prefer PI domains of the SIS block polymer (3.3).  Ansari et al. found that 
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surface energy drives the affinity of bare Au for OsO4-stained PI domains over 

unstained PS domains.56  However, the ligand-capped AuNPs used throughout this 

report do not have a significant area of bare gold exposed to its surroundings, 

suggested by the nanoparticles’ long-term stability in organic solvents.25  Furthermore, 

unstained transmission electron microscopy images show Au∞NPs with an affinity for 

one domain (Figure 3.3b).  Instead, it was rationalized that the preferential segregation 

of AuNPs based on Hildebrand solubility and surface energy parameters of their 

ligands.  Hildebrand solubility parameters are related to the enthalpy of mixing and 

have been used to investigate polymer-solvent mixing of nonpolar and slightly polar 

systems.57  Enthalpic interaction penalties increase with increasing disparity between 

components’ solubility parameters.  Hildebrand solubility parameters of relevant 

compounds are summarized in Table 3.1.  Based on AFM phase images, Peponi et al. 

concluded that the presence of C12SH encouraged segregation of nanoparticles to PS 

domains in SIS due to similarities in solubility parameters [i.e., (δPS – δC12SH)2 = 0.36 

MPa < 5.76 MPa = (δPI – δC12SH)2].58,59 Despite these findings, the results indicated 

that Au∞NPs, Au6.6NPs, and Au5.1NPs preferentially segregated to PI domains in the 

SIS polymer (Figure 3.3b and Figure 3.4a).  The unexpected AuNP segregation can be 

explained by considering the small radius of curvature inherent in nanoparticles.  The 

high degree of surface curvature creates a radial gradient in monolayer density that 

shields ligand atoms closest to the nanoparticle surface from interacting with the 

surroundings.60,61  As such, it would be reasonable to conclude that atoms nearest to 

the Au core, such as the sulfur atom, contribute less to the solubility parameter of the 

ligand.  Thus, the solubility parameter for dodecane is more representative of the 

solubility parameter for C12SH on the AuNP surface, and Hildebrand solubility 
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parameters predict a switch in Au∞NPs segregation from PS- to PI-preferential [i.e., 

(δPS – δC12)
2 = 5.29 MPa > 0.25 MPa =  (δPI – δC12)

2].  Reported surface energies also 

suggest that Au∞NPs would be PI-preferential (see Table 3.1).  AuNPs preferentially 

would segregate to a polymer domain to minimize the surface energy difference 

between the surrounding polymer and the AuNP ligand.  Dodecane and C12SH both 

have lower surface energies, compared to PS and PI, which likely will produce a more 

favorable interaction with the PI domains than the PS domains.  Based on solubility 

parameters and surface energies, the results suggest that the innermost sulfur atom is 

shielded on Au∞NPs thus allowing preferential segregation to PI domains. 

Table 3.1 Hildebrand solubility parameters and surface energies of relevant 

compounds. 

Compound Hildebrand Solubility δ, 

(MPa1/2) 

Surface Energy 

(mJ/m2) 

polyisoprene 16.762 3262 

polystyrene 18.562 40.762 

1-dodecanethiol 19.163 25.464 

dodecane 16.262 25.465 

 Represents averages of reported values 

Exchanging C12SH ligands with PS-SH ligands on the AuNP induces 

preferential segregation into the PS domains below C12SH:PS-SH ratios near 5:1.  

Using molecular averages, solubility parameters would predict PS-segregated AuNPs 

below ratios of 0.8:1 (61 mol% PS-SH surface coverage) and surface energies would 

predict ratios below 0.4:1 (72 mol% PS-SH surface coverage).  Based on a C12SH:PS-

SH ratio of 5:1, only 17 mol% of the AuNP surface must be covered by PS-SH to 

render the surface PS preferential (Figure 3.4 and Figure 3.5).  Differences in required 
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PS-SH surface coverage can be attributed to the size difference between the C12SH 

and PS-SH ligands30 and entropic losses due to the architecture of the triblock 

polymer,37 as described below.   

With regard to size differences, the larger PS-SH ligand (24-carbon backbone) 

will extend beyond the edges of the C12SH ligand (12-carbon backbone) (Figure 3.6a) 

thus contributing more to domain solubility.  Ligand length has been shown to be 

important in directing nanoparticle segregation in block polymers; larger ligands with 

lower surface coverage could cause the same segregation behavior as shorter ligands 

with higher surface coverage.30  Ellipsometry experiments have shown that the 

thickness of a C12SH capping layer on a planar gold surface is 20 Å,66 and further 

characterization of these adsorbed alkanethiols on planar gold with electron diffraction 

revealed a thiol footprint of 21.4 Å2.67  Surface spectroscopy studies on AuNPs by 

Hostetler et al. suggested that a transition from 3-dimensional to 2-dimensional C12SH 

packing on the surface occurs for nanoparticles with a diameter larger than 3 nm.68  

Therefore, applying the thickness and footprint values for the C12SH capping layer is 

reasonable for the 3.5 nm diameter AuNPs used in this study.   
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Figure 3.6: Graphical representation of Au5NPs indicating (a) approximate length 

differences between C12SH and PS-SH and (b) effective ligand surface 

coverage. Reprinted with permission from Mayeda et al., Chemistry of 

Materials, 2012, 24(14), 2627-2634.1 

In comparison, the PS-SH ligand size normally is described by its radius of 

gyration.  However, short-chain PS has been shown to adopt an almost fully stretched 

conformation when grafted to nanoparticles.60  In this case, the contour length of the 

PS-SH ligand used in this study (30 Å) is a more appropriate characteristic length, 

which is only slightly larger than that of the C12SH.  Therefore, the length of the PS-

SH ligand does not account for the unexpected transition from PI- to PS-segregated 

AuNPs at high C12SH:PS-SH ratios.  Instead, the area occupied by a ligand may be a 

better representation of its size.  Corbierre et al. found that a 1.9 kg/mol PS-SH ligand 

occupied a surface area of 29 Å2 at the Au/ligand interface and an expanded coverage 

of 240 Å2 at the ligand/THF interface.69  Despite high grafting densities, attached 

polymer ligands avoid a fully stretched conformation by expanding into the “void 

volumes”, while alkanethiols remain well-packed on the facets, of the AuNP truncated 

octahedra.60 If Corbierre’s measurements radially are scaled in accordance with the 

molecular weight of the PS-SH ligands used in this study, an 860 g/mol PS-SH ligand 

should occupy a THF/ligand interface surface area of approximately 110 Å2.  The 
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expanded occupied area of the PS-SH ligand is particularly applicable during the THF 

solvent annealing step of the nanocomposite film preparation.  The ratio of the 

interface surface area occupied by a PS-SH ligand to the area occupied by a C12SH 

ligand (5.1:1) is similar to the C12SH:PS-SH ratio (5:1) upon which AuNPs transition 

from PI- to PS-preferential segregation.  Therefore, a gold nanoparticle surface with a 

C12SH:PS-SH ratio of 5:1 (17 mol% PS-SH ligands) is predicted to have 50 area% PS-

SH coverage at the matrix/ligand interface (Figure 3.6b).  The similarity between the 

ligand ratio that produces 50 area% PS-SH coverage and the ratio at which the 

transition from PI- to PS-preferential segregation occurs suggests that the 

matrix/ligand interface is a dominant factor in determining domain preference.  

Furthermore, the characteristic size of a ligand should be based on the area it occupies 

at an interface rather than its length. 

In addition to enthalpic interactions between ligands and the polymer matrix, 

the SIS triblock architecture necessitates some entropic losses due to PI segment 

stretching to accommodate AuNPs.  On the other hand, AuNPs segregating to PS 

domains may reduce polymer chain entropic losses by situating in between the PS 

chain ends.70,71 More recent modeling efforts using self-consistent mean field theory in 

dilute particle loading cases reported that small particles segregate to the A/B interface 

in a lamellae diblock polymer even when the particles were A-domain preferential.72 

Entropic contributions to nanoparticle segregation were illustrated by Bockstaller et al. 

when they reported on size-dependent particle segregation.37 Entropic arguments 

support PS-segregating AuNPs and may, in part, account for the AuNPs that 

segregated to PS domains at unexpectedly high C12SH:PS-SH ratios.  However, 

conclusive remarks cannot be made based on the studies herein. 
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Besides ligand size influence and entropic contributions, ligand rearrangement 

on the surface of AuNPs to create Janus-like particles also has been suggested to 

account for unexpected segregation to the polymer-polymer interface in a PS-b-P2VP 

block polymer.31 However, the absence of AuNPs segregating to the S/I interface, as 

shown in the tomogram cross-section (Figure 3.5b), in SIS does not support this idea.  

One possible explanation for the apparent discrepancy is that the SIS polymeric 

system is composed of two hydrophobic non-polar components; thus there is a lower 

driving force for segregation between the C12SH and PS-SH ligands bound to the Au 

surface.  Also, the AuNPs are never exposed to the elevated temperatures that have 

been shown to induce thiol ligand mobility on (and possible dissociation from) the 

gold surface.73 

When PS-segregating Au2.7NPs and PI-segregating Au∞NPs were incorporated 

into the SIS block polymer, the result was a mixture of particles across both domains.  

Stained and unstained TEM micrographs show well-ordered PS and PI domains; 

however, AuNPs occupied both domains (3.4d). The mixture result further illustrates 

the versatility and control of surface thiols on AuNPs, which may be particularly 

important in engineering nanocomposites for emerging applications. 

3.5 Conclusions 

This chapter reports on the ability to control segregation of AuNPs to either PI 

or PS domains of a SIS triblock polymer.  By using a short-chain hydrophobic 

hydrocarbon polymer and capping ligands, on ligand-polymer enthalpic interactions 

were emphasized without the influence of other polar interactions.  Results indicated 

that as-synthesized AuNPs with C12SH ligands preferentially segregate to the PI 

domains, which is supported by Hildebrand solubility and surface energy arguments.  
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Simple, post-synthesis, ligand exchanges were performed on the AuNPs to alter their 

surface chemistry.  AuNP segregation preference changes to PS domains below 

C12SH:PS-SH ligand molar ratios of 5:1, which is about an order of magnitude higher 

ratio than that expected based on molecular average calculations.  Transmission 

electron microtomography was used to elucidate the spatial arrangement of AuNPs in 

a composite film. Tomography results corroborate micrographs from traditional TEM 

measurements. The segregation behavior of AuNPs is attributed to area-averaged 

enthalpic interactions between ligands and their respective polymer domains and 

entropic contributions from the SIS triblock polymer architecture.  This work 

illustrates the ease of making nanocomposites and tailoring their phase behavior for 

application-specific designs such as sensors or catalytic coatings. 
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METAL OXIDE ARRAYS FROM BLOCK POLYMER THIN FILM 

TEMPLATES 

This chapter details the use of polystyrene-b-poly(ethylene oxide) thin films to 

template arrays of metal oxides including MgO, Al2O3, TiO2, MnO2, Fe2O3, Co3O4, 

NiO, CuO, ZnO, ZrO2, RuO2, SnO2, and Ce2O3. Templates and resulting arrays were 

characterized with atomic force microscopy and transmission electron microscopy. 

Superior nanoarray uniformity and control was highlighted by comparing templated 

titania to traditional sol-gel-synthesized titania in photodegradation reactions, which 

were monitored by UV-vis spectroscopy. The increase in photocatalytic activity of 

templated titania was attributed to fine control of size and dispersity of the 

nanoparticles within the templated array, which had a larger surface area than 

traditionally synthesized titania. Text and figures are reproduced with permission from 

Mayeda et al., Journal of Materials Chemistry A, 2015, 3(15), 7822-7829 – Published 

by the Royal Society of Chemistry.1 

4.1 Introduction 

The development of Mobil’s zeolites in the 1960s sparked an avalanche of 

research on the design of structured materials with nanometer-scale features (> 1 nm) 

for applications in catalysis and separations.2 Innovative uses of structure directing 

agents can yield nanomaterials with improved catalytic activity. Whereas small-

molecule surfactants have proven to be excellent sub-nanometer structure directing 

agents,3 block polymers (BPs) offer a macromolecular analog with tunable molecular 

Chapter 4 
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weights, block choices, and compositions.4,5 When implemented in thin film 

environments (< 100 nm in thickness), BPs can serve as ideal organic templates, 

whose nanostructure can be controlled through processing techniques.6-11 BP organic 

templates can be used to direct the nanoscale structure of inorganic materials for 

catalysts, sensors, and optics applications.12 Improved ordering of the thin film 

morphology, to ~cm2 grain sizes, is important for applications in competition (or in 

concert) with lithography and could be achieved by implementing complementary 

techniques that employ topographical patterning or external fields.9,13-17 

BP-templated metal oxide arrays facilitate a variety of exciting applications in 

magnetic bit patterned media, seed-mediated nanotube growth, energy harvesting, and 

heterogeneous catalysis.18-23 The vast majority of previous investigations involving BP 

templating follow two routes: (1) segregating preformed nanoparticles or (2) using in 

situ sol-gel methods. The former approach benefits from advances in nanoparticle 

synthesis, which allows researchers to tune particle size, shape, crystallinity, and 

composition.24 Additionally, templating preformed nanoparticles is a convenient route 

to ensure that the inorganic material retains the desired properties of interest. Previous 

work that was detailed in Chapter 3 templated pre-synthesized gold nanoparticles in a 

polystyrene-b-polyisoprene-b-polystyrene thin film by tuning the particles’ surface 

energies using ligand exchanges.25 Kramer and coworkers also have investigated gold 

nanoparticle segregation in polystyrene-b-poly(2-vinyl pyridine) (PS-b-P2VP) BPs by 

manipulating ligand chemistry, density, and molecular weight.26-29 Several reviews 

succinctly describe efforts to incorporate particles with varying composition, size, and 

shape into BPs.30-33  In all cases, preformed nanoparticle miscibility and templating 



111 

 

generally were dominated by the particle-polymer entropic (particle size and shape) 

and enthalpic (ligand chemistry) interactions. 

In situ sol-gel methods use a sacrificial BP to arrange metal salt precursors into 

nanoscale features and subsequently reduce, oxidize, or calcine the composite to 

simultaneously form the templated material and remove the polymer.34,35 Sol-gel 

methods can be used to create many types of industrially relevant crystals, powders, 

and films. Within sol-gel techniques, evaporation induced self-assembly (EISA) is a 

popular method for templating inorganic materials.3 In short, the polymer and metal 

precursor are combined in a single solution and a thin film is coated onto a substrate. 

The evaporation of solvent creates a concentration gradient that acts as an ordering 

front that produces the nanoscale features. Features can be tuned by adjusting the 

polymer molecular weight,36 sol-gel concentration,34,37,38 and coating procedure.39 

Researchers have used the EISA-templating method to produce arrays of gold, cobalt, 

and cobalt oxide, but ordering remains poor (grain size < 1 µm2).40-44 Poor ordering 

likely was due to polymer/metal inter- and intra-molecular interactions that inhibit 

polymer chain mobility and prevent BP ordering.45 To maximize BP chain mobility, 

Boyen and coworkers modified the EISA method by complexing Fe and Nb salts with 

homopolymer P2VP (h2PVP) prior to blending with the PS-b-P2VP solution.46 Thin 

films of salt/h2VP/PS-b-P2VP produced well-ordered arrays with ≈ 1 µm2 grain sizes. 

However, the modification of the traditional EISA method was limited to metal 

loading ratios of molmetal:mol2VP-monomer ≤ 0.2 to avoid macrophase separation. On the 

other hand, Russell and co-workers employed a preformed BP template to create well-

ordered Au/Ag arrays for surface plasmon resonance studies.47 Morris and coworkers 

have used the method to produce metal oxides with superparamagnetic and 
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ferroelectric properties.48-50 Although the method was proven,51-55 researchers have yet 

to use it for catalysis applications. 

The preformed BP template method, hereafter referred to as spincoat-pattern-

immerse-complex-etch (SPICE), was used to produce thin films of well-ordered arrays 

that were otherwise difficult to achieve via the EISA/dip-coating approach. The 

experimental results presented herein build upon previous investigations47,54 by 

creating well-ordered hexagonally packed arrays of MgO, Al2O3, TiO2, MnO2, Fe2O3, 

Co3O4, NiO, CuO, ZnO, ZrO2, RuO2, SnO2, and Ce2O3. Furthermore, an improvement 

in photocatalytic activity of SPICE TiO2 and Au/TiO2 over EISA TiO2 was 

demonstrated. In addition to photocatalysis, it is anticipated that this method will be 

critical to developing advanced materials for sensors, environmental catalysis, and 

lithography applications. 

4.2 Experimental Section 

4.2.1 Materials 

All materials were used as received. Polystyrene-b-poly(ethylene oxide) (PS-b-

PEO; Ð = 1.04, 𝑀̅n,styrene = 16 kg mol-1, 𝑀̅n, ethylene oxide = 5 kg mol-1) was purchased 

from Polymer Source, Inc. Iron(III) nitrate nonahydrate (ACS reagent) was purchased 

from Sigma-Aldrich. Titanium(IV) tetraisopropoxide (98+%) and poly(acrylic acid) 

(25 wt% aqueous solution, 𝑀̅w = 240 kg mol-1) was purchased from Acros Organics. 

Aluminum(III) nitrate nonahydrate (98%), cerium(III) nitrate hexahydrate (REacton®, 

99.5%), cobalt(II) nitrate hexahydrate (ACS reagent), copper(II) nitrate 

hemipentahydrate (98%), magnesium(II) nitrate hexahydrate (98%), manganese(II) 

nitrate hydrate (99.98%), nickel(II) nitrate hexahydrate (98%), tin(II) chloride 
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dihydrate (ACS reagent), zinc(II) nitrate hexahydrate (99%), zirconium(IV) dichloride 

oxide octahydrate (98%), and methylene blue (high purity biological stain) were 

purchased from Alfa Aesar. ACS grade toluene, tetrahydrofuran, ethanol, and 2-

propanol were purchased from BDH. Deionized water was obtained from a Millipore 

Milli-Q Direct 8 system. Hydrochloric acid (37% in water, technical) was purchased 

from Fisher Scientific. Silicon and silicon oxide (500 nm on silicon) wafers were 

purchased from Wafer World. Both types of wafers were rinsed with toluene, dried 

with a nitrogen stream, and cleaned in a Jelight Model 42 UVO-cleaner for 30 min 

prior to polymer spincoating.  

4.2.2 Templating procedure 

The SPICE method is depicted in Figure 4.1. Each of the sub-processes are 

explained in detail; however, it should be noted that sub-processes can be substituted 

(e.g., thermal annealing instead of solvent vapor annealing, dip-coating instead of 

spincoating, calcination instead of ozone etching, etc.) 
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Figure 4.1: The spincoat-pattern-immerse-complex-etch (SPICE) templating method 

decouples polymer annealing from the metal precursor gel incorporation. 

Traditional methods, represented by EISA, spincoat an all-in-one solution 

that includes both polymer and metal precursor. Although EISA has 

fewer steps, it produces irregular arrays of inorganic material. High-

humidity annealing was achieved by using standard solvent annealing 

techniques enclosed in a humidified glove box. Reprinted with 

permission from Mayeda et al., Journal of Materials Chemistry A, 2015, 

3(15), 7822-7829 – Published by the Royal Society of Chemistry.1  

4.2.2.1 Spincoating films  

Films were made using a Laurell WS400-6NPP-Lite spincoater. Toluene 

solutions of PS-b-PEO (1 wt%) were stirred for 1 h and subsequently syringe filtered 

(0.2 µm, PTFE) prior to film casting. Approximately 40 µL of solution quickly were 

syringed onto substrates spinning at 3000 RPM for 30 s. Films were further dried 

under nitrogen. Thicknesses of as-cast films were analyzed using a Filmetrics F20 

instrument. 
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4.2.2.2 Pattern formation 

Perpendicularly oriented hexagonally packed array patterns of PEO domains in a 

PS matrix were made by solvent annealing PS-b-PEO films with toluene/water in a 

high humidity chamber.56 Films were placed in a bell jar with a beaker of 4 mL of 

toluene. The bell jar was positioned within a high humidity chamber. Humidity was 

controlled by bubbling nitrogen through deionized water that was maintained at 60 ˚C. 

After exposure to saturated toluene vapor at room temperature for 18 h, the bell jar 

was opened to simultaneously allow toluene evaporation and humidity exposure. 

Films were exposed to the high humidity environment for 15 min before being 

removed from the chamber. It should be noted that although arrays of perpendicular 

PEO domains were achieved by toluene solvent annealing alone, the addition of high 

humidity (>90% RH) increased grain sizes from less than 1 µm2 to greater than 4 µm2. 

4.2.2.3 Immersion and metal complexation 

Annealed PS-b-PEO films were immersed in a 1.0 M precursor (Mg, Al, Mn, Fe, 

Co, Ni, Cu, Zn, Sn, or Ce) in ethanol solution for 15 min. Different solutions were 

mixed for Zr and Ti precursors. For Zr solutions, 0.5 M solutions in ethanol/water 

(equal volume) were mixed to adequately dissolve the precursor. For Ti solutions, 0.25 

g HCl solution, 0.7 g titanium(IV) tetraisopropoxide, and 5 mL 2-propanol were 

stirred for 30 min. Immersion allowed the metal ions to selectively complex with the 

PEO domains. After submerging the BP film in the precursor solution, excess 

precursor solution was removed by rinsing with 2-propanol and drying in a nitrogen 

stream.  
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4.2.2.4 EISA TiO2 

For comparison purposes, a film was made using the EISA method. After 

stirring, 0.2 mL of the titania solution was combined with 0.8 mL of the PS-b-PEO 

toluene solution (1 wt%), and a film was spincoated as previously described. Cast 

films were annealed in saturated toluene vapor (2 h) without water, which undesirably 

would have hydrolyzed the titanium precursor. 

4.2.2.5 Etching template 

For all films, template etching and metal oxidation simultaneously were 

achieved using a UVO cleaner for 30 min. Residual carbon was removed by rinsing 

with toluene and drying under a dry nitrogen stream. 

4.2.2.6 Gold nanoparticle addition 

To demonstrate additional modularity of SPICE, gold nanoparticles (AuNP) 

were spincoated onto the SPICE-templated TiO2 after polymer removal to enhance the 

photocatalytic degradation of MB. AuNPs were synthesized according to the Brust-

Schiffrin method.57 AuNPs (3.5 ± 1.0 nm diameter) were stabilized in toluene 

solutions with dodecanethiol.25 

4.2.3 Film characterization 

Atomic force microscopy (AFM) images were recorded with a Bruker 

Multimode Nanoscope V system. AppNano ACL tips (190 kHz resonant frequency, 

58 N m-1 spring constant) were used in tapping mode. Image processing and fast 

Fourier transforms (FFTs) of micrographs were performed with ImageJ. 

X-Ray photoelectron spectroscopy (XPS) measurements were performed on a 

Kratos Axis Ultra DLD instrument equipped with a monochromated Al Kα X-ray 
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source and a hemispherical analyzer. All analyzed metal oxide arrays were deposited 

on silicon oxide wafers. Binding energies were calibrated using Si 2p at 103.3 eV. 

Transmission electron microscopy (TEM) images were taken with a Hitachi 

H8000 operated at 150 kV. PS-b-PEO films containing titania precursor were peeled 

and mounted onto copper mesh grids according to a method previously described in 

the literature.58 The composite film was prepared for peeling by depositing a thin layer 

of carbon (< 10 nm) using a Hitachi carbon evaporator. A droplet (< 1 mL) of 25 wt% 

poly(acrylic acid) (PAA) was drop-cast and allowed to dry overnight at atmospheric 

conditions. A razor blade was used to remove the resulting solid, which adhered to the 

polymer composite film. The PAA was dissolved in a large volume of water. The 

resulting floating films were mounted onto copper mesh grids and allowed to air dry 

for 15 min before imaging. 

4.2.4 Photocatalysis experiments 

SPICE-templated titania were used to catalyze the photodegradation reaction 

of methylene blue (MB), which is an industrial pollutant commonly found in textile 

waste streams.21 An aqueous solution of 1×10
-5

 M MB was stirred for 2 days and then 

stored in a dark environment for later use. Wafer fragments (~2 cm2) and 3.3 mL of 

MB solution were placed in Brandtech UV cuvettes (220-900 nm transparency). The 

surface areas of the samples were hard to measure when the wafer fragments were 

shaped irregularly. Therefore, degradation rates were normalized by the weights of the 

wafer fragments. UV irradiation was accomplished with a UVP XX-15S lamp (15 

watt, 254 nm); samples were placed on the top tray, which was 5 cm from the source. 

UV-vis spectra were recorded with a Shimadzu UV2450 instrument.  The 665 nm 

peak was monitored during time-lapse studies; peak integrations from 550-740 nm 
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were calculated using UVProbe 2.32. Photocatalytic experiments were reproduced 

three times for each sample. 

4.3 Results 

In heterogeneous catalysis, ordered and narrowly disperse features made by 

bottom-up processes are critical for applications requiring maximum active surface 

area. Thus, grain size and narrow structural dispersity inherent in BP films is an 

important aspect of the SPICE method. To this end, perpendicularly oriented and 

hexagonally packed domains of PEO cylinders in PS-b-PEO films (30 nm thick) were 

obtained by toluene vapor annealing in a high-humidity chamber, as depicted in Figure 

4.1.56 
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Figure 4.2: Atomic force microscopy height images of PS-b-PEO films after solvent 

vapor annealing with (a) toluene and (b) toluene/water. TiO2 arrays were 

templated by (c) EISA and (d) SPICE; and (e) AuNPs were spincoated 

onto templated SPICE TiO2. Inset images are FFTs of the AFM images. 

Scale bars represent 200 nm. (f) Line scans show height profiles of the 

TiO2 made by the SPICE (green, bottom) and EISA (blue, top) methods. 

Reprinted with permission from Mayeda et al., Journal of Materials 

Chemistry A, 2015, 3(15), 7822-7829 – Published by the Royal Society 

of Chemistry.1 
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The average radius of the PEO domains in a toluene/water annealed neat 

polymer film was 8.7 ± 0.8 nm (>2500 measurements) (Figure 4.2b). The inset FFT 

exhibits 4th order peaks, which corroborate the excellent order and large grain sizes 

achieved by high-humidity annealing. Grain sizes of toluene/water vapor annealed PS-

b-PEO films were greater than 4 μm2. The PS-b-PEO films were used to template 

SPICE TiO2 (Figure 4.2d) and Au on SPICE TiO2 (Figure 4.2e) samples. On the other 

hand, films that were annealed by only toluene or tetrahydrofuran vapor contained 

grains that were less than 1 μm2 (Figure 4.2a). Subsequently templated TiO2 exhibited 

large size distributions and poor order (Figure 4.2c). The disparities in grain sizes 

highlighted the importance of using high-humidity during the annealing step. 

Some metal precursors, such as the titanium(IV) tetraisopropoxide and tin(II) 

chloride, are susceptible to hydrolysis and cannot be processed in humid or aqueous 

environments. By separating template formation and metal precursor inclusion into 

two decoupled steps, the SPICE method can take advantage of annealing techniques 

(using high humidity in this case) that otherwise would be precluded by the presence 

of the metal precursor. To further extend this idea, the authors envision bolstering the 

SPICE method with supplementary annealing techniques that employ external fields, 

shear fields, or patterned substrates. Achieving wafer-sized areas of templated material 

is industrially relevant for magnetic storage media and energy harvesting.59,60 

Metal oxides were templated into the annealed PS-b-PEO films by a simple 

immersion process. BP films were submerged in a metal precursor solution to allow 

the metal ions to selectively complex with the ethylene oxide monomer units. A 

typical loading ratio of 0.38 was achieved, which is almost twice that achieved by 

Boyen and coworkers (calculations are found in Appendix B).46 Metal oxide formation 
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and polymer removal were achieved simultaneously using an ultraviolet ozone (UVO) 

oven. The versatility of the SPICE procedure was exemplified by templating 

commonly used metal oxides: MgO, Al2O3, TiO2, MnO2, Fe2O3, Co3O4, NiO, CuO, 

ZnO, ZrO2, RuO2, SnO2, and Ce2O3. Empirical formulas for the metal oxides were 

determined using high resolution XPS scans to identify the oxidation states of the 

metals.61 Figure 4.2a-e show AFM images of selected metal oxide arrays as well as 

corresponding FFTs in the insets. Height images of the remaining metal oxides (Figure 

B.1) and XPS peak positions of all metal oxides (Table B.1) can be found in Appendix 

B. Hexagonally packed metal oxide dots are noted in Figure 4.2b, Figure 4.2d-e, and 

Figure B.1; all corresponding FFTs reveal reflections that are characteristic of 

hexagonal packing. 2nd order reflections are noted for Co3O4, Fe2O3, MgO, MnO2, 

ZnO, SnO2 and TiO2 samples. After polymer removal, the height of the templated 

materials ranged between 1-7 nm. For TiO2, a 30 nm thick BP film template produced 

an average oxide dot height of 5.4 ± 1.4 nm. The height reduction was attributed to the 

significant mass loss during polymer template removal and was used to calculate the 

average oxide loading. The average radius of a templated dot was 8.5 ± 1.9 nm, which 

closely matches the initial PEO domain size after solvent annealing (8.7 ± 0.8 nm).47 

The similarity in PEO domain size and the SPICE dot size suggests that templated 

metal oxide size can be controlled by tuning the polymer molecular weight and 

volume fraction.62 Highly ordered PS-b-PEO films led to highly ordered metal oxide 

dots, supporting the efficacy and simplicity of the SPICE templating method. 

The EISA-templating method was applied to the same polymer and titania 

precursor solution for the purpose of comparison. Because the titania precursor was 

highly sensitive to water, toluene/water solvent vapor undesirably hydrolyzed the 
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titania precursor in the EISA film (Figure 4.3a). Thus, only toluene vapor was used to 

anneal EISA films. Despite efforts to anneal the EISA composite with toluene vapor, 

the resulting titania were poorly ordered and disperse in diameter (Figure 4.3b). On the 

other hand, the SPICE method allowed the use of high-humidity annealing conditions 

and produced highly-ordered PEO domains, which preferentially absorbed the titania 

precursor (Figure 4.3c). The TEM images illustrate the superiority of the SPICE 

method.  

 

Figure 4.3: Transmission electron micrograph of (a) EISA (Ti precursor) films after 

annealing with toluene/water vapor and (b) toluene vapor as compared to 

a (c) SPICE Ti precursor film. Images are unstained; contrast is afforded 

by the electron density difference between PEO-titanium complex (dark) 

and PS (light). The scale bars represent 100 nm. Reprinted with 

permission from Mayeda et al., Journal of Materials Chemistry A, 2015, 

3(15), 7822-7829 – Published by the Royal Society of Chemistry.1 
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The EISA method produced an average TiO2 dot radius of 9.8 ± 4.4 nm. 

Decreased morphology control was evidenced by the line scan in Figure 4.2f, AFM 

image (Figure 4.2c), and TEM image (Figure 4.3b). Dispersion calculations are 

available in the Appendix B. The FFT of EISA micrographs showed no spots or rings, 

indicating the absence of any significant ordering. Poor ordering of annealed EISA 

films was attributed to hydrolytic oligomerization of titania and reduced polymer 

chain mobility caused by coordination bonds between the titania precursor and PEO 

domains.38,63,64 Huh and coworkers studied the effect of Cd coordination with poly(4-

vinylpyridine) (P4VP) and found that increasing the salt loading increased gelation 

and decreased ordering of their Cd/PS-b-P4VP system.45
  Similarly, it is expected that 

PEO-metal complexes hinder polymer chain mobility during solvent vapor annealing. 

By decoupling the polymer-ordering from the metal-coordinating, the SPICE method 

produced narrow size distributions and highly ordered arrays. 

Au was expected to further improve the light absorption efficiency,65 and thus 

the photocatalytic activity of TiO2.
66,67 Therefore, as a further validation of the 

approach, gold nanoparticles (3.5 ± 1.0 nm diameter) in a toluene solution were 

spincoated onto SPICE-templated TiO2. The resulting Au/TiO2 catalyst was 5 mol% 

Au as determined by XPS survey scans (not shown). SPICE-templated TiO2 arrays 

maintained their high degree of ordering and dispersity after Au addition (Figure 

4.2e).  
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Figure 4.4:  Plot of the natural log of MB concentrations against UV irradiation time. 

Error bars on data points represent standard deviations across three 

reproducibility studies. The slopes represent rate constants, which are 

reported in Table 4.1. The magnitude of kdark was taken to be the error on 

the rate constants. Reprinted with permission from Mayeda et al., 

Journal of Materials Chemistry A, 2015, 3(15), 7822-7829 – Published 

by the Royal Society of Chemistry.1 

Photocatalytic studies were used to demonstrate the increased activity of 

SPICE TiO2 compared to EISA TiO2. Aqueous solutions of MB were photocatalyzed 

under UV irradiation with EISA TiO2, SPICE TiO2, and SPICE TiO2 coated with gold 

nanoparticles (Figure 4.4). Vials with SiO2 wafers, no catalyst (blank), and MB stored 

in the dark were used as controls. UV-vis spectra were collected every two hours, and 

peak areas were integrated between 550-750 nm (Figure B.2). MB photodegradation 

was presumed to follow first order kinetics.21 
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−𝑑[𝑀𝐵]

𝑑𝑡
= 𝑘[MB] 4-1 

The first order rate constants (k) were determined by fitting linear regressions 

of the MB concentrations as a function of irradiation time as shown in Figure 4.4. The 

reaction rate constants followed 𝑘Au SPICE⁄ > 𝑘SPICE > 𝑘EISA > 𝑘substrate > 𝑘blank >

𝑘dark and are listed in Table 4.1.  

Table 4.1. Photocatalytic conditions and rate constants 

Sample UV light Catalyst Rate constanta (103 min-1) 

Dark no N/A 0.2 

Blank yes N/A 1.1 

EISA yes TiO2 2.3 

Au/EISA yes Au/TiO2 2.3 

SPICE yes TiO2 2.6 

Au/SPICE yes Au/TiO2 3.3 

a Error values for the rate constants are given by the magnitude of the Dark rate 

constant. 

The absolute value of 𝑘dark was used as the error associated with the 

determination of rate constants. SPICE TiO2 showed a 17% increase in photocatalytic 

activity over EISA TiO2 during MB degradation experiments. The addition of gold 

nanoparticles to the SPICE TiO2 samples (Au/TiO2) improved the photocatalytic 

activity by 22% over EISA TiO2. 

Photocatalytic activity has been shown to depend on catalyst surface area, 

crystallinity, and surface hydroxyl concentration.68 Because the EISA and SPICE 

methods share the same materials and polymer removal process, it is expected that 

crystallinity and surface hydroxyl groups remain similar. Therefore, the improved 
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photocatalytic efficiency was attributed to increased surface area, as the SPICE-

templated TiO2 surface area was increased by minimizing the TiO2 size distribution 

(Figure B.3). Exposed surface area was estimated to be 25% larger for SPICE TiO2 

over EISA TiO2; uncertainty in the measurement stems from the variations in EISA 

dot sizes. In addition to an improvement over EISA TiO2, experimental results 

demonstrated a 6% activity gain between SPICE Au/TiO2 over SPICE TiO2. The 

improvement in efficiency possibly indicates that the templated TiO2 can be optimized 

and augmented in a similar manner to other previously reported titania samples.65,67 

4.4 Conclusions 

In conclusion, the SPICE templating method (spincoat-pattern-immersion-

complex-etch) was used to produce arrays of a variety of metal oxides. The method 

decoupled metal-PEO complexation from BP ordering and thus enabled both 

exceptionally well-ordered arrays and simple sol-gel templating. The arrays exhibited 

the same high degree of ordering as their sacrificial BP thin film template. In 

particular, TiO2 arrays exhibited a high degree of ordering and narrow size dispersion, 

which could not be achieved using standard EISA methods. Finally, MB 

photodegradation studies showed that the SPICE TiO2 (1) showed a 17% increase in 

photocatalytic activity over EISA TiO2 and (2) could be augmented with gold 

nanoparticles to further improve photocatalytic activity. The SPICE method opens 

exciting pathways for thin films of ordered metal oxides in sensors, magnetic bit 

storage media, and energy harvesting. 
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SUMMARY AND FUTURE WORK FOR NANOSTRUCTURED THIN FILMS 

5.1 Summary 

Investigations into the design and characterization of nanocomposite block 

polymer (BP) thin films and BP thin film templates are presented in this dissertation. 

Polystyrene-b-polyisoprene-b-polystyrene (SIS) and polystyrene-b-poly(ethylene 

oxide) (PS-b-PEO) thin films were used to template gold and metal oxide 

nanoparticles, respectively, into nanostructured patterns. By building upon previous 

investigations that employed BP thin films to organize inorganic nanomaterials,1,2 the 

objective was to apply BP templating to create catalysts that maximized the three-

phase interface between active metal, catalyst support, and reactant(s). In one study, 

alkylthiol-protected gold nanoparticles (AuNPs) were synthesized ex situ and 

subsequently blended into SIS thin films.3 The nanoparticle surface chemistry was 

tailored with mixtures of n-dodecanethiol and polystyrene-thiol to modulate the 

nanoparticles’ affinity for the polystyrene or the polyisoprene domains of the SIS thin 

film. It was found that the effective interfacial surface area between the nanoparticle-

grafted alkylthiols and the matrix polymer played an important role in determining the 

nanoparticles’ segregation behavior and should be considered in the design and 

synthesis of other nanoparticle-polymer nanocomposites. 

In another study, PEO domains of a PS-b-PEO thin film template were infused 

with metal oxide precursors and subsequently oxidized to produced long-range 

ordered metal oxide arrays.4 In contrast, the standard approach employed evaporation 
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induced self-assembly (EISA) methods.5-8 While EISA was powerful and simple, the 

results commonly produced poorly organized or heterogeneous arrays.7 The poorly 

ordered arrays had a variety of inter-particle geometries and particle sizes, both of 

which contributed to decreased exposed surface area. Well-ordered PS-b-PEO thin 

films, which were produced by dual-solvent vapor annealing, were important 

precursors to the large surface area templated metal oxides. PS-b-PEO films 

selectively complexed various water-soluble metal oxide precursors into the 

hydrophilic PEO domains. Upon oxidation of the precursor-infused PS-b-PEO, the 

remaining metal oxide array mimicked the hexagonal pattern of the BP thin film 

template to a high degree. When the arrays were used in photocatalytic reactions, they 

exhibited superior performance compared to metal oxide thin films that were produced 

without a template. Perhaps more appealing than the template versatility is the 

potential to use bottom-up and top-down methods to create interesting high-aspect 

ratio arrays.9,10 

The nanocomposite thin films and nanostructured metal oxides presented in 

this dissertation represent progress towards designing nanostructured catalysts. Section 

5.2 outlines recommendations that apply the developed nanostructured templates to 

create nanomaterials with high aspect ratios for use in catalysis and energy 

harvesting.9,10 Separately, the use of commercially available BPs in the templating 

process would accelerate the adoption of the aforementioned nanomaterial fabrication. 

Finally, recommendations for additional catalytic reactions are presented: CO-

oxidation and three-way catalytic reactions in automotive exhaust. 
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5.2 Recommendations for Future Work 

It is now known that nanomaterials exhibit properties that differ from their 

bulk properties because of an increase in the ratio of surface-to-bulk atoms.11,12 

Nanoparticles have led to a range of next-generation products including membranes,13 

catalysts,14 biofuels,15 cancer therapeutics,16 and even food.17,18 A burst in 

nanomaterial synthetic techniques has emerged where the figures of merit include 

size,12 shape,19 structure/composition,20,21 and processibility.22-24 To these ends, BPs 

have been used to guide nanomaterial growth and assembly so as to decrease size and 

shape dispersity and increase reproducibility and versatility.25-27 Size- and regio-

regularity have placed templated nanomaterials in exciting applications in energy 

harvesting,28 gas sorbents,29, plasmonics,30 and catalysis.31 

BPs have been proposed to work with existing lithographic techniques to 

achieve ever-smaller features.32 It is envisioned that BP-templated inorganics will be a 

stepping-stone in top-down and bottom-up strategies for synthesizing advanced 

nanomaterials (Figure 5.1). 

 

Figure 5.1:  Schematic depicting the use of nanoscale arrays in bottom-up (left) and 

top-down (right) processes. 

In a bottom-up approach, the templated materials can be used as a seed to 

nucleate growth and crystallization of a deposited material like carbon33 or zinc 
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oxide.34 In a top-down approach, the templated materials can be either an etch 

mask35,36 (Figure 5.1, right) or an etch catalyst.37 Furthermore, using the existing 

method (Section 4.2) is proposed to produce other functional arrays of metal oxides as 

catalysts, pattern transfer media, and seeds for carbon nanotube growth. 

5.2.1 Top-Down Metal-assisted Chemical Etching 

Metal nanoparticles can be used in a top-down fashion in metal-assisted 

etching of silicon.10,38-41 Nanoparticles of gold,42-46 silver,42,47-51 platinum,42,47,52, 

copper,47 or palladium42,51 reduce an oxidant (e.g., hydrogen peroxide) and 

simultaneously inject holes into the immediately underlying silicon substrate. The 

holes oxidize the silicon, which is then dissolved away (i.e., etched) by hydrofluoric 

acid. The technique has been used to etch crystalline silicon wafers to yield silicon 

nanopores or vertically-aligned nanorods (Figure 5.2). 
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Figure 5.2:  Diagram depicting (a, c, e) a noble metal coated on a silicon substrate 

and the resulting (b) nanopores, (d) nanowires, and (f) nanorods after 

etching. Adapted with permission from Huang, Z.; Geyer, N.; Werner, P.; 

de Boor, J.; and Gösele, U. Adv. Mater., 2011, 23, 285-308. Copyright 

2011 Wiley-VCH. 

The vast majority of previous metal-assisted chemical etching techniques that have 

created ordered silicon nanostructures hinged on the use of polystyrene nanosphere 

lithography,49,53-57 interference nanolithography,58 or an anodized alumina hard mask 

to control the size and position of the metal.46 However, the methods that were 

described in sections 3.2 and 4.2 represent simpler wet-chemistry methods that use the 

self-assembling BP s to create inorganic patterns. To this end the SIS template was 

removed in an ultraviolet ozone (UVO) cleaner to yield columns of AuNPs (Figure 

5.3). 
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Figure 5.3:  (a) AFM phase image of a toluene-annealed AuNP/SIS film, (b) AFM 

height image of the film in (a) after PI removal by ozone etching, and 

AFM height images (c) and (d) of AuNP chains after complete UVO 

etching. The height scale applies to b-d. The scale bars in a-c represent 

200 nm while the scale bar in (d) represents 50 nm. (e) The histogram 

shows the size distributions of AuNPs before and after UVO treatment of 

the nanocomposite thin film. 

Although the columns of AuNPs (Figure 5.3c and Figure 5.3d) mimic the pattern of 

the AuNP/SIS composite (Figure 5.3a), the template-removal step induced significant 
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deviations in the form of intra- or inter-column AuNP aggregation. In the case of intra-

column aggregation, AuNPs grow from 3.5 ± 1.0 nm to 17 ± 5 nm in diameter (Figure 

5.3e). Growth likely was induced by the increased temperature within the UVO 

chamber (60-90 °C).59,60 In the case of inter-column aggregation, the original PS-to-PS 

domain distance (35 ± 2 nm) yielded columns of AuNPs that were separated by 60 nm 

± 22 nm as calculated from the image in Figure 5.3c. From Figure 5.3b, it is apparent 

that inter-column aggregation occurs even when using only ozone to selectively etch 

the PI domains. To fully exploit the pattern generated by the SIS polymer, the inter- 

and intra-column aggregation needs to be limited. Inter-column aggregation can be 

limited by including a UVO-resistant block between gold-containing domains (e.g., 

polydimethylsiloxane) while intra-column aggregation can be limited by reducing the 

temperature during oxidation. Examples of reduced-temperature UVO treatments 

include using (1) cycles that allow cool-down periods (UVO turned off) or (2) floating 

the substrate on an ice bath within the UVO chamber. Further use of UVO or ozone 

etching would require investigations into the effects of temperature, time, polymer 

molecular weight, and polymer architecture. 

Although the methods to template well-ordered inorganic materials are 

established, modifications to the method need to be investigated so as to improve 

versatility. In the case of the SPICE method, questions include: (1) can the benefits of 

homopolymer-BP blends still create inorganic templates, (2) can the selective etching 

of PI (and, eventually, the whole polymer) be better controlled by reducing the UVO 

chamber temperature, and (3) can a mixture of silver and gold nanoparticles be 

templated and subsequently used to produce a bimodal distribution of porous 

structures after metal-assisted etching? 
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Polymer blends are attractive strategies to access different BP morphologies 

and domain sizes while avoiding the costs associated with synthesizing new 

polymers.61 But in the case of the SPICE method, the polymer blend may not be 

amenable to the metal precursor immersion and complexation process because the 

homopolymer PEO would dissolve into solution. Therefore, blends may only work if 

the blended homopolymer is within the insoluble matrix. Although not strictly a BP -

homopolymer blend, it should be noted that Shan et al. cleverly used homopolymer 

solutions to incorporate their metal precursor.62 However, the homopolymer was not 

used to alter the morphology of the template. Even if the method is limited to blending 

hydrophobic polymers, the ability to access varying morphologies and spacing could 

prove valuable. 

In the case of ozone etching to remove PI, inter-domain PS aggregation 

diminished the integrity of the original fingerprint pattern. Part of the reason for PS 

domain aggregation could be temperature-induced mobility during etching. The 

temperature of the UVO chamber (i.e., Jelight model 42) can reach up to 90 °C within 

15 min of operation, according to the manufacturer. Decreasing the substrate 

temperature could lead to etched films that better mimic the original BP film. For 

safety reasons, the UVO instrument will not operate with the door partially open. 

Therefore, a cooling coil fed by a recirculating chiller could not be implemented. No 

attempts should be made to disengage the safety mechanism that automatically 

stops the UVO instrument when the chamber door is opened. Instead, the substrate 

temperature could be lowered by floating the substrate in an ice water bath that is 

placed within the UVO chamber. Care should be taken when introducing water to 

the internal workings of the UVO apparatus. Water can damage electronics and 
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induce premature corrosion which can lead to instrument failure and safety 

concerns. Because small substrates are typically used (< 1 in2), a water-filled glass 

Petri dish should be sufficient. Optimizations in the procedure to maintain low-

temperature substrates could reduce the intra- and inter-chain aggregation of gold 

nanoparticles and polystyrene domains, respectively. 

Metal-assisted etching could then be used to create pores in the underlying 

silicon substrate according to the parent polymer template. In the same way that thiols 

can be used to modify gold nanoparticles in section 3.2, thiols can be used to direct the 

self-assembly of BP composites with silver, copper, platinum, and palladium 

nanoparticles.63 The size and structure of the etched pores largely depend on the 

nanoparticle size and material. Therefore, variations in the polymer template, 

nanoparticle type, and nanoparticle alignment within the template can create a rich 

array of porous silicon substrates. Dual templating nanoparticles also could be used to 

create a bimodal distribution of metal-assisted pores in the underlying silicon 

substrate.64 

5.2.2 Bottom-Up Applications 

Bottom-up strategies require a guide that directs the growth of a material. A 

macroscopic example of bottom-up construction is the use of a garden trellis to 

manipulate the growth of a shrub into an aesthetic or functional shape. By carefully 

establishing the initial conditions for growth (i.e., trellis shape and placement and 

plant type), the resulting full-grown shrub can reasonably be expected to mimic the 

desired shape. This section will briefly discuss the use of BP-templated inorganics in 

seed-mediated growth processes and potential use in pattern propagation in 

subsequently cast BP films.  
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5.2.2.1 Seed-mediated Growth 

Seed-mediated growth is a bottom-up method that has been used to create non-

spherical nanoparticles with high surface area-to-volume ratios.65-67 Surface-bound 

seeds can nucleate the growth of aligned zinc oxide nanorods, silicon nanowires, and 

carbon nanotubes.34,68-72 It has been shown that carbon nanotube quality can depend on 

seed material,73,74 size,33,75 and spacing. Therefore, the SPICE method would be an 

ideal platform that can generate the commonly used catalysts (e.g., iron and nickel). 

For example, by increasing the molecular weight of the template polymer, the size of 

the PEO dots and resulting oxides can be increased (Figure 5.4). 

 

Figure 5.4: Increasing the molecular weight of the PS-b-PEO template to 25.5 

kg/mol (left) increased the resulting radius of the produced TiO2 

nanodots (right) to 11.3 ± 1 nm. 

Whereas previous studies have shown the ability to nucleate aligned arrays of zinc 

oxide and carbon nanotubes, the nucleating seeds typically lacked order.76  The lack of 

order resulted in perpendicular nanostructures that formed bundles, which may have 

hindered mass transfer, charge separation, or electron conductivity. Therefore, the 
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well-ordered (i.e., well-spaced) results from the SPICE method may be able to 

produce structures that resist bundling. Preliminary results on carbon nanotube growth 

by chemical vapor deposition suggested that a minority of the SPICE-Fe2O3 and -SnO2 

nanodots were active (Figure 5.5). Growth conditions were taken from Cassell et al. 

Briefly, methane (750 mL/min) was passed over the catalyst, which was preheated to 

900°C in a furnace, for 20 min.77 Samples were allowed to cool before imaging with 

AFM (Figure 5.5b and Figure 5.5d). 

 

Figure 5.5: AFM phase image of (a) Fe2O3 arrays, (b) carbon nanotubes grown using 

(a), (c) SnO2 arrays, and (d) carbon nanotubes grown from (c). Nanotubes 

were grown by chemical vapor deposition. Scale bars represent 300 nm. 
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A minority of the dots was active and some of the nanotubes were parallel to the 

substrate. Also, the nanotubes from SnO2 were noticeably straighter than the 

nanotubes from Fe2O3. For the purposes of generating high-surface area catalyst 

supports and light-harvesting films, it would be beneficial to refine the chemical vapor 

deposition process (i.e., gas composition, flow rate, reaction time, and reactor 

temperature).  

5.2.2.2 Pattern Propagation 

Topographical patterning has been previously used to guide BP ordering.78,79 

The patterns demonstrated in 0 were limited to heights of 7 nm, which probably was 

too low to affect the self-assembly of subsequently deposited BP thin films;80 effective 

topographical patterns typically have heights that are similar to the polymer film 

thickness.8,78,79,81,82 However, metal and metal oxide patterns can be foundations for 

chemical patterns by employing complementary monolayers of silanes, thiols, 

carboxylic acids, or phosphonic acids.83,84 Such “orthogonal self-assembly”85 

techniques create monolayers that can affect subsequently cast polymer thin films. 

Whereas previous investigations have used physical vapor deposition, 

electrodeposition in solution, or electroless deposition in solution to create substrate-

material patterns,63 the SPICE method could be used to create BP-templated substrate-

material patterns. An example is illustrated in Figure 5.6. The SPICE-generated 

features are the basis for orthogonal self-assembly (Figure 5.6a). A self-assembled 

monolayer could be deposited in sequence or in parallel to differentiate the substrate 

chemistries of the features and the underlying silicon substrate (Figure 5.6b). The 

substrate chemistries would then influence subsequently cast BP film self-assembly 

(Figure 5.6d).  
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Figure 5.6: (a) SPICE-generated features are the basis for (b) an orthogonally self-

assembled monolayer. (c) A subsequent BP film with similar domain 

sizes is cast on the modified substrate and (d) annealed to yield the 

substrate-propagated pattern through the film. 

The advantage of this approach is that the original SPICE-based patterns could be 

propagated through numerous other BP systems. Pattern propagation is particularly 

relevant for systems that can be difficult to orient perpendicular to the substrate (e.g., 

polystyrene-b-poly(dimethylsiloxane). The disadvantage would be that pattern 

propagation would be limited to BPs with similarly sized domains. Further 

investigations would need to ascertain the tolerance window (i.e., percentage 

difference in domain size and spacing) in which subsequently cast films could be 

influenced. 

 The first experiments should target thiol-silane monolayers on gold-silicon 

substrates. For example, n-hexanethiol and benzyldimethylchlorosilane could be used 

to influence a subsequently cast polyisoprene-b-polystyrene film. Phosphonic acid-

silane analogues also could work for titania-silicon substrates. However, cross-

contamination could occur because silanes also are used to modify metal oxide 

surfaces.86 Therefore, sequential deposition of a phosphonic acid followed by a silane 

could help to maintain the spatial differentiation of substrate chemistries. 
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5.2.3 PluronicTM Materials in SPICE 

Pluronic block polymers from BASF are nonionic surfactants that are of the 

generic formula poly(ethylene oxide)-b-poly(propylene oxide)-b-poly(ethylene oxide). 

Pluronic polymers are available in varying compositions and molecular weights. 

Because they are inexpensive, nontoxic, and stable in laboratory conditions, Pluronics 

have found widespread adoption within the community of researchers that employ 

evaporation-induced self-assembly techniques to produce mesoporous inorganic 

materials.5,87,88 Therefore, integrating Pluronic materials within the SPICE technique 

would be an economic way to achieve well-ordered arrays of nanodots. However, the 

immersion and metal-complexation steps would dissolve an ordered Pluronic film 

with the precursor solution. Whereas polystyrene, which was used in SPICE, was 

conveniently insoluble in the precursor solvents (e.g., water, ethanol, or 2-propanol), 

Pluronic polymers are inconveniently soluble. To overcome this, a photo-induced 

crosslinking moiety could be incorporated at the hydroxyl termini of the Pluronic 

chains.89,90 Therefore, one could feasibly achieve inexpensive templates by casting and 

annealing a Pluronic film, exposing the film to light, and continuing with the 

immersion, metal-complexation, and polymer etching. 

5.2.4 Additional Catalytic Reactions 

While the Au/TiO2 samples in section 4.3 were effective at catalyzing the 

photodegradation of methylene blue, the ability to template numerous metal oxides 

opens the door to many other catalytic reactions. An immediate example is low-

temperature CO-oxidation on the so-called Haruta catalyst (AuNP/TiO2).
91 The 

nanoscale array can be further tailored by incorporating multiple metal oxides. For 
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example, the following sample is of a ceria-zirconia array that was templated by the 

same process described in Section 4.2.2 (Figure 5.7). 

 

Figure 5.7: AFM phase image of a ceria-zirconia dot array made by the SPICE 

method. The scale bar represents 500 nm. 

Ceria-zirconia is commonly used as a three-way catalyst in automotive exhaust: NOx 

reduction, CO oxidation, and hydrocarbon oxidation.92-95 Low temperature CO-

oxidation reactions over tin-manganese-cerium oxides also have received interest for 

applications in the automotive industry.96-98 In fact, metal oxide combinations only are 

limited to their precursors’ mutual solubility and ability to complex with the host 

polymer.33 For example, vanadia arrays were unobtainable because the vanadium(IV) 

sulfate oxide hydrate precursor was soluble only in water; it was insoluble in 

methanol, ethanol, and 2-propanol, which were required in the SPICE method. In all 

cases, the ability to create well-ordered monodisperse oxides on flat substrates makes 
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the sample amenable to measurements using polarization-modulated infrared 

spectroscopy, which can be used to elucidate reaction pathways and mechanisms at 

relatively high pressures (> 10-3 torr).99 

5.3 Conclusions 

Geometric control of templated inorganic materials is a limiting factor to the 

usefulness of nanometer-scaled patterns. The utilization of BPs represents a natural 

chemical progression towards smaller features. Future work should bolster the ability 

to manipulate the size, spacing, and composition of the employed composite templates 

and extend the usefulness of such templates in the aforementioned top-down and 

bottom-up schemes. The future studies proposed herein can be conducted in parallel. 

The easiest experiments that can be performed within the research groups are most 

likely the temperature-controlled ozone etching, pattern propagation using orthogonal 

self-assembly, and high-pressure CO oxidation studies on the Haruta catalyst. 
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OPTIMIZING A CATALYTIC FUEL CONVERTER 

6.1 Introduction 

In the military battlefield, power is predominantly supplied by lithium ion 

batteries and jet fuel (JP-8).1 The former is a mature technology that is convenient for 

portable applications such as communications, tracking, and illumination.2 The latter 

is an energy dense kerosene-based fuel that is useful for high-power applications such 

as vehicles, generators, and heaters.3 Because the military operates in desolate regions, 

soldiers and defense contractors necessarily spend more time away from stationary 

power sources. Therefore, portable devices require numerous replacement batteries to 

supply lengthy operations.4 In fact, the Government Accountability Office estimated 

approximately $2.1B was spent on power sources between 2006 and 2010; most of it 

was spent on batteries.5 The added weight and heft of low energy density batteries is a 

hindrance for low-power mobile operations.6 For example, battery-powered unmanned 

aerial vehicles (UAVs) can fly for only 1-2 h (e.g., AeroVironment Raven or 

Lockheed Stalker). However, liquefied petroleum gas-powered fuel cells used in 

UAVs can provide longer operating times (up to 8 hours; Lockheed’s Stalker XE). 

Energy dense fuel cells can reduce weight by a factor of ten (Table 6.1).7 However, 

the high sulfur content and large average molecular mass of jet fuel precludes its use 

in fuel cells.8-10 Furthermore, the single fuel forward policy precludes the distribution 

of non-JP-8 fuels into battle arena for the foreseeable future.11-13 Therefore, a system 

that converted available JP-8 supplies into a suitable fuel, such as liquefied petroleum 

Chapter 6 
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gas (LPG), would enable longer missions and more mobile soldiers while 

circumventing the distribution limitation.14 

Table 6.1. Approximate energy densities and power densities of battlefield power 

sources and civilian power sources for comparison. 

Power Source Energy Density 

(W h kg-1) 

Power Density 

(W kg-1) 

Fuel cell 20015 1015 

Li ion battery 10016,17 30017 

Lead acid battery 1017 5017 

 

As was discussed in section 1.1.4, fuel reformation is typically accomplished 

using autothermal reformation (ATR), which is a mature reaction with an efficiency 

that is approximately 80% (energy basis).18,19 Furthermore, ATR produces relatively 

high hydrogen concentrations using inexpensive catalysts like nickel and cerium 

oxides. Despite the benefits of ATR, its widespread adoption is prevented by problems 

with sulfur-induced catalyst poisoning, high temperature catalyst sintering, and coke 

formation.18,20 For example, the average sulfur concentration in JP-8 is 714 ppm, but 

specifications allow up to 3,000 ppm.18 Outside of the defense market, sulfur 

concentrations in diesel remain high in developing countries (Section 1.1.4.1, Figure 

1.9).21 For example, ultra-low sulfur diesel in the USA contains less than 15 ppm 

sulfur, but countries in sub-Saharan Africa and the Middle East allow over 5,000 ppm 

sulfur. Fuel sulfur strongly binds to active sites on catalyst surfaces, which decreases 

efficiency and reactor lifetime.22,23 Also, high temperatures for ATR, above 750 °C, 

can lead to catalyst sintering.24 Sintering decreases catalytic efficiency by decreasing 

the active surface area and loss of active catalyst surface sites.20,24 Finally, aromatic 
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and olefin compounds within JP-8 contribute to catalyst deactivation via coke 

formation.25 Catalyst deactivation by sulfur poisoning, sintering, and coke formation 

remain nontrivial obstacles to effective fuel reforming.18 

The patent-pending fuel cracking technology, which was developed at the 

University of South Carolina, uses a novel catalyst to crack JP-8 down to a LPG 

mixture of hydrocarbons.14 Catalytic cracking of diesel, gasoline and kerosene can be 

accomplished by the same approach. JP-8, diesel, gasoline, and kerosene all contain 

approximately equivalent paraffin concentrations, which is important because 

paraffins are the parent molecules for most of the LPG product yield.26  The fuels 

differ in their concentrations of aromatic and sulfurous species concentrations; in 

countries outside of the Organization for Economic Co-operation and Development, 

diesel can contain upwards of 5,000 ppm of sulfur and 35% aromatics.21 These 

differences will yield various coking and poisoning rates and change the optimal 

catalyst composition for low-temperature regeneration cycles. A previously developed 

zeolite-based catalyst was sulfur tolerant, active at low temperatures, and easily 

regenerated from coking.14 Additionally, the LPG product was sulfur-free (< 10 ppm) 

and suitable for use in solid oxide fuel cells or commercial gas appliances. However, 

the catalyst is not a drop-in solution; the catalyst requires a comprehensive system that 

includes balance of plant components. 

6.1.1 Past Project Objectives and Solutions 

The original project, which was funded by the Defense Advance Research 

Project Agency (DARPA), successfully demonstrated the conversion of JP-8 into C2-

C4 hydrocarbons (i.e., ethane, ethylene, propane, propylene, etc.) via a heterogeneous 

catalytic cracking reaction.14 Qualitative and quantitative goals were stipulated by 
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DARPA. Qualitative goals included minimizing reactant fuel pre-processing and 

maximizing safety and durability. The quantitative goals were previously discussed in 

detail but are briefly summarized in Table 6.2.26 Previous work was focused on 

catalyst discovery and optimizing reaction conditions.14 The first three objectives 

revolved around catalyst formulation and reaction conditions while the last objective 

sought to optimize the balance of plant.26 

Table 6.2.  Summary of quantitative objectives for converting JP-8 to C2-C4 

hydrocarbons. Adapted with permission from Bedenbaugh, J.E. Ph.D. 

Dissertation, University of Delaware, Newark, 2012. 

Figure of Merit Minimum Ideal 

Conversion (wt%) > 5 > 30 

Product sulfur content (ppm) < 50 < 10 

C2-C4 production rate (kg/h) > 0.2 > 10 

Size (m3) < 2 < 0.2 

The project successfully demonstrated catalytic cracking of sulfur-containing 

JP-8 into a mixture of C2-C4 hydrocarbons.14 The process (Figure 6.1) employed a 

packed bed single reactor filled with a platinum- and gadolinium-decorated ZSM-5 

zeolite catalyst.  

 

Figure 6.1:  Flow diagram of jet fuel conversion system. An inert gas used to push the 

evaporated reactant fuel through a single reactor. Reaction products were 

separated from the unreacted fuel via condensation. The liquid product 

was discarded while the gaseous product was analyzed for purity. 
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Initial conversion efficiencies peaked at 20 wt%, which surpassed the 

minimum goal and approached the ideal goal (see Appendix C, Figure C.1).26 In 

addition to being tolerant to fuel sulfur, the sulfur content of the product gas was 

below the detection limit (10 ppm) of the gas chromatography mass spectrometry 

(GC-MS) that was used; the cracking process was both a fuel converter and a sulfur 

removal tool. No further characterization of the sulfur content was performed because 

industry advisors recommended that 10 ppm was tolerable in commercially available 

solid oxide fuel cells.27,28 The production rate hovered near 0.3 g/h, which was three 

orders of magnitude below the minimum goal. Finally, the overall size of the entire 

process was difficult to assess because characterization instrumentation, along with 

associated plumbing, power supplies, and controls, was embedded alongside the 

essential components. However, the essential components were approximately within 

the minimum size goal. Fundamental science research accomplished the objectives, 

but the current and future goals aim to transfer the technology from the laboratory into 

the field. 

6.1.2 Current Project Objectives 

Given the promising catalyst discovery, current and future project objectives 

sought to facilitate scale up, technology transfer, and commercialization. While the 

catalytic reaction was proven within laboratory settings, a realistic device would need 

to be field-deployable, portable, and inexpensive. Therefore, the team outlined the 

following objectives: (1) maximize fuel conversion (2) streamline device design, and 

(3) minimize device cost. 

Using a single reactor system, maximum fuel conversions hovered near 20 

wt% (Appendix, Figure C.1).26 While 20 wt% conversions topped the minimum goal 
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(Table 6.2), greater fuel utilizations would be required to provide fuel cells and 

commercial gas appliances enough competitive advantage against a combustion 

generator, which is the incumbent in-field power supply unit.15 If the generator and 

solid oxide fuel cell are assumed to operate near 15% and 40% efficiency, 

respectively, fuel converters would need to surpass 37.5% to give the fuel cell the 

energetic advantage over an internal combustion generator. Therefore, 37.5% was 

used as a benchmark for the fuel conversion objective. 

In its nascent stages, device design primarily referred to the balance of plant 

components and not to the physical appearance or component layout. Progress on 

streamlining the device design was made by focusing on the inert gas carrier system. 

Helium was used to push the reactant and product fuel through the system. The use of 

helium in the field would require an on-board tank that would be consumed and 

require periodic replacement. Another option was to switch to a commercially 

available air separator that would provide nitrogen as the system carrier gas. However, 

the additional bulk, complexity, parasitic energy losses, and safety concerns prohibited 

the inclusion of such a unit. Therefore, the team explored the possibility of entirely 

eliminating the carrier gas system by using the pressure of the superheated gaseous 

reactant to push through the catalyst bed. The lack of an inert gas would significantly 

streamline the device design by eliminating a carrier gas system and its associated 

tank, pump, regulator, and valves. 

The components used to demonstrate the catalytic cracking were research-

grade instruments with superfluous features, performance standards, and bulk. For 

example, a recirculating chiller was used to maintain the condenser temperature. Such 

a heavy piece of equipment added significant cost, size, complexity, and parasitic 
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losses. Similar over-performing components were used for the reactor furnace and 

liquid pump. Therefore, it was necessary to reconstruct the catalytic cracking process 

using commercially available components that could facilitate a realistic lab-to-field 

transition. Furthermore, such substitutions aimed to improve device performance or 

have minimal negative impacts. Efforts towards (1) maximizing fuel conversion, (2) 

streamlining the device design, and (3) minimizing device cost facilitated the lab-to-

field transition of the proven catalytic fuel conversion process. 

6.2 Experimental Section 

JP-8 (~350 ppmw sulfur) was supplied by the U.S. military. Care should be 

taken when handling JP-8 due to its flammability and toxicity.29 JP-8 should be 

handled away from ignition sources and oxidizers. In the following experiments, JP-8 

was heated to well above its flash point (≈40 °C) and even above its autoignition 

temperature (≈210 °C).29 Care was taken to minimize air leaks into the reaction tubing 

by using stainless steel tubing and compression fittings. A flashback arrestor (Concoa, 

532 7005) was inserted between the fuel reservoir and the gas mixer (Figure 6.1) to 

prevent explosions. Solenoid valves (DudaDiesel, 2WJ04008N) isolated the reactor 

tubes in the event of a power interruption. In addition to flammability concerns, JP-8 

contains known volatile carcinogenic components that can be inhaled and can 

subsequently affect balance and lung health.30-32 While dermal exposure was 

estimated to be relatively innocuous,33 personal protective equipment should be 

worn at all times while working with JP-8. 

Fuel conversion reactions utilized a ZSM-5 catalyst that was augmented with 

platinum and gadolinium as was previously described in the literature.14 Reactions 

were carried out at 450 °C and atmospheric pressure with a weight-hourly space 



163 

 

velocity of 10 h-1. JP-8 was evaporated and passed over a fixed catalyst bed (350-500 

°C); 150 mg of catalyst was loaded into a 0.5-in quartz tube reactor. The effluent gas 

flowed through a condenser and the remaining gaseous product was analyzed by GC-

MS. Liquid samples labeled “condensed” were collected from the condenser after a 

single pass through the reformer. Liquid samples labeled “recycled” were collected 

from the condenser after implementing a recycle system with a constant volumetric 

ratio of fresh JP-8 and recycled liquid; reactions with fresh JP-8 were allowed to run 

for 30 min to accumulate enough condensed liquid for recycling. In all cases, the 

catalyst was regenerated using ambient air while holding the reactor temperature 

constant for 1 h. Regenerations were performed every 10 h. 

Gaseous products downstream of the condenser were characterized by a 

Shimadzu QP2010 Plus GC-MS equipped with a HaySep-D capillary column (0.53 

mm ID × 30 m, Agilent), which was calibrated using gas standards. Helium was 

injected in the effluent gas, after the reactor and condenser, to carry the product 

through the GC-MS.  

Condensed and recycled liquids were characterized by GC-MS and nuclear 

magnetic resonance spectroscopy (1H NMR). 1H NMR measurements were taken with 

a Bruker Avance III HD 300 using deuterated chloroform (7.26 ppm reference). 

The gaseous product was tested in a commercially available solid oxide fuel 

cell for technology validation. Gas product was pumped (Hargraves H125B-13) into a 

liquid nitrogen-cooled lecture bottle (440 mL, Sigma Aldrich). The resulting product 

was tested in a P250i Power System (Ultra Electronics - AMI; Ann Arbor, MI), which 

was designed to consume commercial propane.  Internal reforming took place within 

the fuel cell, converting the propane into readily usable hydrogen and carbon 
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monoxide.  The fuel-to-electricity process occurred with a 31% gross efficiency 

(LHV, propane) under maximum fuel utilization conditions with commercial grade 

propane.34 The LPG was connected in parallel with commercial propane to allow 

simple fuel gas switching during the test. 

6.3 Results and Construction 

When designing a fuel converter, the conversion efficiency is one of its most 

important figures of merit. Previous work from our group consistently yielded 

maximum instantaneous conversions near 20 wt% over multiple catalyst regeneration 

cycles (see Appendix C, Figure C.1).26 Although the conversion approached the ideal 

goal (Table 6.2), even higher conversions were expected because (1) it was previously 

known that paraffins were the primary source of LPG whereas aromatics and olefins 

contributed to catalyst coking20,35 and (2) JP-8 is composed of approximately 70 vol% 

paraffins and only 20 vol% aromatics.18,36 Therefore, it was hypothesized that higher 

yields could be achieved by recycling the condensed liquid through the converter for 

multiple passes (Figure 6.2). A 50:50 (fresh JP-8:condensed liquid) ratio was used 

during recycling experiments such that flow through the reactor remained constant as 

compared to a single-pass orientation. 
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Figure 6.2: Fuel conversion efficiency as a function of time using a single-pass and a 

recycling approach. Reactions were performed at 450 °C using a 0.3 

mL/h total liquid flowrate (i.e., 0.15 mLJP-8/h and 0.15 mLcondensed/h for 

recycling or 0.3 mLJP-8/h for single-pass). The author would like to 

acknowledge Dr. Sungtak Kim for performing the conversion 

experiments. 

Indeed, recycling increased the time-averaged efficiency from 19.2 wt% to 

27.1 wt% over the nine-hour period tested. The deactivation rates, which were 

approximated by the slope of the data, for recycling and single-pass were -1.7 and -0.7 

percentage points per hour, respectively. The condensed liquid became noticeably 

darker yellow as the recycling continued (see Appendix C, Figure C.2). Such a 

discoloration suggested a gradual chemical composition change over time. 

1H NMR was used to characterize the quality of the JP-8 before and after 

cracking and during recycle experiments (Figure 6.3). Integrated peak areas for 1H 

NMR spectra are in Table 6.3. 
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Figure 6.3:  1H NMR spectra of fresh JP-8, post-reaction condensed liquid, and post-

recycle reaction condensed liquid. Spectra were normalized to the methyl 

proton peak near 0.75 ppm. The inset image shows a magnified view of 

the aromatic region (6.5 – 7.5 ppm). All spectra were vertically offset for 

comparison purposes. Intensity was measured in arbitrary units. The peak 

near 7.26 ppm is from the deuterated chloroform used in the 

measurement. 

Table 6.3: Normalized integrated peak areas from 1H NMR spectra in Figure 6.3. 

Peak areas were normalized to the methyl proton peak near 0.75 ppm. 

Peak JP-8 Condensed liquid Recycled liquid 

Methyl 1.00 1.00 1.00 

Aliphatic 1.43 1.21 1.16 

Aromatic 0.09 0.10 0.12 

For comparison purposes, 1H NMR spectra were normalized to the methyl 

proton peaks near 0.75 ppm. The peak near 1.2 ppm was attributed to aliphatic protons 

while peaks between 6.6 - 7.2 ppm represented aromatic compounds.37,38 Fresh JP-8 

exhibited a large aliphatic peak due to the large amount of paraffins. Qualitatively, the 

three spectra exhibit similar peak positions and peak shapes; overlaid spectra can be 
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seen in the Appendix (Figure C.3). Condensed- and after-recycling liquids exhibited 

aliphatic peak areas that decreased by 15% and 19%, respectively, compared to JP-8. 

The decrease in the aliphatic peak area compared to the methyl peak area suggested a 

decrease in the average carbon number after catalytic cracking.39 On the other hand, 

peak areas associated with aromatic compounds increased by 11% and 33%, 

respectively. Without an internal standard, the changes in peak areas could be 

attributed to (1) an increased in aromatic hydrocarbon content and/or (2) a decrease in 

linear hydrocarbon content. Therefore, GC-MS measurements were used to augment 

the 1H NMR results (Figure 6.4). 

 

Figure 6.4: GC data of JP-8, condensed liquid after cracking JP-8, and condensed 

liquid after implementing a recycle loop while cracking JP-8. Spectra 

were vertically offset. Toluene and C9-C13 n-paraffins are labeled;  

symbols mark aromatic hydrocarbons in the condensed and recycled 

liquid that are distinguishable from nearby linear hydrocarbons in JP-8.  
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GC-MS spectra show a dramatic decrease in n-paraffin components (i.e., 

nonane, decane, undecane, dodecane, and tridecane) when comparing JP-8 (red trace) 

with the condensed liquid byproduct (green trace). Calibration curves (not shown) 

indicated that the JP-8 contained 20 wt% C9-C13 n-paraffin compounds. From low 

retention times to high retention times in Figure 6.4, the  symbols mark toluene 

(≈6:15), xylenes (8:00-9:00, three isomers), ethylbenzene (≈11:00), and polycyclic 

aromatics (≈16:00). Therefore, the condensed liquid and recycled liquid spectra 

exhibit significant increases for aromatic compounds. GC-MS spectra corroborate 1H 

NMR spectra and indicate that aliphatic compounds were consumed and aromatic 

compounds were produced when JP-8 was recycled through the catalytic cracking 

reaction. 

While previous experiments employed helium (120 standard cm3/min) to carry 

the reactant through the packed bed reactor (10 h-1 weight hourly space velocity), 

helium is not readily available in most field environments. A fuel converter could 

feasibly utilize an air separator to supply nitrogen; but the added size, weight, and cost 

(both energetically and financially) would burden the system. Therefore, the system 

was tested without using any carrier gas in a single-pass fashion (Figure 6.5). 
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Figure 6.5: Fuel conversion efficiency with and without the carrier gas (helium). The 

author would like to acknowledge Dr. Sungtak Kim for performing the 

conversion experiments. 

Conversions without carrier gas exhibited a 24% faster deactivation profile, which was 

possibly caused by increased coking due to an increase in residence time. The time-

averaged conversions with and without helium were 11.1 wt% and 10.3 wt%, 

respectively.  

  One of the envisioned uses for a fuel converter was to be a fuel preprocessor 

for military solid oxide fuel cells.40 To this end, the gaseous product was compressed 

into a lecture bottle and tested in an Ultra Electronics-AMI P250i solid oxide fuel cell 

system. While the P250i was designed to operate with commercial grade propane, the 

gaseous product was tested without any alterations to the solid oxide fuel cell system. 

Current-voltage curves from the P250i are shown in Figure 6.6. 
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Figure 6.6: Current-voltage curves for the P250i solid oxide fuel cell stack 

performance on commercial propane and the gas product from gasoline 

conversion. The author would like to acknowledge Dr. Tom Westrich for 

performing the conversion experiments. 

Differences between the two curves were small, which indicated that the cracking 

product was suitable for use in the solid oxide fuel cell. For the gaseous product curve, 

the slight increase in cell voltage was attributed to a small fraction of hydrogen that 

was present. The tests confirmed that the gaseous product could be used as a direct 

substitute to commercial propane in commercially available solid oxide fuel cells. 

6.4 Discussion 

The catalytic cracking reaction converts JP-8 into a LPG-like gas mixture and 

a condensable organic liquid. Fuel reformation is a complicated reaction owing to the 

numerous different hydrocarbons present in the mixture.18 Previous attempts to 
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optimize catalyst composition and reaction conditions yielded maximum weight 

conversions near 20%.26 During previous investigations, no attention was given to the 

condensable organic liquid, which was discarded as waste (Figure 6.1). However, the 

results from recycling the byproduct organic liquid (Figure 6.2) clearly showed that 

more LPG product could be extracted from the condensed liquid. Higher conversions 

came at the expense of catalyst lifetime and production rate. The increased conversion 

efficiency was partially due to increased mixing between reactant and catalyst (i.e., 

unreacted hydrocarbons can be recycled back through the reactor for more cracking). 

In a separate group of experiments, a decrease in the space velocity exhibited only 

incremental increases in time-averaged conversion efficiencies.41 However, decreasing 

the space velocity also led to LPG production rates that were too low (< 300 g/h) for 

field deployment; a multitude of parallel reactors would be required to supply a 250-

watt fuel cell. 

1H NMR was used to qualitatively compare the composition of JP-8, 

condensed liquid (single-pass products), and recycled liquid (recycling products). The 

three spectra (Figure 6.3) exhibited a decrease in aliphatic chain lengths and increasing 

aromatic content relative to aliphatic content. The peak area ratios of aliphatic to 

methyl protons gradually decreased between JP-8 (1.43:1) to condensed liquid 

(1.21:1) to recycled liquid (1.16:1), which suggested that the hydrocarbon chain 

lengths were decreasing. Also, the peak area ratios of aromatic protons to aliphatic 

protons gradually increased between JP-8 (0.09:1) to condensed liquid (0.10:1) to 

recycled liquid (0.12:1), which suggested the aromatization of linear hydrocarbons. 

The trends were expected from previous investigations, which demonstrated that 

cracking, hydrogen transfer, and aromatization are all competing reactions.38,42,43 
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Therefore, recycled fuel proved to contain sufficient levels of aliphatic hydrocarbons 

that were cracked to produce additional LPG. 

 GC spectra (Figure 6.4) indicated that liquid byproducts exhibited a general 

decrease in paraffins, total consumption of n-paraffins, and an increase in aromatic 

hydrocarbons.37 The n-paraffin compounds, which were approximately 20% of the JP-

8 feed, were the main LPG precursors.41,44 Indeed, n-paraffins were wholly consumed 

after a single pass (10 h-1 WHSV) through the catalyst bed (Figure 6.4, green). 1H 

NMR data showed an aliphatic peak area decrease of only 15% (Figure 6.3, green). 

However, due to the complexity of the solution, the ratio of paraffins to olefins could 

be easily ascertained. An improvement to 27.1% efficiency was obtained by recycling. 

The gain in conversion efficiency was achieved despite a dramatic decrease in n-

paraffin (C9-C13) compounds after only one cracking pass (Figure 6.4, green), which 

further suggested the reusability of the organic liquid byproduct. The similarities in 

GC-MS spectra and 1H NMR for condensed and recycled samples belied the increase 

in catalytic activity achieved by recycling. Therefore, in addition to n-paraffins, other 

hydrocarbon olefins and isoparaffins also must contribute to the LPG production. 

When compared to commercially available propane fed into a solid oxide fuel 

cell, the LPG produced slightly higher voltages (Figure 6.6). The increase in open 

circuit voltage was attributed to a small amount of hydrogen in the LPG product as 

determined by gas chromatography measurements taken at Ultra Electronics.27,45 The 

Shimadzu QP2010 GC-MS used within our labs was not sensitive to hydrogen; the 

amount of hydrogen in the gaseous product was below the quantifiable limits (but 

above the detection limit) of the gas chromatography instrument at Ultra Electronics. 

Most importantly, operating the P250i on the LPG product confirmed the absence of 
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sulfur-containing species, which would irreversible poison the solid oxide fuel cell and 

result in lower voltages. Ultimately, the LPG product was proven to be an apt 

substitute for commercial grade propane. 

One of the most important aspects of our fuel reformation technology was its 

sulfur tolerance.8,36,46 Despite 556 ppm sulfur in the tested batch of JP-8, no sulfur was 

detected (LDL = 10 ppm) in the LPG product. In one test, a surrogate JP-8 was doped 

with 5,000 ppm dibenzothiophene; similar product distributions and activities and 

sulfur-free LPG were observed.41 Although not proven, the sulfur likely remained 

bound to aromatic species in the condensed liquid phase. Because sulfur primarily 

exists as aromatic thiophenes (e.g. benzothiophene, dibenzothiophene, etc.),8 which 

are inert over our catalyst, our catalyst remained unperturbed by sulfur content.47 Low 

sulfur concentration was particularly important for solid oxide fuel cells,46 because the 

nickel catalysts in SOFCs are poisoned by high sulfur concentrations (> 50 ppm).22,23 

Undetectable sulfur concentrations in the product LPG made the reformation 

technology suitable for use with a SOFC system. 

6.5 Device Construction and Operation 

The absence of a carrier gas caused a slight decrease in conversion efficiency 

and a recycle loop caused an increase in conversion efficiency; together, the two 

modifications had a net-positive effect on the conversion efficiency. A proof-of-

concept device was constructed that eliminated the use of a carrier gas and included a 

recycle loop. 80/20® aluminum 1” extrusions were used to create a rectangular frame 

(2’ x 2’ x 2.5’). Transparent impact-resistant polycarbonate panels were attached to 

the outsides of the frame. High density polyethylene bottles (Nalgene) were used as 

reservoirs for fresh fuel and condensed liquid. A peristaltic pump head and tubing 



174 

 

(Masterflex 7013-20 and 06401-13) were driven by a brushless stepper motor 

(Applied Motion, HT23-396). The stepper motor was controlled by an Applied Motion 

1240i printed-circuit board. Fuel was fed to the custom-built evaporator (silica bead-

packed 1-inch-diameter 314 stainless steel tube). The evaporator temperature was 

controlled with heating tape and a temperature controller (Omega CN76000). From 

the evaporator, reactant flow was split into two separate packed-bed quartz tube 

reactors, both of which were isolated with normally-closed solenoid valves 

(DudaDiesel, 2WJ04008N). Reactors were heated with tube furnaces (Omega CRFC-

1256) and a temperature controller (Omega CSC32). Gaseous products passed through 

two aluminum cold plates in series (McMaster-Carr) that were lined with a total of 

four 2.5 W Peltier coolers and fans. Condensed liquid was fed back to the 

aforementioned polyethylene fuel reservoirs while gaseous products were collected in 

Kynar® gas sampling bags for later analysis or compression and storage. 

6.6 Conclusions 

A fuel reformation unit was developed that accepts sulfurized JP-8 and 

produces desulfurized LPG. The catalyst was sulfur tolerant, active at low 

temperatures, and easy to regenerate. A reformation efficiency of 20% was achieved 

and recycling improved the instantaneous efficiency up to 35%. It was anticipated that 

further adjustments to the recycling system could improve the reformation efficiency 

to 45-50%. It was determined that LPG was primarily produced from linear paraffins 

while aromatics passed inertly over the catalyst or contributed to coking. The catalyst 

was regenerated by oxidizing the coke in ambient air. LPG product distributions 

remained self-consistent after regeneration steps. 
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The overarching goal for optimizing the catalytic fuel converter was to push 

the technology closer towards commercialization. To this end, the first objective of 

increasing the fuel conversion efficiency helped to minimize the amount of liquid 

byproduct. However, future work should assess the practical value of the hydrocarbon 

liquid byproduct. For example, it may be usable in an engine as a JP-8 blend. 

Although the goal of a time-averaged efficiency of 37% was not achieved, the author 

suspects that alterations to the recycling ratio could achieve the desired conversion 

efficiency.  

 

Figure 6.7: Current block diagram of the prototype fuel converter. Significant 

changes include the absence of a carrier gas, low-power condenser 

system, and a recirculating reactant feed. 

Improvements made to the overall catalytic fuel cracking process has largely 

simplified and improved the balance of plant. Changes were engineering in nature; 

they did not alter the catalyst or reaction conditions. The components that were 

implemented in the prototype design were commercially available. Furthermore, on-

going work indicated that all of the components could be replaced with military-

purposed analogues. 

While additional engineering improvements are necessary before field testing 

can begin, it is important to maintain clarity on the end goal: commercialization. 
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Therefore, a market assessment with preliminary customer discovery is warranted 

prior to further expenditure of time and resources. Chapter 7 discusses envisioned 

market opportunities and potential-customer feedback that may guide the future 

development of the fuel converter. 
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SUMMARY AND FUTURE WORK FOR A FUEL CONVERTER 

7.1 Summary 

Improvements were made to a fuel conversion process (developed at the 

University of South Carolina) that converted long-chain hydrocarbon fuels (e.g., jet 

fuel, diesel, or gasoline) into liquefied petroleum gas (LPG). The improvements to the 

conversion process resulted in a portable proof-of-concept device using commercially 

available components. The first modification to the fuel conversion process was to 

incorporate a product recycle loop to extract more LPG from the reactant feed. By 

increasing the reaction yield, the proof-of-concept device reduced the required reactor 

size. The second modification was to eliminate a carrier gas and use the pressure of 

the vaporized reactant fuel to drive the reactant through the catalyst packed bed. 

Forgoing an inert carrier gas removed associated tanks, regulators, pumps, and 

consumables. Finally, by utilizing compact and inexpensive balance-of-plant 

components, the converter was portable enough for demonstrations independent of a 

laboratory setting. Ultimately, the fuel conversion process, which occupied multiple 

laboratory benches, was simplified into less than 8 ft3 without sacrificing LPG quality 

or production rate. 

Despite the improvements that were made to the fuel conversion process, the 

resulting device was far from ready for field deployment. Technical and non-technical 

questions remained about the context of its intended use and minimum viable 

performance specifications. Section 7.2 discusses the efforts made to define the 

Chapter 7 
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envisioned usage characteristics. Furthermore, recommendations for future 

development are outlined based on interviews with relevant managers, engineers, and 

technicians who would use the fuel converter.  

7.2 Recommendations for Future Work in Commercializing a Fuel Converter 

During the nascent stages of the search for a catalyst that could convert jet fuel 

into liquefied petroleum gas, the intended market for the fuel conversion reaction was 

the defense industry. Objectives were defined by the Defense Advanced Research 

Projects Agency (DARPA) as summarized in section 6.1.1. The initial goals were 

defined with the purpose of establishing a proof-of-concept system. Because the 

concept was proven in the fume hood, current objectives (section 6.1.2) seek to 

optimize a system for lab-scale demonstrations. Future objectives seek to produce a 

system that is ready for field testing and eventually, deployment. This chapter will 

frame the foreseeable objectives in light of potential-customer feedback, which was 

acquired during the National Science Foundation Innovation Corps (I-Corps) program. 

It is anticipated that the future objectives must be accomplished before 

commercialization can be realized. 

I-Corps was a 9-week program that immersed professors and graduate students 

in the process of identifying appropriate customer segments and value propositions of 

their respective scientific innovations. Customer segments are people who are 

important to the financial success of the fuel converter. As was emphasized during the 

I-Corps seminars, customer segments must be people and should not be abstracted to 

companies or organizations. Value propositions are statements that summarize the 

benefits of using a fuel converter. Typically, propositions start with phrases such as 

“Save money by…”, “Generate more revenues by…”, or “Save time by….” Customer 
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segments and value propositions were identified by incorporating feedback from over 

100 self-networked contacts. The end of the I-Corps program culminated into a 

business “go/no-go” decision that summarized the team’s intuition given the feedback 

received from the aforementioned contacts. In the case of the fuel reforming 

technology, a no-go decision was made over multiple customer segments due to a lack 

of significant demand that could sustain a business. The no-go decision is in light of 

data collected throughout the I-Corps. Significant changes to the technology, customer 

segments, or government policy would warrant a reinvestigation of the no-go decision. 

The following sections will describe the pre-program hypotheses and their 

evolution during the 9-week program. First, a summary of the perceived market 

opportunity will be used to justify the commercialization thrust. Section 7.2.1 

describes the vetted customer segments and their respective value propositions. Given 

the feedback from customer segments, section 7.2.2 describes the requisite technical 

improvements. Section 7.2.3 summarizes other relevant obstacles to commercializing 

a fuel converter. Throughout the chapter, selected interviews will be used to 

corroborate market insights and proposed future work. 

7.2.1 Customer Segment Development 

After initially developing a novel fuel conversion technology, it was important 

to initiate a market assessment by identifying the individuals that would use or 

purchase the fuel converter.1 In particular, market assessments should be made prior to 

device optimization so as not to produce a “finished product” that would not satisfy 

the corresponding market requirements; inventors’ solutions may be incongruous to 

customers’ desired solutions.1 To this end, discussions with potential customers and 

users have revealed valuable insights into the future development of a fuel converter 
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device. As was previously mentioned (section 1.1.4), it was believed that propane 

generation via fuel conversion would be valuable in environments that exhibited an 

extreme imbalance in supply and demand. Therefore, four customer archetypes were 

hypothesized to be appropriate targets to pursue: (1) sports game tailgaters, (2) disaster 

relief agencies, (3) military field kitchen providers, and (4) military fuel cell system 

integrators. 

7.2.1.1 Tailgating at Sports Events 

Per the recommendation of the University of South Carolina’s technology 

transfer office representative,2 an investigation was conducted into the market 

feasibility of a fuel converter for tailgaters at sports events. The hypothesis was that a 

fuel converter would be purchased to either (1) streamline the tailgating planning 

process by eliminating the need to source propane and/or (2) providing a backup 

source of propane in case a propane tank was depleted or malfunctioned. The two 

hypotheses were tested by conducting interviews in-person (30, University of South 

Carolina versus East Carolina University, Sept. 6, 2014) and over-the-phone (18, 

Mechanical Turk). Interviews sought to qualitatively determine the stiffness of the 

propane supply and demand curves. Results indicated that while propane demand was 

stiff and retail supply was low, tailgaters did not see the value in a fuel converter 

because bartering and exchange were common alternative on-site propane supplies. 

Tailgating events present interesting environments where the supply and 

demand of fuels are unusually low and high, respectively. For larger events, such as 

football games at the University of South Carolina, tailgating can be a long event (e.g., 

> 12 h), regardless of the length of the actual sporting event. Because of the large 

influx of people, local traffic patterns commonly are manipulated to encourage 
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unidirectional vehicle flow towards and away from the event location before and after 

the event, respectively.3 The asymmetric traffic patterns make repeated entering and 

leaving nearly impossible unless a person is traveling via non-motorized means (e.g., 

by foot or bicycle). Interview results confirmed the inability to leave tailgating areas 

until after traffic flow was directed away from the event arena. The restrictions on 

vehicle mobility artificially depress the supply of retail propane by limiting a 

customer’s access to a nearby commercial outlet. 

As for fuel demand, tailgaters used gasoline and propane for electricity 

production, heating, and cooking. Gasoline usually was carried in portable 5 gallon 

containers, and it was used in generators. The most commonly employed generators 

were manufactured by Honda and Yamaha, both of which were small (≈2 ft3 and 40 

lbs) and quiet (< 55 dB within 3 ft). The generated electricity was used to power 

televisions, fans, and sound systems. Propane was carried in 25 lb refillable tanks and 

1 lb single-use tanks. At the time of interviewing (September – October 2014), 

propane was used for cooking but many tailgaters noted that propane would be used 

for heating during colder months. Demand for propane at tailgates is high; a majority 

of tailgating groups used propane while a minority of groups used charcoal grills or 

brought only prepared foods that did not require further heating or cooking. 

According to interviewees, the top three recurring concerns for planning 

tailgating parties was having an adequate food/beverage supply, bringing enough fuel, 

and ensuring that equipment was properly functioning. When pressed on fuel issues, 

52% of interviewees have experienced a shortage of propane while tailgating. 

Furthermore, 21% of interviewees have recurring shortages: at least once per season. 

In a common scenario for propane shortage, a tailgater would fail to check the propane 
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tank level prior to traveling to the destination. Upon arrival, the tailgater discovers a 

depleted tank and calls upon an incoming friend or relative, who has not yet been 

confined within the unidirectional traffic flow, to bring in a supplemental tank. The 

delay is usually less than an hour and negative consequences are limited to 

embarrassment and slight discomfort due to hunger. In the less common case that 

propane is depleted while cooking, tailgaters will seek a fuel tank from neighboring 

parties. Exchanging and borrowing goods in-kind is common, especially amongst 

tailgaters supporting the same team. 

When asked about the perceived value of a fuel converter, tailgaters expressed 

three concerns. First, tailgaters did not like the added burden of checking the 

functionality of an additional device. Although a check would be prudent, it adds to 

existing preparation time and complexity. Furthermore, most people did not think they 

would use the fuel converter as a primary source of propane; therefore the importance 

of a converter would be marginal; it would only be useful in the event of a propane 

shortage. Second, tailgaters were concerned with the bulk of a fuel converter. Due to 

the relatively large number of items brought to a tailgate, a fuel converter would need 

to be compact so as not to displace more important items such as passengers, a grill, a 

cooler, or chairs. Finally, tailgaters were concerned that carcinogenic molecules might 

pass from the fuel, through the converter, and into the product propane. From the 

interviews, the existing solutions leave no room for a fuel converter as it is currently 

designed. Even if the fuel converter were substantially improved in terms of size and 

performance, a low-cost and low-maintenance on-site propane tank vending machine 

would likely better serve the tailgating community. 
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7.2.1.2 Disaster Relief Agencies 

In a disaster, the affected zones frequently have damaged or inaccessible 

infrastructures including roads, gas lines, and utility lines. Recent domestic events 

include superstorm Sandy, Oso mudslide, South Carolina flooding, and various 

California wildfires. International events abound such as the Fukushima meltdown, 

typhoon Haiyan, and the Haitian earthquake. In all cases, the lack of infrastructure can 

hinder recovery and restoration efforts.4,5 The hypothesis was that by eliminating the 

need to source propane, a fuel converter would save a disaster relief crew a minimum 

of 8-16 person-hours per day.6 In interviews, representatives from disaster relief 

agencies were asked about existing problems and solutions associated with the 

distribution of propane and negative consequences during shortages. Responses were 

variable; some representatives expressed immediate need for a fuel converter while 

others had no use for propane at all. While customer discovery efforts found two early 

adopters, the existing market size was too small to sustain a startup.7,8 

The response to a domestic disaster is a coordinated effort between the state’s 

disaster management team, American Red Cross, Salvation Army, and Southern 

Baptist Convention.3,6,9-11 Of the major organizations involved, the Southern Baptist 

Conventions (SBC) are instrumental for providing hot food and showers to disaster-hit 

residents. Meals are provided by the American Red Cross, cooked by the SBCs, and 

delivered by the American Red Cross or the Salvation Army.9 While some feeding 

organizations (e.g., Texas Baptist Men) utilize electric-powered appliances,12 the vast 

majority of feeding units use propane-powered tray ration heaters, water heaters, and 

tilt skillets.13-16 Feeding units vary in size; the smallest units can provide 

approximately 1,000 meals per day while the larger units can handle 25,000 meals per 

day.7 According to the State Directors of Disaster Relief that were interviewed, most 
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disasters occur in the southeast and mid-west due to hurricanes from the Gulf of 

Mexico and tornadoes, respectively.7,8,13,15-17 For example, the Alabama SBC owns 

and operates five 25,000 meals-per-day feeding units and a separate feeding unit that 

can be airlifted, which is dispatched internationally.7 Of the disaster relief 

organizations, the SBC heavily relies on propane to fulfill its objectives. 

Every disaster is unique. When responding to a disaster, state directors do not 

depend on a single method to establish resupply methods. Because disaster scenarios 

pose challenges that the SBC must hurdle in the midst of chaotic or even violent 

atmospheres, arriving to the affected area and creating a cooking base are non-trivial 

tasks. There are two disasters that many state directors referred to when illustrating the 

unique difficulties of delivering propane: hurricane Katrina and super storm Sandy. 

During hurricane Katrina, the vastness of the devastation meant that fuels were 

delivered into the New Orleans area from over a hundred miles away, which created 

time delays between requests and deliveries.17 Although delays could be avoided by 

anticipating propane usage, even momentary interruptions in cooking could lead to 

violent situations; SBC units sometimes travel under armed guard.7 In the aftermath of 

super storm Sandy, sub-freezing temperatures and the lack of power increased the 

demand for propane, especially around Manhattan.6 Unfortunately, local laws and 

policies prohibited the transport of propane over bridges and through tunnels.15 The 

result was a dearth of on-site propane in the disaster zone. In one case, a relief director 

called upon a Virginia-based propane vendor to circumvent the City of New York 

laws to deliver propane to the SBC feeding units.13 The difficulties in propane 

distribution for the Katrina and Sandy storms were indicative of the daunting logistics 

that were encountered by SBC state directors. 
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Despite the previously discussed high demand and low supply, the vast 

majority of state directors did not want to purchase a fuel converter and felt that their 

existing fuel delivery solutions were adequate. Interestingly, although nearly all state 

directors had perceived hurricane Katrina and super storm Sandy as being particularly 

difficult to address, neither the Louisiana nor the New York state directors thought 

that a fuel converter would provide enough value to justify a purchase. In fact, only 

two SBC state directors indicated that they would need a fuel converter. Mel Johnson 

(Alabama) and Gaylon Moss (North Carolina) approximated their need to be a total of 

less than fifty fuel converters ($2,000/converter).7,8 Figure 7.1 illustrates the results 

from interviewing state directors. It should be noted that despite the 50 states on the 

map, there are only 42 SBCs because some states with lower populations combine into 

a single convention. 

 

Figure 7.1:  Map of the US indicating the responses from state directors of disaster 

relief. Grey states did not respond, red states indicated “no,” and green 

states indicated “yes.” 
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Every SBC state director that was interviewed stated that their feeding units traveled 

with a 2-3 day supply of propane. In most cases, fuel logisticians were able to create 

and manage an ad hoc propane resupply network within the 2-3 day time constraint. 

However, because larger feeding units consume propane at higher rates, there is less 

time to set up a propane resupply network in wider-spread disaster areas. The North 

Carolina and Alabama SBC state directors command the largest-capacity feeding units 

and regularly stress their fuel logisticians.7,8 It would be reasonable to pursue 

interviews with the state directors of Mississippi and Florida, too. However, even if 

their needs were similar to those of North Carolina and Alabama, the market demand 

for a fuel converter would remain small. 

 In summary, the demand for fuel converters used with field kitchen units by 

disaster relief agencies is too small to sustain a startup. Although results would likely 

be similar, it may be prudent to investigate the use of propane by water heaters in field 

showering units. Furthermore, future work should look into international disaster relief 

agencies. Whereas domestic disasters are mostly limited to natural causes, 

international political events can create large numbers of displaced refugees in 

addition to victims of natural disasters. Ultimately, a substantial market demand was 

not found for domestic uses of a fuel converter; however, further investigation is 

warranted. 

7.2.1.3 Military Field Kitchens 

In the Fall of 2013, the US Army issued a small-business innovation research 

(SBIR) solicitation entitled “Battle Fuel Conditioner (BFC) for Commercial Gas 

Appliances in Field Kitchens,” which sought to “develop a technological solution for 

safely, reliably, and effectively utilizing [JP-8] in commercial off the shelf gas-fired 
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appliances in military field kitchens.”18 By replacing military-specific appliances with 

commercially available analogs, the military could reduce costs of procurement and 

maintenance. Therefore, it was hypothesized that the fuel converter would help to 

realize the aforementioned cost reductions. Representatives from the Defense 

Logistics Agency,19-21 Army SBIR office,22 Army kitchen procurement office,23 Sotera 

Defense Solutions,24 Babington Technologies,25,26 Creare Inc.,27 and Proheat were 

interviewed about the current problems related to military field kitchens.28 The results 

revealed that technological solutions exist, primarily in the form of atomizers,25-27 

which are less complicated and more efficient than the proposed fuel converter. 

Despite alternative technology solutions, the incumbent technology (i.e., modern 

burner units from Proheat) remains the only technology used in military field 

kitchens.28 One source claimed that the existing monopoly is attributable to non-

technical aspects;25 Proheat would not elaborate on their monopoly.28 

While US civilians use commercially available systems that consume 

lightweight hydrocarbons (e.g., appliances from Coleman, MSR, Ozark Trail, Jetboil, 

etc.), military personnel are confined to military-specific systems that consume field-

available fuels, which excludes bottled lightweight hydrocarbons. Before 1990, the 

standard heat source was a M2 burner, which consumed gasoline. The M2 burner was 

prone to catastrophically explode because the gasoline was relatively volatile and the 

u-shaped fuel tank was located directly under the heat source (Figure 7.2).  
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Figure 7.2: The M2 military burner viewed from the (a) side and (b) underside, 

which clearly shows the u-shaped fuel tank. Images are reproduced with 

permission from the photographer. Images were originally posted on 

www.spiritburner.com. 

Due to the explosive hazards and the single fuel forward policy (section 6.1), the M2 

was promptly replaced by the modern burner unit (MBU), which was exclusively 

produced and sold by Proheat.28 The MBU is a military-specific burner that minimizes 

explosions by using JP-8 in a non-pressurized fuel tank.29 JP-8 is a low volatility fuel 

(BP = 156 - 260 °C) compared to gasoline (BP = 85 °C).30,31 Also, the non-pressurized 

JP-8 fuel tank is fitted with a pressure relief valve that prevents over pressurization 

during operation. The success of the MBU is evidenced by its service for 25 years 

with minimal modifications.28 



193 

 

 

Figure 7.3: The modern burner unit produced by Proheat. Image was adapted and 

reproduced with permission from Marine Canada Acquisition Inc., doing 

business as SeaStar Solutions. 

However, per the SBIR solicitation and industry contact interviews,18,23,24 

drawbacks of the MBU include its unvented exhaust heat, excessive noise, and 

military-specific design. When MBUs are used in field kitchens, cooks are rotated into 

and out of the cooking area to minimize their exposure to the heat and exhaust gases 

that are built up within the structure.24 Regarding the noise, during a demonstration of 

a MBU, the author could not hear himself talking to interviewees when standing 

within 10 ft of the operating MBU.25,26 Finally, the military-specific MBU is sole-

sourced, which presents cost inefficiencies; replacement parts also are sole-sourced 

from Proheat.23,28 While the MBU has solved the safety concerns associated its 

predecessor M2 burner, performance and cost concerns have pushed the military to 

investigate the possibility of using commercial gas appliances. 

The advantage of using a fuel converter would be to produce propane that can 

be used in commercially available appliances. Because propane appliances are used in 

commercial markets, the devices are time-tested for reliability, efficiency, and 

performance. Furthermore, a plethora of suppliers offer a myriad of appliances that 

range in size and function. Therefore, by converting field-available JP-8 into propane, 
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the military could feasibly deploy commercially available stoves, ovens, lamps, space 

heaters, and water heaters while maintaining budgetary constraints. However, the 

major drawback to chemically converting JP-8 into propane is the relatively low 

efficiency of the reaction (30-50 wt%).32 

Engineers at Babington Technologies and Creare, Inc. are producing efficient 

JP-8 burners by implementing an atomization step prior to fuel ignition.25-27 

Atomization creates fine particles that can be efficiently combusted.33 The technical 

details of their atomization processes are beyond the scope of this discussion;33 it is 

sufficient to say that minimal fuel is wasted in the atomization process and the 

resulting nebulized fuel can be used in gas appliances.27 Indeed, it was discovered that 

one of the companies that was awarded the A13-045 SBIR Phase 1 and Phase 2 

solicitations is using an atomization approach (Novatio Engineering, Inc., Waltham, 

MA).18,22 Furthermore, interviews indicated that the problems associated with 

excessive heat and noise were associated with the burner enclosure, not the flame 

combustion characteristics. The biggest technical hurdle was to make a JP-8 flame that 

was similar to a propane flame.22,23 Therefore, until the chemical yield of the fuel 

converter is drastically improved, mechanical solutions to burning JP-8 will remain 

the favored approach towards improving military field kitchens. 

In addition to the technical hurdle of improving the fuel conversion efficiency 

above 30-50 wt%, interviews indicated that ending the Proheat monopoly would be a 

significant political hurdle. Babington Technologies is the most mature company 

competing against Proheat for the military field kitchen contract. Indeed, the 

atomization process that is employed by Babington Technologies has been field-

proven and implemented in field kitchens sold to the Virginia Southern Baptist 



195 

 

Convention.15,25 Furthermore, the atomization technology has long been in the public 

domain; the patent was issued in 1969.33 Other companies can design, produce, and 

sell similar devices and interchangeable parts.26 Nevertheless, Proheat maintains a 

successful monopoly on the military field kitchen burner market. Therefore, it would 

be unreasonable to expect that a startup company, with an inferior chemical 

technology, could achieve significant market penetration. 

7.2.1.4 Military Portable-Fuel Cell System Integrators 

As discussed in section 6.1, the initial objective of designing a fuel converter was to 

support the use of solid oxide fuel cells in unmanned aerial vehicles (UAV). The 

inherently larger energy density of a fuel cell enabled longer flight times (8 h) than a 

battery-powered equivalent UAV (2 h).34 However, owing to the high sulfur content in 

JP-8, no SOFC system can operate on untreated JP-8.35,36 The most developed SOFC 

system was designed to consume commercial propane and is currently being sold into 

commercial markets for applications in the rail industry (Figure 7.4).37 We 

hypothesized that a JP-8-to-propane fuel converter would help to generate additional 

revenue for system integrators by repurposing commercial propane-powered fuel cells 

for military applications. 
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Figure 7.4: Commercial SOFC systems have been designed to operate on propane 

(top). Without propane in the battlefield, a fuel converter would be 

necessary to utilize field-available JP-8 (bottom). 

As of this writing, there are only a few companies that have portable (< 1 kW) 

solid oxide fuel cells in their product portfolio; they include Watt Fuel Cell (Port 

Washington, NY),38 Ultra Electronics AMI (Ann Arbor, MI),37 Acumentrics 

(Westwood, MA),39 NexTech Materials (Lewis Center, OH),40-42 and Protonex 

(Southborough, MA).43 While the aforementioned companies claim to be able to feed 

JP-8 into their SOFC, all have expressed skepticism towards their respective 

competitors’ claims on JP-8 compatibility. Multiple interviewees agreed that Ultra 

Electronics – AMI has developed a system with the highest technology readiness 

level; it uses propane.35,44-46 On the other hand, Protonex sells their systems to special 

operations forces, but the larger US Army remains free of portable SOFC systems. All 

interviewees have expressed concerns with crack formation in ceramic electrolytes 

under thermal cycling which occurs during system startup and shutdown 

transients.37,42,43,47 

In addition to problems with fuel utilization, total-system reliability has yet to 

be proven; engineering teams design and optimize the fuel processor or the fuel cell, 

not both (Figure 7.4).42 Currently, the most proven means to enable SOFCs in the 
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battlefield is to employ autothermal reformation (ATR) followed by gas-phase 

desulfurization.35,36,48,49 While ATR methods can consistently achieve 80% energetic 

yield,50,51 the requisite desulfurization system can treble the fuel-to-electricity system 

size.36,47 Finally, when powering fuel cells with fuel reformation products, the 

reformate is usually simulated or obtained from controlled fuels, both of which lack 

sulfurous compounds.52-55 Therefore, there exist significant technical hurdles to 

building a fully integrated JP-8-to-electricity system. 

Despite the feasibility of a JP-8-to-propane fuel converter (Chapter 6, Figure 

6.7), interviews yielded consistently mediocre enthusiasm primarily due to a lack of 

financial support. Fuel cell design teams rely heavily on military spending to develop 

military-purposed technology. In fact, many companies first confirm commercial 

market feasibility and then repurpose commercial products for military 

applications.25,37,38 While nearly all fuel cell-developing interviewees have expressed 

interest in a JP-8-to-propane fuel converter, no companies had internal funding to 

license, purchase, or otherwise develop such a conversion technology. Conversely, 

some interviewees expressed interest in forming collaborations to co-write proposals 

that would be submitted to private and federal funding agencies. To this end, letters of 

support were garnered from SAFCell, Ultra Electronics - AMI, and the US Army 

Corps of Engineers. Therefore, continued development of a fuel converter could occur 

with third party support (e.g., Army, Navy, Office of the Secretary of Defense, Office 

of Naval Research, Defense Advanced Research Projects Agency, or in the case of 

South Carolina, the South Carolina Research Authority) in the form of Small Business 

Innovation Research (SBIR) or Small Business Technology Transfer (STTR) funds. It 

should be noted that approximately fewer than half of relevant awardees in the past ten 
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years remain in business; the survival rate was estimated based on over fifty calls 

made to awardees found from an online search.56 Furthermore, interviewees estimated 

that the lead time to military market penetration is 5 years.25,37,38 It is a daunting task 

to continuously raise enough funds to support a startup for the lead time without 

generating revenues. 

Ultimately, a fuel converter has mediocre interest within the military fuel cell 

community. Existing fuel cell systems cannot operate on field-available fuels. 

However, the technology readiness level of the proposed fuel converter is too low; the 

converter must be further developed to prove system-level reliability during in-field 

testing. Potential customers’ are interested in the technical aspects of the converter but 

do not see enough immediate value to purchase or license the technology. If the 

converter is to be further developed, it would likely occur under the auspices of third 

party financial support from federal organizations. It is the author’s opinion that work 

on the fuel converter project should continue; however, expectations need to be 

tempered by the reality of a tepid customer client base and the political and financial 

difficulties of entering the military market. 

7.2.1.5 Other Customer Segments 

During the NSF I-Corps period, the team did not have enough time to 

investigate two other potential customer segments that were brainstormed. The first 

potential customer segment includes owners of high-value recreational vehicles (RV) 

and boats. Off-grid vehicles typically use diesel or gasoline for their engines and 

propane for their on-board appliances like an oven, stove, water heater, and 

refrigerator. Therefore, an on-board fuel converter would eliminate the need for filling 

and monitoring a propane tank. It is hypothesized that owners place value on time 
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saved from filling and monitoring only a single fuel. Furthermore, if coupled with an 

on-board fuel cell system, owners would value the ability to produce electricity from 

their on-board fuels without using a noisy internal combustion generator. To test the 

hypothesis, it would be beneficial to speak with owners, producers, and dealers. 

Interviews should yield information on current electricity production methods, any 

problems associated with refueling, and desires for noise abatement. 

The second potential customer segment includes residents of developing 

countries (section 1.1.4.1). Owing to its geographic separation and region-specific 

problems, an international rural market segment would require significant focus. 

Generally, developing countries have fuel distribution infrastructures that are less 

developed those in the West. While heavier hydrocarbon fuels like kerosene, diesel, 

and gasoline are commonly used to operate generators and vehicles, cleaner 

lightweight hydrocarbon fuels are eschewed for cheaper and widely available biowaste 

and charcoal. Interviews would need to identify the socioeconomic barriers to fuel 

distribution and usage characteristics within a given town, region, and country. For 

example, the Indian government subsidizes the cost of petroleum in India; the result is 

an artificially deflated cost of diesel but a relatively high cost of propane.57 However, 

the existing political regime has indicated it would reduce fuel subsidies; fuel price 

turmoil will play an important role in the market feasibility of a fuel converter. 

Conversely, customers of a fuel converter may be Western individuals and 

organizations operating in developing regions, not residents. For example, the 

Alabama Southern Baptist Convention has an airlift kitchen that has been deployed in 

Haiti and Iran. While abroad, sourcing propane can be significantly more difficult with 

additional political, language, and currency complications.7 A fuel converter may be 
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valuable to logisticians with the US Agency for International Development, World 

Health Organization, or the Peace Corps. To test the hypothesis, a visit to the targeted 

locale would yield the best insights into the problems and potential solutions to fuel 

distribution and propane supply. However, to minimize costs and logistics, the first 

interviews should be with agency regional representatives and local consultants.58 

7.2.2 Future Technical Considerations 

While the technical capabilities of the current fuel converter shows progress 

from its initial development in the fume hood, there exist significant shortcomings that 

need to be addressed before field testing can begin. In general, future designs of the 

fuel converter need to increase operational safety, optimize thermal management, and 

achieve military specifications. 

7.2.2.1 Safety 

There are four main hazards associated with operating the fuel converter: (1) 

reactant and product flammability and corrosiveness, (2) high temperatures, (3) over 

pressurization, and (4) exhaust gas toxicity. The minimum flashpoint of JP-8 is 38 °C, 

and it has an autoignition temperature of 210 °C.30 Flammable products and reactants 

necessitate the use of electronics that eliminate arcing: pumps should be driven by 

brushless motors instead of brushed motors and switches should be accomplished 

using relays instead of mechanical devices. To prevent corrosion, stainless steel should 

be used everywhere that comes in contact with the reactant and product streams. 

Aluminum and brass are prone to corrosion and should not be used despite weight and 

cost savings, respectively. One exception can be the use of Tygon® tubing in the 
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peristaltic fuel pumps. The hazards associated with the reactants and products 

necessitate a careful selection of components and materials to build a converter. 

The combination of flammable reactants and products with temperatures in 

excess of their autoignition point presents a precarious situation. Furthermore, it is 

likely that an open-flame on-board burner will need to be implemented in order to 

provide adequate heating to the endothermic reaction (section 7.2.2.2). Air leakage 

could result in catastrophic failure; compression tube fittings should be used at all 

possible junctions and Viton® o-rings should be used everywhere else. O-rings should 

be inspected before each operation. In addition to eliminating undesirable air leaks, the 

design of the system needs to carefully consider desirable air flow, which will be used 

for regenerating spent catalyst beds. After a bed has been exposed to air it should be 

depleted of oxygen. An on-board air separation unit that purges the bed with nitrogen 

would be too heavy, bulky, and costly. Therefore, the bed can be evacuated with a 

pump or purged with exhaust gases from the burner (section 7.2.2.2). Evacuation 

could require an additional pump, incur parasitic electric losses, and introduce 

complications with reactant- and product-flow due to pressure swings. Further 

research should investigate the effects of a pressure swing in the reactor bed. On the 

other hand, purging the reactor bed with exhaust gases from a burner may adversely 

affect the catalyst lifetime, introduce unwanted gaseous species (i.e., sulfurous 

compounds) in the product stream, and add complicated plumbing. Further research 

should characterize the durability of the catalyst when exposed to exhaust gases and 

characterize the effective concentration of sulfur-containing species in the nominal 

propane product gas. Finally, flashback arrestors need to isolate the reactors, fuel 
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reservoir, and condensed fuel reservoir to avoid catastrophic combustion. The 

aforementioned measures should be used to minimize the risk of explosion. 

The current system operates slightly above ambient pressure (< 10 psig). 

Vented fuel tanks should be used to prevent over-pressurization in both reservoirs. 

Pressure-release valves also should be included after the evaporator and after the 

reactor. Vents should be directed away from heat sources, electronics, or open flames. 

Use of a fuel burner to provide heat will produce toxic exhaust gases. Exhaust 

gases should be vented away from the “cold” parts of the converter (i.e., fuel 

reservoirs, condenser, and electronics). Further research will have to identify the 

pertinent military specification on exhaust gases. A catalytic converter, similar to 

those used for automotive exhausts, may be required. 

Advances in the conversion process may cause significant deviations from the 

current design. Therefore, a failure-mode analysis should be conducted after each 

iteration to keep safety at the fore. 

7.2.2.2 Thermal Management 

The fuel conversion process requires a substantial amount of heat input to 

evaporate the liquid reactant (BP = 180-255 °C)59 and drive the endothermic fuel 

conversion reaction (operating temperature ≈ 450 °C). After the reaction, heat needs to 

be removed from the product stream so as to separate the gaseous products (BP < 25 

°C) from the liquid products (BP > 25 °C). In total, the fuel conversion reaction 

requires a large amount of thermal inputs and extractions. 

The first setup used heating tape to heat the evaporator, a benchtop tube 

furnace to heat the reactor, and a recirculating chiller to cool the reaction products. 

Modifications in the current proof of concept uses a compact tube furnace for heating 
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the reactor and two cold plates in series with four mounted Peltier coolers (section 

6.5). The next iteration of a fuel converter should (1) recycle heat from the product gas 

stream into the liquid reactant and (2) include an internal heat source for heating the 

evaporator and reactor during startup. Recycling heat will reduce the energy required 

to evaporate the reactant and condense the product. An internal heat source will need 

to be used when starting the system from “cold” and sustaining the evaporator and 

reactor temperatures. For now, it is unknown as to whether the waste heat from a solid 

oxide fuel cell can sustain the endothermic fuel conversion. In any case, 

demonstrations of the fuel converter should be successfully proven without a fuel cell. 

A tube-shell heat exchanger should be designed to accept the hot product gas 

(450 °C) and room-temperature reactant fuel (25 °C). The geometry of the heat 

exchanger should accommodate phase changes (i.e., evaporation or condensation) in 

both streams. Condensed fuel from the product gas should be collected and recycled 

through the reaction process to improve yields. Heat exchanger design will require 

information on the reactant and product: thermal properties, operating temperature, 

and flow rates. While it is difficult to know the thermal properties of JP-8 because of 

its variations per batch, n-dodecane is a commonly used surrogate and should be relied 

on for initial modeling. The product gas can be modeled using propane. Unless there 

are significant changes in the catalyst, the hot gas operating temperature should be 450 

°C. Reactant and product flow rates will be dictated by the size of the intended 

partnered solid oxide fuel cell. A heat exchanger should largely improve the thermal 

management of the fuel converter by recycling heat from the product gas into the 

reactant fuel. 
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It is estimated that 500 W of waste heat from a 250 W solid oxide fuel cell is 

above 400 °C.37 However, the exact profile of the heat is proprietary knowledge and 

specific to the solid oxide fuel cell design. Even if the quality and quantity of the heat 

were high enough to sustain the fuel converter, an on-board system would be required 

to heat the evaporator and reactor during startup. An electric system would likely 

require a significantly large battery bank, which would reduce the portability of the 

fuel converter and incur parasitic electric losses. To achieve a lightweight and compact 

system, a fuel burner should be used; because of the high energy content of the 

reactant fuel (≈ 35 MJ/L), a relatively small mass of fuel would need to be burned per 

mass of fuel reacted. When designing a burner, the aforementioned safety 

considerations are the most important (section 7.2.2.1). Additionally, the burner 

should have a wide turndown ratio to provide the shortest possible startup time (high 

power) and sustain reactor and evaporator temperatures (low power). A nozzle-type 

burner would be a likely first choice and thus the existing fuel pumps should be 

selected to provide adequate pressure over the designed turndown ratio. A low-

pressure atomizer from Babington or Creare may prove to be more beneficial if 

pressurizing the fuel becomes a safety hazard or is too difficult to achieve with the 

existing fuel pumps. 

7.2.2.3 Military Specifications 

As discussed in section 7.2.1.4, the most promising market application is as a 

fuel preconditioner for military fuel cell systems. Therefore, the fuel converter would 

eventually need to meet military specifications (mil-spec) in terms of field stress tests. 

The most applicable mil-spec code would be 810G and 801C.37,60 All iterations of the 

fuel converter must include, or potentially upgrade to, components that are mil-spec 
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approved. Owing to the unusual usage characteristics in the battlefield, mil-specs seek 

to provide performance and safety for soldiers. Therefore, designing a system that 

cannot meet mil-spec would meet significant resistance.35,60 

7.2.3 Obstacles and Recommendations for Commercialization 

The defense industry has been identified as the most promising market to buy a 

fuel converter. Although the defense industry can be credited with many successful 

innovations, the inherent tie to federal programs, budgeting, and bureaucracy 

drastically increase the time-to-sale. Estimates from the NSF I-Corps team indicated 

that an accelerated timeline could see fuel converter device sales after three years; five 

years is more realistic. Therefore, one of the biggest obstacles to realizing any sales 

and profits is the lack of funding to adequately run the daily operations of designing, 

constructing, and marketing a fuel converter. Unless an immediate commercial market 

is discovered, a self-sustaining startup is unrealistic.  

Continued efforts to commercialize the fuel converter should be done in 

partnership with existing defense-related companies and organizations. As of this 

writing, a Cooperative Research and Development Agreement (CRADA) has been 

drafted with the Army Corps of Engineers (Nicholas Josefik, Champaign, IL) and 

letters of support were acquired from SAFCell (Calum Chisolm, Pasadena, CA) and 

Ultra Electronics – AMI (Tom Westrich, Ann Arbor, MI). Furthermore, additional 

funding could be garnered from the recently announced collaboration between the 

South Carolina Research Authority and their Israeli counterpart. Partnerships should 

be forged with relevant organizations including the Communications-Electronics 

Research, Development and Engineering Center (CERDEC), Precision Combustion 

(Subir Roychoudhury, North Haven, CT), and Lockheed Martin. Researchers within 
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CERDEC have yielded results that bode well for field-ready solid oxide fuel cells.61 

Although Precision Combustion can be viewed as a direct competitor, a synergistic 

partnership could leverage their expertise with fuel conversion and system design. 

Finally, while interest from any prime contractor would be desirable, further research 

should investigate the progress of the Lockheed Martin Stalker XE, which was a drone 

that used a propane-powered solid oxide fuel cell from Ultra Electronics - AMI. 

The successful commercialization of a fuel converter largely depends on the 

ability to demonstrate its feasibility and secure funds for further development. The 

author recommends simultaneously designing the converter and forging partnerships 

with relevant individuals and organizations by presenting at conferences or making 

on-site visits when economically feasible. As of this writing, assistance with the fuel 

converter design was graciously provided by Alan Grier at Midlands Technical 

College and Bob Stewart at Trulite. Ramy Harik of the McNair Aerospace Center also 

has expressed support by offering to simulate the thermal, chemical, and mechanical 

phenomena of the fuel converter. 

7.3 Conclusions 

The feasibility of commercializing a fuel converter was ascertained by 

augmenting existing academic literature knowledge with interviews from industrially 

relevant contacts. The four explored applications were sports event tailgating, disaster 

relief, military field kitchen feeding, and military portable sold oxide fuel cells. The 

four applications were investigated because of a hypothesized supply-demand 

imbalance for propane. In all cases, interviews revealed that supply-demand 

imbalances indeed limited access to propane. However, in the former three cases, 

existing solutions sufficiently met the customers’ needs and price points. It was only 
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in the case of military portable solid oxide fuel cells that potential value was 

discovered; existing solutions were not proven and prices were not clear owing to the 

immaturity of the market. However, because the market is so immature, it would be 

presumptuous to confirm market feasibility. 
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SUPPORTING INFORMATION FOR CHAPTER 3 

A.1 Ligand Exchanges 

Table A.1. Molar and mass feed ratios for ligand exchange reactions 

Au∞NP:PS-SH mass feed ratio C12SH:PS-SH molar ratio 

0.70 ± 0.05 2.7 ± 0.2 

1.31 ± 0.05 2.8 ± 0.2 

1.38 ± 0.05 3.1 ± 0.2 

2.20 ± 0.05 4.1 ± 0.2 

2.4 ± 0.1 4.5 ± 0.2 

2.6 ± 0.1 4.8 ± 0.2 

2.8 ± 0.1 5.1 ± 0.2 

3.4 ± 0.1 6.6 ± 0.2 

Mass feed ratios (Au∞NP:PS-SH) were calculated using mass measurements 

taken from reagents dried under roughing pump vacuum for at least 8 h. Molar ratios 

(C12SH:PS-SH) were calculated using integrated peaks from 1H NMR spectra (see 

Figure A.1). 

Appendix A 
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A.2 1H NMR Spectra 

 

Figure A.1: 1H NMR spectroscopy of ligand exchange products in deuterated 

chloroform.  Spectra were normalized to integrated areas associated with 

C12SH between 1 - 1.4 ppm. Peaks between 6.3 - 7.3 ppm, associated 

with the phenyl group in PS-SH, grow with decreasing C12SH:PS-SH 

ratios while the peak between 1.0 - 1.4 ppm, associated with the C12SH 

hydrocarbon chain, remains relatively constant.  C12SH:PS-SH ratios of 

the spectra shown were 2.7:1, 2.8:1, 3.1:1, 4.1:1, 4.8:1, 5.1:1, and 6.6:1. 

Reprinted with permission from Mayeda et al., Chemistry of Materials, 

2012, 24(14), 2627-2634.  
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A.3 1H MAS-NMR Spectra 

 

Figure A.2: Comparison of 1H spectra obtained via conventional NMR (black line) 

and MAS-NMR (red line). Reprinted with permission from Mayeda et 

al., Chemistry of Materials, 2012, 24(14), 2627-2634. 

Au4.5NP ligand exchange products were suspended in deuterated chloroform.  

The 1H NMR spectrum was obtained using a Bruker AV400.  The 1H MAS-NMR 

spectrum was obtained using a Varian Inova 500 fitted with a Doty Scientific 4 mm 

XC MAS probe, spinning the sample at 1 kHz in 40 µL Kel-F sealing cells provided 

by Doty, and acquiring 32 transients with a 3.5 s recycle delay.  Full widths at half 

max (FWHM) were 0.11 ppm in both cases for the broad hydrocarbon chain peak at 

δ1.26.  The constant FWHM between the two experimental techniques suggests that 

the line broadening is induced by chain confinement and tethering to the AuNP 

surface. 

7.0 6.5 1.0

chemical shift (ppm)

 NMR

 MAS-NMR

Au4.5NP
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A.4 Gold Nanoparticle Size Characterization 

 

Figure A.3: TEM micrographs of AuNPs (a) as-synthesized and (b) after a typical 

ligand exchange with PS-SH.  The AuNPs were mounted on a lacey 

carbon grid for imaging.  Insets present histograms generated using 

ImageJ.  Histograms indicate that AuNPs do not appreciably change size 

(3.5 ± 0.6 nm) following ligand exchange.  The scale bar corresponds to 

20 nm. Reprinted with permission from Mayeda et al., Chemistry of 

Materials, 2012, 24(14), 2627-2634. 
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A.5 Thermally Annealed Nanocomposites 

 

Figure A.4: Transmission electron micrographs of OsO4 stained and unstained 

(insets) nanocomposite thin films after thermal annealing at 120 °C for 4 

hours, (a) Au∞NP/SIS and (b) Au2.7NP/SIS.  Scale bars correspond to 100 

nm; insets are presented at the same magnification.  The micrograph in 

(a) contain globular gold aggregates with affinities for the PI domains.  

The micrograph in (b) contains AuNP aggregates (4 ± 2 nm) that 

preferentially segregate to the PS domains. Reprinted with permission 

from Mayeda et al., Chemistry of Materials, 2012, 24(14), 2627-2634. 

Samples were thermally annealed at 120 °C, which is above the glass transition 

temperatures for PS and PI, under roughing pump vacuum for 2, 4, 6, and 12 h.  In 

general, results from thermal annealing exhibit decreased polymer domain order and 

aggregated gold particulates as compared to solvent vapor annealed equivalents.  

Despite aggregation of AuNPs, the preferential segregation of the resulting 

agglomerates exhibits the same domain preference as if solvent vapor annealed; 

thermally annealed Au∞NP/SIS and Au2.7NP/SIS samples yielded Au agglomerates 

that preferentially resided in PI and PS domains, respectively.  
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In the case of the Au∞NP/SIS, sample results were invariant across annealing 

times (Figure A.4a).  Longer annealing times did not appreciably increase the parallel-

oriented grain sizes. 

In the case of the Au2.7NP/SIS, samples that were annealed for less than 2 h 

showed poor ordering, and the Au2.7NPs did not preferentially segregate to either 

polymer domain.  Samples that were annealed for 4 h or longer yielded PS-segregating 

Au2.7NPs and grain sizes large enough to show inhomogeneous distributions of 

Au2.7NPs in the PS domains (Figure A.4b). 
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A.6 TEM Micrographs 
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Figure A.5: TEM micrographs of OsO4 stained (a) Au6.6NP/SIS, (b) Au5.1NP/SIS, (c) 

Au4.8NP/SIS, (d) Au4.5NP/SIS, (e) Au4.1NP/SIS, (f) Au3.1NP/SIS, (g) 

Au2.8NP/SIS, (h) Au2.7NP/SIS, (i) Au∞NP/Au2.7NP/SIS.  Scale bars 

correspond to 100 nm.  Inset images are unstained and at the same 

magnification.  In micrographs a-h, unstained images confirm AuNP 

segregation.  AuNPs do not show preference for one polymer domain in 

(i), which highlights the stability of the gold-thiol bond. Reprinted with 

permission from Mayeda et al., Chemistry of Materials, 2012, 24(14), 

2627-2634. 

A.7 Tomogram Movie 

The tomogram movie (Mayeda_tomogram.mpg) cycles through Z-slices of the 

reconstructed tomogram of Au4.5NP/SIS. The composite sample contains 0.4 vol% 

nanoparticle loading; the sample was THF annealed and is not stained. Au4.5NPs come 

into and out of focus as one might expect of particles clustered into a specific polymer 

domain.
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Appendix B 

SUPPORTING INFORMATION FOR CHAPTER 4 

B.1 AFM of Metal Oxides 
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Figure B.1: AFM height images of metal oxides templated by the SPICE method: (a) 

MgO, (b) Al2O3, (c) MnO2, (d) Fe2O3, (e) Co3O4, (f) NiO, (g) CuO, (h) 

ZnO, (i) ZrO2, (j) SnO2, (k) Ce2O3, and (l) RuO2. Insets are FFTs of the 

entire image. Scale bars represent 200 nm. Reprinted with permission 

from Mayeda et al., Journal of Materials Chemistry A, 2015, 3(15), 

7822-7829. 

The SPICE method was used to template MgO, Al2O3, TiO2, MnO2, Fe2O3, 

Co3O4, NiO, CuO, ZnO, ZrO2, RuO2, SnO2, and Ce2O3. Representative AFM height 

images are shown in Figure B.1. FFTs of the image are shown in the insets. The 6-spot 

pattern is characteristic of hexagonal packing. 
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B.2 XPS of Metal Oxides 

Table B.1. XPS peak positions and associated full width half maxima (FWHM). 

Metal oxide Position (eV) FWHM (eV) Metal oxide Position 

(eV) 

FWHM 

(eV) 

MgO 

2p 

 

50.8 

 

1.7 

ZnO 

2p3/2 

 

1022.7 

 

1.8 

RuO2 

3d5/2 

 

280.7 

 

1.8 

TiO2 

2p3/2 

2p1/2 

 

458.9 

464.6 

 

1.3 

2.3 

Al2O3 

2p 

 

74.6 

 

1.8 

Fe2O3 

2p3/2 

shake-up 

2p1/2 

shake-up 

 

711.2 

718.6 

724.9 

728.2 

 

2.8 

5.1 

4.0 

13.3 
CeO2 

3d3/2 

 

916.5 

 

4.4 

MnO2 

2p3/2 

shake-up 

2p1/2 

shake-up 

 

642.2 

645.6 

654.0 

655.3 

 

2.7 

5.5 

2.5 

9.1 

NiO 

2p3/2 

shake-up 

2p1/2 

shake-up 

 

856.7 

861.6 

874.3 

880.0 

 

2.0 

7.8 

2.6 

6.9 

Co3O4 

2p3/2 

shake-up 

2p1/2 

shake-up 

 

781.7 

786.2 

797.2 

802.9 

 

2.7 

8.1 

3.5 

7.2 

Ce2O3 

3d5/2 

3d5/2 

3d3/2 

3d3/2 

 

882.0 

885.8 

900.0 

904.2 

 

3.0 

3.9 

3.5 

5.2 

CuO 

2p3/2 

shake-up 

2p1/2 

shake-up 

 

932.9 

942.4 

952.6 

962.4 

 

1.3 

5.9 

1.8 

3.7 

ZrO2 

3d5/2 

3d3/2 

 

182.7 

185 

 

1.4 

1.5 

Cu(OH)2 

2p3/2 

2p1/2 

 

934.7 

954.6 

 

3.7 

3.1 

SnO2 

3d5/2 

3d3/2 

 

487.3 

495.7 

 

1.4 

1.4 
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XPS data were fit using CasaXPS to determine peak positions and FHWM. 

Metal oxide signatures were evident in all spectra. No evidence of precursor salts or 

metals was noted. 

B.3 Titania Loading 

By comparing the PEO cylinder volume (𝑉PEO) to the TiO2 volume (𝑉TiO2
), a 

loading ratio can be calculated. The measured height of titania dots, which has a 

density (𝜌TiO2
) and formula weight (𝐹𝑊TiO2

), was 5.4 ± 1.4 nm when using PS-b-PEO 

films, which had a PEO density (𝜌PEO) and monomer formula weight (𝐹𝑊PEO unit), that 

were 30 nm thick. PEO cylinders and TiO2 radii were 8.7 ± 0.8 nm and 8.5 ± 1.9 nm, 

respectively. 

(
molTi

molPEO unit

)=(
VTiO2

∙ρ
TiO2

FWTiO2

)(
FWPEO unit

VPEO∙ρ
PEO

) 
B-1 

(
molTi

molPEO unit

) = (
1.3 × 10−24m3 ∙ 4230 kg∙m−3

0.079 kg∙mol
−1 )

∙ (
0.044 kg∙mol

−1

7.1 × 10−24m3 ∙ 1130 kg∙m−3
) 

B-2 

(
molTi

molPEO unit

) = 0.38 
B-3 

The loading ratio (molTi:molPEO unit = 0.38) is less than traditional EISA 

methods, which can reach up to 2 by employing micelles. However, the precursor 

loading mechanisms for EISA and SPICE are different. A disparity in the precursor 

loading mechanism is exemplified by EISA-templated TiO2 dots, which exhibited 

larger radii (10 nm) despite being templated from a smaller molecular weight BP (𝑀̅n 

= 5,000 g mol-1 PEO domain).37 If the loading mechanisms were similar, the smaller 

molecular weight BP would be expected to accommodate fewer precursors and thus 
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produce smaller dots. Instead, loading ratios by the SPICE method should be 

compared to work by Shan et al.; they achieved well-ordered arrays by complexing 

precursors with homopolymers prior to blending with a BP solution.51 Their reported 

loading ratios were 0.18-0.30; however, the ratios were calculated based on the 

homopolymer solution and not the final precursor/homopolymer/BP solution. In the 

case of the latter, the loading ratios would have been closer to 0.12-0.20. Therefore, 

the SPICE method uses relatively large precursor loading ratios and thus minimizes 

consumed polymer material. 

B.4 Methylene Blue Catalysis 

 

Figure B.2: Representative UV-vis spectra of MB photocatalytically degraded by 

SPICE TiO2. MB solutions were exposed to catalyst and UV irradiation 

in UV-transparent cuvettes. Spectra were collected in two hour intervals. 

Inset contains the entire UV-vis spectra of a MB aqueous solution. The 

peaks between 550-750 nm (solid) were used to evaluate the 

photocatalytic activity of SPICE TiO2, EISA TiO2, and Au/SPICE-TiO2 

surfaces. Reprinted with permission from Mayeda et al., Journal of 

Materials Chemistry A, 2015, 3(15), 7822-7829. 
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MB was used to demonstrate the improved photocatalytic activity of SPICE 

TiO2 over traditional EISA TiO2. The peaks between 550-750 nm were used to 

monitor the photocatalytic degradation of MB. Instrument drift was monitored by 

analyzing a stock MB solution that was not exposed to UV irradiation (Figure B.2 

inset) prior to each measurement. Time-lapse data clearly exhibit decreases in peak 

intensity. MB solution concentrations, which were based on integrated peak areas, 

were fit to first-order kinetics to determine rate constants (Figure 4.4). By monitoring 

the UV-vis spectra, it was shown that SPICE TiO2 was 16% more effective than EISA 

TiO2.  
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B.5 TiO2 Dispersion 

 

Figure B.3: Size distributions of EISA and SPICE TiO2 were measured according to 

the AFM images in Figure 4.2c and Figure 4.2d, respectively. Radii were 

calculated using ImageJ and binned in 0.5 nm increments. Counts (y-

axis) were normalized for the purposes of comparison. Radii (rx) 

represent the average and standard deviation of each data set. The data 

represent over 2700 measurements for each AFM image. Reprinted with 

permission from Mayeda et al., Journal of Materials Chemistry A, 2015, 

3(15), 7822-7829. 

The SPICE method produced a narrower distribution of TiO2 than the EISA 

method. The narrower distribution was qualitatively evident by the line scan in Figure 

4.2f, but it is quantified here. The variance (σ) within the distribution of radii were 

σSPICE = 3.5 nm and σEISA = 19.6 nm. With µ representing the number average of the 

distribution, the index of dispersion (D) was calculated by the following expression: 

𝐷 =
𝜎2

𝜇
 B-4 
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The indices of dispersion were DSPICE = 1.5 nm and DEISA = 39.2 nm. A narrower size 

distribution is one of the key benefits of the SPICE method over the traditional EISA 

method. 
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Appendix C 

SUPPORTING INFORMATION FOR CHAPTER 5 

 

Figure C.1: Weight conversions (determined by GC) as a function of reaction cycle. 

One reaction cycle is 10 h of reaction followed by 1 h of regeneration. 

Adapted with permission from Bedenbaugh, J.E. Ph.D. Dissertation, 

University of Delaware, Newark, 2012. 
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Figure C.2: Picture of (left to right) JP-8, condensed liquid, and recycled liquid. JP-8 

is shows a light yellow hue whereas condensed liquid is bright yellow 

and recycled liquid nearly is brown. 

 

Figure C.3: Overlaid 1H NMR spectra for JP-8 (red), condensed liquid after cracking 

(green), and condensed liquid after recycling (blue). Spectra are 

normalized to the methyl proton peak (0.75 ppm). All spectra show peaks 

associated with aromatics (6.5-7.5 ppm), unsaturated bonds (2-2.5 ppm), 

and aliphatics (0.5-1.5 ppm). 
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