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ABSTRACT

Monoclonal antibodies (mAbs) are one of the leading protein-based drug can-

didates in the biopharmaceutical industry. The formation of irreversible, non-native

protein clusters (hereby called aggregates) is a common degradation route during man-

ufacturing of mAbs and other therapeutic proteins. Aggregation may potentially de-

crease drug efficacy and jeopardize patient safety. A patient’s immune system may

mount a response against the therapeutic protein making future treatments ineffective

and potentially dangerous. As such, controlling unwanted aggregation is an ongoing

and crucial challenge in the development of protein-based therapeutics. The process(es)

by which aggregates form or the aggregation mechanism(s) influence the aggregate size

distribution, concentration, and structure, all of which may potentially impact drug

potency and safety. A deeper understanding of the aggregation process may foster

strategies to predict and control aggregation.

Thermally induced aggregation of anti-streptavidin immunoglobulin gamma-

1 (AS-IgG1), a monoclonal antibody, is first mapped over a range of pH and NaCl

concentration typical in formulated protein products. Aggregation mechanisms are

influenced by low-concentration anions, such as acetate and citrate that are common

buffer species. The relationships among monomeric protein-protein interactions, ag-

gregate morphology, and aggregation mechanisms are explored. Colloidal interactions

(i.e. potential of mean force) arguments are discussed in terms of AS-IgG1 aggrega-

tion mechanisms. Static light scattering and observed aggregation mechanisms sug-

gest a citrate/acetate specific-ion-effect that cannot be explained with simplified col-

loidal interactions. The Kirkwood-Buff integral for protein-protein interactions semi-

quantitatively predicts how changes in solution conditions change aggregation mecha-

nisms, and may offer a practical tool to capture specific ion effects.

xviii



IgG1 aggregation rates are strongly affected by solution pH, ionic strength, and

counter-ion species. Additionally, the rates are highly temperature dependent. For

example, an increase of 5◦C often increases aggregation rates multiple orders of mag-

nitude. As such, it is challenging to compare aggregation rates across a broad range

of solution conditions and temperatures. A Parallel Temperature Initial Rates (PTIR)

device and method are introduced to accurately and efficiently determine liquid-state

degradation rates. IgG1 aggregation rates determined using PTIR compare well to the

traditional isothermal approach. The PTIR method has the advantage of being more

sample sparing and providing temperature dependent rates with more statistical cer-

tainty. Thermal unfolding and aggregation rates of AS-IgG1 were determined across

multiple pH values and NaCl concentrations using differential scanning calorimetry

(DSC) or PTIR. AS-IgG1 aggregation rate coefficients partially collapse to a common

profile upon rescaling the incubation temperature by the midpoint unfolding temper-

ature (Tm) determined via DSC. However, the effective activation energies (Ea) de-

pend on solution pH, NaCl concentration, and citrate/acetate buffer species. Acetate

vs. citrate specific-ion-effects manifest themselves in Tm and Ea values. The roles

of protein-protein interactions and protein unfolding are discussed in the context of

AS-IgG1 aggregation.

Osmolytes, such as sucrose, trehalose, and sorbitol, are commonly added to

protein solutions to prevent unfolding and aggregation. These additive molecules are

thought to compete with water for interactions with proteins resulting in so-called

preferential interactions with proteins that can increase or decrease the chemical po-

tential of proteins. However, direct measurements of protein preferential interactions

remain challenging. AS-IgG1 protein-water and protein-osmolyte interactions are de-

termined using precise density measurements of AS-IgG1 with aqueous solutions of

sucrose, trehalose, sorbitol, and PEG (Mn =6,000 g/mol). AS-IgG1 with sucrose

and PEG show preferential interactions that depend on osmolyte concentration, which

contradicts conventional wisdom for how these molecules interact with proteins in so-

lution. Preferential interactions are compared to protein thermal unfolding using DSC.
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AS-IgG1 Tm values increase linearly as a function of sucrose, trehalose, and sorbitol

concentrations, and decrease linearly as a function of PEG concentration. Results are

compared to available models based on protein solvent exposed surface area (ASA) and

discussed in terms of the classical preferential interaction theory.

mAb formulations require intermediate to high protein concentrations due to

dosing requirements of intravenous administration or subcutaneous injections. El-

evated concentrations may promote non-ideal protein-protein and protein-osmolyte

interactions. The framework for AS-IgG1 aggregation developed in earlier sections

under dilute protein concentrations is extended to AS-IgG1 at 30 mg/mL in deuter-

ated water (D2O) and in the presence and absence of 0.15 M (∼5 w/w %) sucrose.

Protein structural techniques are monitored with circular dichroism, second derivative

UV absorbance, and Raman spectroscopy. Results are compared to the aggregate mor-

phology, which is monitored with size exclusion chromatography with in-line laser light

scattering, dynamic light scattering, and small angle neutron scattering (SANS).

Structural changes suggest the nucleation-dominated mechanism (at low pD

and ionic strength) has significantly larger structural perturbations, as observed in the

disulfide bond conformation, secondary structure, and tyrosine and tryptophan envi-

ronments. The addition of 0.15 M sucrose decreases aggregation rates, particularly

for the nucleation dominated mechanism, but does not alter aggregation mechanisms.

AS-IgG1 monomer SANS structure factor (S(Q)) remains unchanged with the addition

of sucrose, suggesting sucrose does not alter protein-protein interactions. Aggregate

morphology is monitored with SANS, and the Kratky plot analysis shows a unique scat-

tering profile for each mechanism regardless of the presence of sucrose. These results

are consistent with the current framework that suggests protein-protein interactions

mediate aggregation mechanisms. Overall, results in this dissertation illustrate the ef-

fect of protein-protein, protein-osmolyte, and protein-water interactions on the protein

stability and aggregation behavior of AS-IgG1. Many tools and approaches utilized in

this dissertation can be applied to degradation processes of other soft matter systems.
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Chapter 1

INTRODUCTION

1.1 Motivation

Monoclonal antibodies (mAbs) are one of the fastest growing class of therapeu-

tic proteins in the pharmaceutical industry [7]. Currently, 39 marketed monoclonal

antibodies have been approved in the US or EU [8]. In 2013, mAbs grossed over $75

billion globally [7]. These large labile proteins are often of commercial interest due

to their long half-lives in-vivo and their affinity and specificity for targeted antigens

[9]. Monoclonal antibodies are versatile; different classes can be utilized to elicit B-cell

recognition or cell apoptosis, induce signal transduction or downregulate certain path-

ways [10]. Over the past three decades, the development of mAbs has lead to a number

of treatments for previously unmet needs, including therapies for many cancers and

auto-immune diseases [11].

Among protein-based therapeutics, mAbs are biological in nature and endoge-

nous if created from humanized cell lines. However, mAbs and other protein-based

therapeutics may have potential immunogenicity associated with treatment. This side-

effect may occur when a patient’s immune system mounts a response against the ther-

apeutic protein. Often it is difficult to assess if and when immunogenicity will occur as

the anti-drug immune response depends on patient physiology, use of concurrent med-

ications, and length of treatment, among other factors [12, 13, 14]. Immunogenicity

is also influenced by drug product quality attributes such as the presence of foreign

impurities, final formulation, heterogeneous patterns of glycosylation, and the pres-

ence of non-native protein aggregates [12]. Here, and throughout this dissertation, a

non-native aggregate is defined as an irreversible collection of protein monomers.
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Regulatory agencies require a protein’s critical quality attribute (CQA) to be

extensively investigated before market approval [15]. CQAs may include aggregation,

deamidation, fragmentation, oxidation or other degradation pathways [16]. Typically

the protein is degraded using different stresses, such as agitation, heating, or exposure

to UV light, and the resulting structure and morphology is investigated [16, 17]. In

particular, aggregates with similar structure or repeating epitopes to the therapeuti-

cally active protein may have an increased immunogenic risk associated with treatment

[18, 19]. In this case, future treatments will be ineffective and potentially jeopardize

patient safety.

The aggregate size, concentration, and structure have been linked to immuno-

genicity [12]. Unfortunately, at least some level of aggregation is ubiquitous during

manufacturing of protein-based therapeutics [20]. During the expression of mAbs in

cell culture, aggregates may form before the protein is fully folded, as mAbs and many

other proteins require chaperone proteins to properly fold [21]. During protein pu-

rification, low pH conditions are required for viral deactivation which may decrease

protein stability and allow the protein to partially or fully unfold near room tempera-

ture. Often unfolding exposes buried hydrophobic patches, which may potentially be

aggregation prone. During chromatographic purification, protein concentrations may

reach 100 mg/mL or higher locally within the media pores. High protein concentra-

tions and the presence of high salt concentrations (∼2 M) typically in used in wash

buffers may promote protein self-associations and later lead to irreversible aggregates.

The final formulation, which includes the choice of pH, buffer, and any osmolytes

(added macromolecules), may affect product shelf-life. During the fill-finish process,

silicone oils used as lubricants in syringes or the process equipment may contaminate

the drug product. Even the quality of the glass vials may promote protein adsorption

and potentially lead to unfolding at the glass-liquid interface [22, 23, 24]. As there

is no accepted or predetermined safe threshold of aggregate size and concentration in

solution, minimizing and controlling aggregation is necessary for the development of

protein-based therapeutics.
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Controlling protein aggregation is challenging as the aggregate state(s) are ex-

pected to be lower in free energy compared to the native protein. The native monomeric

protein may exist in a local free energy minimum. However, chemical, thermal, or me-

chanical stresses during manufacturing can increase partially unfolded states. Partially

or fully unfolded proteins often have hydrophobic patches or “hotspots” that promote

aggregation and potentially lead to the formation of strong intermolecular β-sheets.

Thermodynamics dictate the free energy of unfolding and are strongly determined by

the primary sequence of proteins. Solution conditions, such as pH, salt, buffer, and

the addition of osmolytes, may also shift the protein chemical potential. However,

thermodynamics alone may not offer strategies to eliminate aggregation, and therefore

it is important to control the kinetics of aggregation [21].

Aggregation mechanisms directly affect the aggregate size, concentration, and

resulting secondary and tertiary structure. Mass-action kinetic models have shown the

aggregate size and concentration are not independent quantities [25, 26]. Combining

mass-action models with scattering and monomer loss measurements has been shown

to be a useful tool. Currently, a priori predictions of aggregation mechanisms and

resulting aggregate sizes and concentrations have been an outstanding challenge. For

a given protein, changes in the solution pH, salt concentration, buffer, or the addition

of other osmolytes often mediate aggregation mechanisms [1, 27].

Often protein stability is thought to involve both protein-protein interactions

and conformational stability, but the balance between these two factors remains unclear

[28]. In the case of conformational stability, the free energy of unfolding is often not

experimentally accessible for mAbs and many proteins. If unfolding is irreversible

and/or aggregation occurs during the unfolding transition, the thermodynamic analysis

may not be applicable as discussed previously [29]. Many studies have focused on

interpreting protein unfolding with aggregation and have allowed one to draw at least

semi-quantitative conclusions about relative increases in stability [30, 29].

On the other hand, protein-protein interactions or protein charge measurements
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are accessible for the folded state, but often measurements are limited to lower tem-

peratures to avoid aggregation. However, the interactions between partially or fully

unfolded proteins are arguably the relevant parameter in the non-native aggregation

process. It remains unclear if these surrogate biophysical parameters correlate or may

be predictive of aggregation behavior. Many studies have pointed to the importance of

conformational stability but it remains unclear what role protein-protein interactions

play in aggregation [28].

It is challenging to accurately quantify mAb aggregation rates across various

formulation parameters, such as pH, salt concentration, buffers, or other osmolytes.

Aggregation is a temperature sensitive degradation process and an increase of even a

few degrees Celsius may increase aggregation rates by at least an order of magnitude

[31]. As such, comparing aggregation rates and behavior across multiple formulations

is challenging. Temperature scanning based methods such as differential scanning

calorimetry offer approaches to probe the relative stability of many formulations and or

drug candidates. However, these techniques do not offer a practical means to accurately

quantify aggregation rates. Currently, international guidelines for drug stability may

require at most three stability temperatures at 5, 25, and 40 ◦C for assessing product

storage and shelf-life [32]. Stability testing at these temperatures may require 6-18

months for mAbs and other proteins. Often, stability testing is continually in progress

and shelf life is assessed as data is processed. Robust strategies are needed to collect

many more temperature dependent rates and over a larger temperature and time range

with the goal of predicting long-term stability. These strategies may enhance the

“developability” of new drug candidates thereby increase the speed of new therapies

to patients [33].

As mentioned above, surrogates for protein conformational stability and protein-

protein interactions are used to guide formulations. Aggregation are often monitored

with spectroscopic techniques (e.g. circular dichroism, infared, or Raman) and aggre-

gate sizing techniques (e.g scattering, microscopy, or micro-flow imaging). However,
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aggregation rates based on monomer loss measured with chromatography based meth-

ods are considered a gold standard of stability testing for regulatory filings. Despite

growing interest in developing techniques to monitor aggregation, particularly at high

protein concentration, it remains unclear if spectroscopic or particle sizing techniques

will correlate quantitatively with monomer loss rates [34].

1.2 Objectives

This dissertation addresses many of the current challenges mentioned above

using a therapeutically relevant protein provided by Amgen, anti-streptavidin im-

munoglobulin gamma-1 (AS-IgG1). This dissertation is meant to extend the current

understanding of mAb aggregation. A range of techniques are utilized in this disser-

tation and offer insights into the measurement capabilities and the advantages and

disadvantages associated with them.
Specifically, the objectives of this dissertation are to

1. Investigate the relationships among AS-IgG1 protein-protein interactions, aggre-
gation mechanisms, and aggregate morphology. Provide insights into molecular
level interactions and offer strategies to predict aggregation behavior.

2. Develop a strategy to accurately and efficiently determine aggregation rates. Ex-
amine the balance of conformational stability and protein-protein interactions
on protein stability. Provide a proof of concept method to measure formula-
tion dependent aggregation rates over many orders of magnitude with the aim of
applications in an industrial setting.

3. Investigate the influence of protein-osmolyte and protein-water interactions on
protein stability. More specifically, examine the ability of protein interactions to
predict protein stability. Evaluate a priori and semi-quantitative approaches to
predict protein stability in the presence of osmolytes and offer insights to improve
predictions.

4. Examine if newly developed hypotheses of AS-IgG1 aggregation hold for a new
formulation, which includes elevated protein concentration (30 mg/mL), the pres-
ence and absence of sucrose, and heavy water (D2O). Specifically, evaluate if semi-
quantitative trends in aggregation mechanisms and osmolyte behaviors hold at
elevated protein concentration and in a deuterated solvent. Compare how IgG1
structure and morphology changes for different aggregation mechanisms. Addi-
tionally, investigate the effect of sucrose on the aggregation mechanisms and rates
and resulting aggregate morphology and structure.
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Figure 1.1: Schematic of a non-native protein aggregation mechanism

1.3 Non-native aggregation

Aggregation is a multi-step process by which a folded native protein irreversibly

incorporates into an aggregate. A schematic for a possible aggregation pathway is

presented in Figure 1.1. Starting with a folded IgG, depicted as a blue tripod, the

monomer undergoes an unfolding transition of one or more domain(s). Following un-

folding, IgG monomers may self-associate with neighboring molecule(s). In Fig. 1.1,

the blue dotted line around IgG molecules in the association step denotes the range

of the screening length. The Debye-Hückel screening length is a function of the ionic

strength and the effective range of electrostatic interactions felt by neighboring protein

molecules [35]. The black line surrounding an IgG molecule in the association step

represents an effective hydrodynamic diameter of each molecule. The plus signs on

the IgG molecules represent the effective charge on the protein surface (while there

may be patches of positive and negative charged areas). The protein net charge and

range of electrostatic interactions mediate the energy barrier for two or more protein

molecules to associate. In the nucleation step, mAb monomers putatively rearrange

6



to form an irreversible nucleus. The red ribbons connecting monomers within the ag-

gregates denote the irreversible “locked in” structural change, which may potentially

be intermolecular β-sheet. Given a particular set of solution conditions (i.e. pH and

or NaCl concentration), the aggregation may stop at this nucleus size or grow through

monomer-addition to form larger chain-like aggregates [1, 36]. In this step, another

partially unfolded IgG monomer adds directly to the aggregate. Depending on solution

conditions, aggregates may also coalesce with one another. As aggregates grow larger,

they may remain soluble or phase separate [37] .

1.3.1 Rate determining steps for non-native aggregation

Any of the steps in Figure 1.1 has the potential to be a rate determining step

(RDS). Weiss et al. summarized the parameters for each possible RDS [38]. Pre-

equilibrated steps in the reaction mechanism add additional terms in the rate expres-

sion. For the simplest case of unfolding being the RDS, unfolded monomers will be

directly converted to aggregates. The rate coefficient for folding and unfolding will be

the key parameter governing aggregation kinetics. However, if self-association is the

RDS, then unfolding will be pre-equilibrated and the rate coefficient for dimerization

would determine the aggregation rates. This case resembles polymerization reactions

in which an initiator (such as a free radical) starts the reaction, and the polymer usu-

ally grows to very large lengths. Finally, if nucleation is the RDS, the aggregation

rate will include a timescale for rearrangement process to lock in the final aggregate

conformation. For protein aggregation, the resulting intermolecular structure forms

during the rearrangement process. Schmit provided a statistical mechanical approach

for amyloid fibrillization found in tau aggregation and incorporated the equations into

a kinetic model for aggregation [39, 40]. However, for many proteins, the intermolec-

ular contacts within the aggregate and the process by which the structure forms are

difficult to measure experimentally for a variety of reasons [41].
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1.4 Aggregation mechanisms

Previous work with a model globular protein, α-chymotrypsinogen (aCgn) [42],

and other proteins [43, 1, 44] has shown that if the incubation temperature is more

than a few degrees Celsius below the melting temperature for protein unfolding, the

RDS are almost invariably the nucleation and growth steps. Interestingly, the ratio

of rate coefficients (or inverse timescales) for nucleation and growth determine the

size and concentration of aggregates. Often the timescale for nucleation is orders of

magnitude larger compared to growth and the aggregates grow to sizes consisting of

10-100 monomers [45, 27]. In this case, aggregation predominantly follows growth by

monomer addition or chain-polymerization (CP). Surprisingly, prior work has shown

for IgG aggregation at low pH (e.g. pH 4) and low ionic strength, aggregates effectively

stopped growing past dimer and trimer sizes and the mechanism was categorized as

nucleation-dominated (ND)[36, 1]. However, depending on solution conditions, once

the aggregate population reaches a sufficiently high concentration, or the monomer pool

is sufficiently depleted, aggregate coalescence or association polymerization (AP) may

predominate. Once this growth mechanism predominates, large (1000+ monomers per

aggregate) may remain soluble or phase separate (PS) and become visible particles.

1.5 Modeling aggregation kinetics

Mathematical models offer a useful tool to gain insight into the aggregation

process. A given aggregate stoichiometry, which consists of a particular number of

monomers, can be written in terms of mass-action kinetic equations. Integrating these

equations results in the time-dependent concentration of each aggregate stoichiome-

try. This population balance approach was first introduced by Smoluchowski in 1916

and has been used extensively in colloidal systems [46, 47]. Typically, the population

balance approach utilizes an experimental data set, which may consist of monomer

fraction remaining, the molecular weight and or particle size from laser light scattering

and time points over which the data were collected. A non-linear regression simultane-

ously integrates differential equations and fits the model parameters to experimental
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data. Historically, population balance approaches have not accounted for steps such

as unfolding, and most published models are not consistent with the long timescales

involved with experimental aggregation rates for therapeutic proteins[48].

1.5.1 Colloidal aggregation

Traditionally, colloidal aggregation involved the stability of colloidal suspension,

such as polystyrene beads in water. The aggregation rate and resulting particle mor-

phology would be a function of the monomer size, functionalized surface, and solution

pH and ionic strength. Derjaguin-Landau-Verwey-Overbeek (DLVO) theory provides

the general framework for the intermolecular interactions relevant for colloidal stabil-

ity [49]. Given a combination of short-range attractions and long-range repulsions,

the aggregation rate and size can be reasonably well predicted [49]. Diffusion limited

aggregation is the simplest colloidal aggregation model. The rate coefficients for aggre-

gate stoichiometries are determined by the collision rate of particles and are inversely

proportional to particles sizes. Colloidal aggregation may also follow reaction limited

aggregation. This model introduces a probability that collisions result in a sticking

event [50].

For particle systems with intermolecular interactions there may be an energy

barrier for two particles approaching each other. For spherical, homogeneous colloidal

particles, the energy barrier is well described using the DLVO potential of mean force.

However, DLVO colloidal interactions are only valid when the particle size is much

larger than solvent and ion molecules. Colloidal interactions treat the solvent as a

continuous dielectric medium and salt ions as point charges. As the length scales of

colloidal particles (e.g proteins) decrease, these simplifications become less accurate.

Interestingly, the aggregate particles exhibit mass to size scaling or fractal dimension

which depends on the growth process. For DLCA, the fractal dimension is ∼1.86, while

for RLCA the value is ∼2.1 [51].

A population balance approach was used to study IgG aggregation at tempera-

tures near or above midpoint temperatures for unfolding [47, 48], where a large fraction
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of protein molecules are unfolded and colloidal aggregation may be expected. Even un-

der these extreme conditions, the fitted parameters for the aggregation energy barrier

were very large compared to values one would expect based on DLVO theory [48].

However, one may anticipate that colloidal models would fail to capture aggregation

events that are more complex than collide-and-stick events that are assumed in such

models. Many studies have shown aggregates may form intermoleculer β-sheets and

rearrange after initial associations to “lock in” a final structure [52]. However, it is

interesting to consider the applicability and limitations of simple colloidal models in

context of protein aggregation.

1.5.2 Lumry-eyring nucleation polymerization (LENP) model

The Lumry-Eyring nucleation polymerization (LENP) model has been applied

to a range of different proteins that undergo aggregation [53, 45, 43, 54]. One main

difference between LENP and colloidal models is the treatment of “reactive” monomer

species, which for the case of proteins requires an unfolding event. Additionally, the

model treats aggregate growth as a separate process from coalescence. The first gen-

eration LENP model used monomer loss kinetics along with the light scattering total

molecular weight to fit parameters for nucleation and growth [53]. The subsequent

LENP model accounted for aggregate coalescence and recast the full set of differential

equations into differential equations for the moments of the aggregate size distribution

[26]. Interestingly, analysis using second generation LENP found that multiple possible

models for the coalescence process will fit the data equally well [26, 27]. Therefore,

additional information regarding the aggregates size distribution is needed to draw

conclusions about coalescence processes.

1.6 Factors affecting protein aggregation

Most mAb therapeutics are formulated in the liquid state as they are admin-

istered to patients intravenously or through subcutaneous injections. Recent mAb

products do not need to be lyophilized to attain sufficient stability at refrigerated
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conditions. The solution conditions, such as pH, ionic strength, and the addition of

osmolytes (e.g. salts, sugars, surfactants, or complex stabilizers) all have the potential

to affect aggregation behavior. Each factor may affect multiple steps in the aggregation

process and in a different manner. While the protein primary sequence dictates the

final three dimensional structure of the fold protein, often a drug candidate sequence

is determined prior to formulation. Therefore, the solution conditions and added os-

molytes are the key factors one has the freedom to alter to maximize the stability of

protein drug products. The following subsections provide an overview of typical fac-

tor affecting protein aggregation. Additionally, the factors below are organized from

largest to smallest effects on protein stability.

1.6.1 Solution pH

The solution pH is arguably the most significant factor affecting protein stability,

from the perspective of solution parameters that can easily be adjusted. For a given

protein sequence and structure, the pH dictates the net charge on the protein surface,

which is a combination of positively charged (arginine, lysine, histidine) and negatively

charged (aspartic acid, glutamic acid) residues. Given the solution pH, a protein’s raw

net charge can be calculated from the number of charged residues and the pKa for each

of the titratable side groups. Additionally, the local environment around each titratable

residue may shift the pKa [55]. The raw charge calculation is based on the primary

sequence and is a reasonable estimate of protein net charge for globular proteins [56].

However, for IgGs, the calculated raw charge usually overestimates the measured net

charge [36, 57].

As the solution pH moves closer to the isoelectric point (pI) of protein, the

free energy of unfolding and midpoint temperature of unfolding often increase. For

IgGs, the pH has been shown to affect the stability of different regions of the IgG

molecule differently. For example, differential scanning calorimetry revealed that one

domain in the fragment crystallizable (Fc) region is often significantly more affected

by pH than the fragment antigen-binding (Fab). As the pH moves away from the

11



pI, the protein becomes more charged, which increase the electrostatic protein-protein

interactions. The protein solubility is also partly determined by the surface area that

contains charged amino acids, as more patches of charged surface promote hydrogen

bonding with water molecules. Prior work has hypothesized that if aggregates grow

sufficiently large, phase separation may readily occur and a phase boundary exists for

aggregates in solution [37]. This work showed that titrating aggregate solutions from

pH 4 to 6 or increasing the ionic strength with a chaotropic salts led to precipitated

aggregates. Interestingly, when solutions were titrated back to low pH or diluted with

buffer aggregates became soluble.

1.6.2 Salts

The solution ionic strength is a significant factor in aggregation. Salts and other

osmolytes are added to formulations to maintain an isotonic concentration and thereby

prevent hyper(hypo)tonicity [58]. Typically 200-300 mM of osmolytes is added, but

this value depends on the site and route of administration. Ions in solution create a

double layer around the charged protein surface, effectively shielding electrostatic forces

felt by neighboring proteins. The Poisson-Boltzmann equation (PBE) allows one to

describe the spatial dependence of the electrostatic potential around a protein [35]. The

characteristic length-scale for the linearized PBE is the Debye-Hückel screening length,

which gives a numerical measure of the effective distance the double layer extends and

the range of electrostatic forces felt by neighboring proteins [35].

Debye-Hückel theory treats all ions equally, but ions have different sizes and

charge, which changes how they are solvated by water molecules [59]. Putatively, this

could lead to different ions being more or less effective at shielding the net charge of

a protein and thereby altering electrostic protein-protein interactions. The Hofmeister

effect was discovered in 1888 and describes the ability of certain ions to “salt in” or

“salt out” proteins [60]. Typically the Hofmeister effect was observed for salt con-

centrations in 0.2-2 M range. Interestingly, anions and cations follow an order from

ions that “salt in”, (chaotropes), to ions that “salt out” (kosmotropes). For many
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decades, the Hofmesiter effect has guided the choice of solution conditions for protein

crystallization and formulation [60, 61]. While the Hofmeister phenomenon has been

observed extensively for over 125 years, the molecular interactions that give rise to the

effect remain controversial. Traditionally, chaotropes (kosmotropes) were thought of as

structure breakers (makers), as they disrupt (stabilize) the structure of water molecules

and lead to increased (decreased) interaction between water and proteins. However,

one may hypothesize that the Hofmesiter effect involves a more direct mechanism.

Ion solvation is thought to disrupt the hydration layer near the protein sur-

face [59]. This hydration layer is thought to be important in protein stability as the

hydrogen bonds between water molecules and the protein surface maintain a protein

conformation. Notably, specific-ion effects have been observed with many proteins and

influence protein unfolding and aggregation rates [61, 62, 63]. Chaotrpic salts have

been observed to more effectively decrease electrostatic repulsive protein-protein in-

teractions and the protein’s net charge [64] . Notably, these effects manifest at low

salt concentration (0-100 mM) and follow the Hofmeister series [65, 66]. However, one

may hypothesize that the specific-ion effect (or Hofmeister effect) may involve a direct

interaction between the protein and ion(s) as these effects manifest themselves at low

salt concentrations and directly affect electrostatic inter-protein interactions and net

protein charge.

1.6.3 Neutral osmolytes

Interactions between proteins, water, and osmolytes mediate changes in protein

stability and phase behavior [67, 68, 69, 70]. Neutral osmoltyes do not increase the

solution ionic strength, which may weaken electrostatic protein-protein interactions

and reduce conformational stability. Notably, chemical denaturants such as urea or

guanidinium are added to measure unfolding transitions and determine the free energy

of unfolding. Similar to the hypothesis regarding the mechanism of the Hofmeister

effect, it was unclear if chemical denaturants interacted directly with the protein or

indirectly through a similar type of water structure mechanism. However, the urea and
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water interaction is nearly ideal [71], and there is a lack of evidence for the structure

breaker hypothesis mentioned above [72, 73].

Other osmolytes, such as sugars are often added to mAb formulations to sta-

bilize proteins. Timasheff and coworkers proposed a mechanism by which sucrose

stabilizes proteins [74]. They hypothesized that as sucrose is added to the solution,

water becomes preferentially accumulated near a protein’s surface while sucrose be-

comes preferentially excluded from the surface [75]. Thermodynamics dictate that

competing protein-water protein-osmolyte interactions alter the chemical potential of

the protein. Timasheff and others proposed that the denatured state of a protein is

expected to have a more extended conformation compared to the folded state. As

such, the preferential exclusion hypothesis is expected to have a larger effect on the

denatured state and increase the chemical potential of the denatured state of the pro-

tein more so than that of the native state. Therefore, osmolyte preferential exclusion

is expected to increase the free energy difference between the native and denatured

states and stabilize the protein [76, 77].

Sugars and other polyhydroxy compounds e.g., sucrose or trehalose are often

observed to increase the unfolding free energy or midpoint unfolding temperature for

proteins in-vitro [74, 78, 79].S Similarly, the addition of sulfate anions or polyethylene

glycol (PEG) is expected to increase the chemical potential of folded proteins, and

this motivates the use of these compounds to promote protein “salting out” or phase

separation [80, 81]. Historically, protein solubility data in PEG or sulfate protein

and has been used to predict protein solubility in the absence of such solutes [81,

82, 83]. The underlying basis for these effects is often summarized in terms of the

preferential interactions framework that was a major focus of the seminal work of

Timasheff, Schellman, and others [74, 84, 85, 86, 87, 88, 89].

In a slightly different context, sugars are also added (in relatively large amounts)

during lyophilization or freeze-drying to stabilize proteins [90, 91, 92]. At these high

sugar concentrations, sugar molecules are thought to replace water molecules near a

protein’s surface, thereby preventing protein unfolding. However, this water-replacement
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theory appears paradoxical to the above mentioned preferential exclusion of sugars.

Trehalose, sucrose, glycerol, and sorbitol are commonly added in stabilizing proteins.

In particular, the larger sugar molecules (trehalose and sucrose) are thought to have

enhanced stabilizing effects due to excluded volume [84] at lower sugar concentrations

and due to the water replacement mechanism at higher concentrations. This apparent

discrepancy between protein preferential interactions has not been reconciled [93, 78].

1.6.4 Other osmolytes

Additionally, surfactants and amino acids (e.g. proline, arginine, or glycine) are

often added to stabilize protein formulations. Many formulations contain some level

of surfactants as these molecules are known to migrate towards hydrophobic interfaces

and potentially reduce protein adsorption and unfolding at solid-liquid and air-liquid

interfaces. Sufactants have been effective in reducing aggregation during freeze-thaw

cycles (ice-liquid interface) [94] and in the presence of silicone oil microdoplets (oil-

liquid interace) [23]. Additionally, surfactants stabilize proteins during agitation (air-

liquid). However, prior work has shown some surfactants decrease while others increase

stability when the protein is exposed to thermal or light stresses [95].

Arginine is a charged amino acid commonly added to protein formulations. How-

ever, this amino acid has mixed stability effects as it also been shown to destabilize the

protein under certain conditions [91]. Arginine is thought to preferentially accumu-

late near hydrophobic patches on protein surfaces and thereby reduce self-associations

[96, 97]. As such, the addition of arginine may reduce aggregation and solution vis-

cosity if at high protein concentrations. However, arginine is a charged amino acid

and increases the ionic strength of an aqueous solution. Therefore, at pH values far

from the pI where the protein has a larger net charge, arginine will also have a positive

charge. Often is it reported that arginine may reduce increased solution viscosity at

pH values closer to the protein’s pI [96, 97]. Many other osmolytes have been added to

formulations, and may stabilize or destabilize proteins, and often these effects depend
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on the specific protein and potentially other formulation parameters. For a detailed

review consult the following references [98, 99]

1.7 Predicting aggregation

In the biopharmaceutical industry, often the optimal formulation for protein sta-

bility is determined using intermediate to high throughput biophysical measurements

to screen across pH, salt, and osmolytes [100, 101, 102]. However, considering all pos-

sible combinations of factors is impractical from an industrial or academic perspective.

Often, heuristics guide the choice of solution pH, ionic strength, and the addition of

osmolytes when screening formulations.

Predicting protein aggregation rates has been a longstanding challenge. Cur-

rently there are limited tools to determine aggregation rates or mechanisms a priori.

Aggregation prediction calculators offer one tool to predict aggregation propensity

from a protein’s primary sequence. Protein aggregation studies utilizing site directed

mutagenesis may find aggregation propensity calculators useful for comparing relative

stability among point mutations with a given protein [103, 104]. However, these calcu-

lators often provide limited insight into how “aggregation propensity” alters aggrega-

tion mechanisms and rates. Also it often does not effectively predict how “aggregation

propensity” will change with solution pH, ionic strength, and the addition of osmolytes.

Often more practical approaches utilize biophysical techniques that may po-

tentially correlate with aggregation rates and mechanisms. However, characterization

techniques only offer surrogates for relevant factors as mentioned above [38]. Often

midpoint temperatures of unfolding from differential scanning calorimetry correlate

well with relative stability of formulations at elevated temperatures [1, 27]. However,

scanning-based techniques lack the ability to predict lower temperature aggregation

rates. One such method highlighted here is Temperature Scanning Monomer Loss

(TSML) [31]. It is a temperature scanning method developed to efficiently deter-

mine temperature dependent rates and potentially predict longer time aggregation

rates. However, aggregation rates measured using scanning method may be scanrate
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dependent. Isothermal incubations remain the industry standard, though only three

temperatures are required for regulatory filing and product shelf life.

Predicting aggregation rates at refrigerated, room temperature, or even 40 ◦C,

has been a long-standing challenge in the biopharmaceutical industry. Often the factors

affecting aggregation may influence multiple steps in the aggregation mechanism at

once and lead to highly non-linear changes in aggregation rates. Often a 5 ◦C increase

in temperature can increase aggregation rates multiple orders of magnitude.

1.7.1 Non-arrhenius behavior

Aggregation rates are challenging to predict at low temperature as they often

exhibit non-Arrhenius behavior in 4-80◦C temperate window [31]. Aggregation rates

at lower temperatures (25-40◦C) are often much higher than rates extraploated from

higher temperatures [105]. Some non-Arrhenius behavior may be expected if one con-

siders protein unfolding thermodynamics. The free energy of unfolding is expected

to be temperature dependent as previously discussed [106]. Particularly, differences

between the temperature dependent heat capacity of the native and unfolded state

contribute to temperature dependent rates [106]. However, these differences between

the fold/unfolded heat capacity are difficult to accurately measure and for mAbs does

not account for highly non-Arrhenius behavior observed across many proteins and for-

mulation conditions.

It difficult to measure temperature-dependent aggregation rates from acceler-

ated conditions to refrigerated temperatures over a relatively short temperature win-

dow. Other degradation mechanism, such as fragmentation have been shown to occur

at intermediate temperatures [107] (30-50 ◦). At these temperatures fragmentation

rates are often faster than aggregation rates, but at lower temperatures aggregation

rates become faster again. At room temperature and refrigerated conditions, aggre-

gation may not follow a non-native pathway. Prior work has suggested that IgG1 at

high protein concentrations and under refrigerated conditions may aggregate through

the formation of reversible native dimers [80]. If this is the case, the non-native and
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native mechanisms may have different pathways and intermediate states, which may

help explain non-Arrhenius behavior.

1.8 Anti-streptavidin IgG1

1.8.1 IgG1 structure

This dissertation investigates the aggregation behavior of anti-streptavidin im-

munoglobulin gamma-1 (AS-IgG1) monoclonal antibody provided by Amgen. Gamma

denotes the family of heavy chains and one denotes the subclass. IgG1 is the most

common antibody, however other subclasses or families can be found in in-vivo. Figure

1.2 shows the structure of IgG1 from a space-filled model (A) and block diagram (B).

In panel A of Fig. 1.2, positive charged amino acids are colored in red, while negatively

charged amino aicds are shown in blue. The net charge will be positive in conditions

explored in this work as the solution pH is always below the pI for this IgG1. However,

as mentioned above the IgG1 net charge will be a function of pH.

Figure 1.2: IgG1 structure from (A) a front view and (B) in a block diagram. Arginine,

lysine, and histidine amino acids are colored in red and aspartic acid and glutamic acid

are colored blue.

Panel B of Figure 1.2 illustrates the regions and domains of IgG1. The protein

is comprised of a fragment crystallizable (Fc) region and two fragment antigen-binding
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(Fab) regions. The Fc region includes the constant heavy chain (CH) 2 and 3, while the

Fab includes the CH1 domain, variable light (VL), and variable heavy (VH) chains. The

variable chains of the Fab contain three complementary-determining regions (CDRs),

which are depicted as light red loops in Fig. 1.2-B. CDRs regions is responsible for

the strong and specific antigen binding. The sequence and structure the IgG is highly

conserved within a subclass, which enables new IgG molecules to be created by grafting

different CDR loops [108].

The heavy chains and light chains are held together by disulfide bonds, which

are shown as dashed lines in Fig. 1.2-B. Additionally, the two heavy chains are held

together by disulide bonds in the hinge region of the molecule. IgGs are unique in that

this region is flexible and may contribute to non-ideal behavior and interactions of these

macromolecules[109]. Fig. 1.2-B also depicts the glycosylation of the IgG1 as smaller

light gray chains attached to the CH2 domain. Typically IgGs include glycans attached

to an asparagine residue in the CH2 domain. Glycosylation is a post-translational mod-

ification. Deglycosylated mAbs have been shown to lower thermal unfolding transitions

and increased aggregation [110]. In addition, the glycan profile may affect therapeutic

efficacy as well as influence pharmacodynamics and pharmacokinetics in patients [111].

1.8.2 Prior work with AS-IgG1

AS-IgG1 has a molecular weight of 142.2 kDa and pI of ∼9. A number of studies

have investigated the behavior of this same molecule with different stresses. Notably,

under acidic conditions (pH≤4), AS-IgG1 has been shown to unfold through the CH2

domain, which has a midpoint temperature of unfolding near room temperature [112].

Kim et al. investigated the aggregation behavior of AS-IgG1 in bulk solution with

NaCl concentrations of 0-500 mM NaCl and pH range of 4-6 with 5 mM citrate buffer

[1]. Again, at acidic conditions, differential scanning calorimetry showed the CH2 do-

main unfolded at temperature significantly below Fab or CH3 domain and mediated

aggregation at low pH. In another study, Franey et al. compared AS-IgG1 to AS-IgG2

and concluded IgG1 subclass exhibited increased stability, which was primarily due to
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reduced free thiols [113]. Additionally, the surface-mediated aggregation behavior of

AS-IgG1 was investigated by Carpenter and coworkers, which showed pH and NaCl

mediated agitation induced aggregation, and the addition of a surfactant dramati-

cally decrease aggregation. Another study found AS-IgG1 preferred to adsorbed very

strongly to a hydrophobic surface in a flat orientation [114]. Prior work has investigated

AS-IgG1 with many different stresses and formulations. However, the motivation of

the current work is not only to add to existing body of work, but provide a systematic

approach to understand AS-IgG1 under thermal stress.

1.9 Organization of the dissertation

This dissertation provides a mechanistic understanding of how pH, salt, buffer,

and osmolytes affect AS-IgG1 aggregation. The current work offers semi-quantitative

tools to predict protein stability and aggregation behavior. The intent of this disserta-

tion is to offer insights into the role of protein-protein and protein-osmolyte interactions

involved in the aggregation process. Providing these tools may help guide predictions

of protein behavior.

Chapter 2 investigates the relationship among protein-protein interactions, ag-

gregation mechanism and resulting aggregate morphology. In particular, this work ex-

plores specific-ion-effects between AS-IgG1 and the citrate or acetate anions. Colloidal

interactions are discussed in the context of protein-protein interactions and aggrega-

tion. The aggregate morphology is explored in terms of the aggregate mass to size

ratio and small angle scattering profiles. We offer a semi-quantitative tool to predict

aggregation mechanisms from protein-protein interactions.

Chapter 3 exhibits the development of the Parallel Temperatures Initial Rate

device and method, which accurately and efficiently determines aggregation rates. Re-

sults highlight the influence of solution pH, NaCl concentration, and buffer species on

protein stability. We provide insights into the balance between protein-protein inter-

actions and conformational stability. The PTIR device and method enable others to

study different polymer or protein-based systems and degradation processes.
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Chapter 4 determines AS-IgG1 protein-osmolyte and protein-water interactions

using densimetry. Here we explore AS-IgG1 preferential interactions with sucrose, tre-

halose, sorbitol and PEG. Kirkwood-Buff analysis provides a model-free approach to

explore preferential interactions of osmolytes and water. These preferential interactions

are directly related to AS-IgG1 native state chemical potential. Results are compared

to available models, which predict preferential interactions based on AS-IgG1 solvent

exposed surface area. AS-IgG1 thermal unfolding with differential scanning calorime-

try is compared to preferential interaction models. We discuss classical preferential

interaction theories in the context of current results.

Chapter 5 extends AS-IgG1 aggregation to elevated protein concentration, in

the presence of sucrose, and in heavy water (D2O). We evalaute how hypotheses de-

veloped in Chapter 2 and 4 apply to a new formulation. We examine differences in the

aggregate structure and morphology for different aggregation mechanisms using various

orthogonal spectroscopic techniques and evaluate how aggregation changes at higher

protein concentration. Results also explore morphology changes during aggregation.

In particular, in-situ small angle neutron scattering and combined dynamic light scat-

tering with Raman spectroscopy are exhibited with different aggregation mechanisms

and in the presence and absence of sucrose.
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Chapter 2

SPECIFIC-ION EFFECTS ON IGG1 AGGREGATION BEHAVIOR

2.1 Introduction

As discussed in Section 1.7, there are no a priori methods available to predict

protein aggregation mechanisms. The mechanism directly links the aggregate size and

concentration, which may potentially impact immunogenicity. As illustrated in Fig.1.1

the protein aggregation reaction pathway is complex and many possible intermediate

states may exist. Unfortunately, often these intermediates are experimentally inacces-

sible as the concentration of a particular species may be very dilute and their life-times

may be very short [115]. As mentioned in Section 1.3.1, the RDS is important in deter-

mining the mechanism. While an a priori prediction of aggregation mechanisms from

the protein sequence is a lofty goal, engineering based and even semi-quantitatively

based approaches to predict aggregation mechanisms would enable one to strategically

formulate proteins with a limited set of experiments.

Previous work with aCgn [27] and AS-IgG1 [1] showed pH and NaCl concentra-

tion mediated protein aggregation mechanisms. However, it did not consider that the

type of ions in solution might affect the relevant protein-protein interactions and ag-

gregation mechanisms. Specific-ion effects, sometimes referred to as Hofmeister effects

(cf. Section 1.6.2), might be anticipated when considering different options for buffer

components [66], or the choice of added salts [62] to control properties such as viscos-

ity [64, 37]. While measurable Hofmeister effects typically require relatively large salt

concentrations (∼ 0.2-2 M),[60, 116] it was hypothesized in this work that ion-specific

effects may manifest even at low salt conditions that are more typical of therapeutic

protein products [65].
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The present chapter provides a systematic comparison of AS-IgG1 aggregation

mechanisms in sodium acetate and sodium citrate buffers. Parts of this chapter are

reproduced with permission from reference [117], copyright 2015 American Chemical

Society. Citrate and acetate specific-ion effects were characterized via differences and

similarities illustrated in the AS-IgG1 aggregation state diagrams, mass-to-size scaling

behaviors that change with aggregate size, and the net protein-protein interactions and

protein charge (valence). The results also illustrate the potential utility and limitations

of using colloidal models, measured protein-protein interactions and effective surface

charges for monomeric proteins to predict how changes in solution conditions will affect

the dominant aggregation mechanism(s) and resulting aggregate sizes and morphology.

Additionally, Appendix A provides further discussion on protein-protein interactions

using DLS, details regarding AS-IgG1 net charge measurement using electrophoretic

light scattering, and an in-depth investigation of AS-IgG1 in an aggregation resistant

solution condition.

2.2 Materials and methods

2.2.1 Sample preparation

Anti-streptavadin IgG1 solution (98 % monomer) was provided by Amgen at a

concentration of 30 mg/mL. The protein was dialyzed using Spectra/Por 7 tubing (10

kDa MWCO, Spectrum Laboratories, Santa Clara, CA) as previously reported [42] and

filtered after dialysis [1]. The dialysate solutions were prepared with distilled, deionized

water (Milli-Q filtration system, Millipore, Billerica, MA), in either 5 mM sodium

acetate (Fisher Scientific) or 10 mM sodium citrate (Fisher Scientific), with pH adjusted

using NaOH (Fisher Scientific). NaCl (Fisher Scientific) was also added gravimetrically

to stock solutions after dialysis for conditions that included additional NaCl. The

protein concentration was checked after dialysis using UV-Vis absorbance at 280 nm

(Agilent 8453 UV-Vis, Agilent Technologies, Santa Clara, CA) and the IgG1 extinction

coefficient was 1.586 mL/mg cm [1]. All solutions were diluted gravimetrically to

working concentrations for later use.
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2.2.2 Size exclusion chromatography with inline light scattering (SEC-

MALS)

IgG1 samples prepared at 1 mg/mL for a given choice of solution conditions

and were incubated isothermally in hermetically sealed HPLC vials (Waters, Milford,

MA) for specified incubation times. Once removed from the water bath, a given vial

was immediately quenched on ice to rapidly arrest aggregation and was subsequently

held at room temperature (20-23 ◦C) prior to analysis with SEC-MALS. An Agilent

1100 HPLC (Agilent Technologies, Santa Clara, CA) was connected in-line to a Tosoh

TSK-Gel 3000xL size-exclusion-column (Montgomeryville, PA), a Multi-angle-light-

scattering (MALS) DAWN-HELEOS II (Wyatt, Santa Barbara, CA) and a Wyatt

Optilab rEX refractive index detector. Samples were injected with an autosampler,

and the monomer was separated from the aggregate portion with the SEC column. As

the sample eluted from the column, a variable wavelength detector (VWD Agilent tech-

nologies, Santa Clara, CA) measured the protein concentration from the absorbance

at 280 nm.

The sample monomer fraction was determined by integrating chromatograms

as previously reported[42]. Following the VWD, the MALS measured light scattering

intensity and the RI detector measured the differential refractive index. The latter

determined the eluting protein concentration for the monomer and aggregate peaks.

All data were collected using ASTRA software and analyzed as previously reported[27,

43]. The overall or total weight average molecular weight (M tot
w ) of a given sample

across both the monomer and aggregate peaks was calculated using Equation 2.1, as

previously described [118]. Here the molecular weight and concentration of the ith

slice is given by (Mi) and (ci) respectively. The values of M tot
w were also confirmed

to be equal to those obtained from batch MALS, suggesting larger aggregates did not

remain on the SEC column. For aggregates with radius of gyration (Rg) larger than

∼ 15 nm, there was statistically significant angular dependence over the Q range from

light scattering in SEC-MALS and the Rg was determined using the ASTRA software

[119].

24



M tot
w

M0

=

∑n
i=1Mici∑n
i=1 ci

(2.1)

2.2.3 Protein-protein interactions via laser light scattering

Static light scattering was performed using MALS with a Microcuvette accessory

(Wyatt Technologies, Santa Barbara). Calibration was performed with filtered toluene

at 90◦ scattering angle. The scattered intensity showed no angular dependence for IgG1

monomer, as expected because the laser wavelength (658.9 nm) is much larger than

the size of the IgG1 (Rg ∼ 4.7 nm) [120]. The excess Rayleigh ratio was calculated

according to Equation 2.2. Ainst is the configuration-specific constant generated by

the MALS calibration procedure, which is based on the scattering geometry so as to

recover the correct value for the known value of the Rayleigh ratio of toluene for the

laser wavelength (λ) and temperature of interest. V and V0 are the 90◦ scattering

voltages for the sample and buffer respectively. Vlaser and Vdark are incident laser

voltage and its dark offset. n is the refractive index of the solvent. Eq. 2.2 is the based

on a ray-tracing algorithm designed for the Microcuvette Assembly [121].

R90
ex

K
=

Ainst(V − V0)

(Vlaser − Vdark)
n1.983 (2.2)

The Kirkwood Buff integral for protein-protein interactions (G22) was deter-

mined from a plot of excess Rayleigh ratio and protein concentration (see Eq.2.3). K is

the canonical light scattering calibration constant which includes dn/dc (0.186 mL/g

for this IgG1) and the laser wavelength (658.9 nm). Mapp
2 is the apparent molecular

weight and c2 is the protein concentration [122].

R90
ex

K
= Mapp

2 c2 +G22(c2)c2
2 (2.3)

In the limit of low c2 (or more rigorously, when the absolute value of c2G22 is less

then approx. 0.1) one recovers the canonical expression for R90
ex in terms of the second

osmotic virial coefficient (B22)[122]. Under such dilute or weak-interaction conditions,

B22 = −2G22 [122]. At higher protein concentrations or when net protein interactions
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are larger in magnitude, the canonical expression is incorrect and Eq. 2.3 should be

used. For cases where interactions are so large as to cause G22 to change with c2, Eq.

2.3 was used to fit R90
ex/K as a function of c2 with sliding windows of c2 to obtain

G22(c2) [122]. As described elsewhere, this procedure allows one to obtain numerical

values of G22(c2) without needing to assume the mathematical form for G22(c2) [122].

2.2.4 Determination of radius of gyration for small oligomers with SAXS

Aggregates with a radius of gyration larger than approximately 15 nm showed

angular dependence with static light scattering by MALS (see above). For smaller

aggregates, the radius of gyration was determined from the Guinier analysis (Equation

2.4) of small angle x-ray scattering (SAXS) intensity profiles. I(0) is the scattering

intensity in the limit of Q approaching zero, Rg is the radius of gyration, and Q is the

magnitude of the scattering vector defined in Equation 2.5 using constants above and

the scattering angle, θ [119].

I(Q) = I(0)exp(
−(QRg)

2

3
) (2.4)

In Eq. 2.4, SAXS experiments were performed on the Cornell High Energy

Synchrotron Source (CHESS) beamline G2 with a dual Pilatus 100K-S SAXS/WAXS

detector. Samples were oscillated during exposure to minimize radiation damage during

the measurement. The data were reduced and analyzed with BioXTAS RAW software

[123]

Q =
4πn

λ
sin(θ/2) (2.5)

2.2.5 IgG1 aggregate hydrodynamic radius from dynamic light scattering

Dynamic light scattering (DLS) was performed using the WyattQELS accessory

(Wyatt Technologies, Santa Barbara) installed within the HELEOS II instrument, to

analyze aggregated samples at low protein concentrations where structure-factor con-

tributions are minimized. The correlation function was collected by the autocorrelator
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and exported from the ASTRA software. Data were analyzed using non-linear regres-

sion (in Matlab) to fit each correlation function to a cumulant expansion given by Eq.

2.6 [124, 125].

g2(τ) = α + βexp(−Q2D0τ)(1 +
µ2

2
τ 2)2 (2.6)

α is a constant for the short delay-time baseline, β is an instrument specific

constant, D0 is the self diffusion coefficient (when protein concentrations are low), τ is

the decay time, µ2 is the second cumulant and is related to the sample polydispersity

index, and Q is the scattering vector defined above.

The average hydrodynamic radius (Rh) was determined from the Stokes-Einstein

relation, Eq. 2.7, where kb is the Boltzmann constant, T is the absolute temperature,

and η is the solution viscosity.

Rh =
kbT

6πηD0

(2.7)

2.2.6 IgG1 net charge (valence) via electrophoretic light scattering

Electrophoretic mobility was measured with a Malvern Zetasizer Nano ZS (Malvern

Instruments, Malvern, UK) using laser doppler velocimetry (LDV) and phase analysis

light scattering (PALS). IgG1 samples at 10 mg/mL were prepared along with cor-

responding buffers. Folded capillary cells (Malvern Instruments, Part # DTS 1061)

were filled with buffer and 90 microliters of protein sample was pipetted with a gel

electrophoresis tip to the bottom of the cell near the scattering volume. As the IgG1

molecules move in the electric field (E), the scattered light produces a phase shift

as a result of the Doppler effect [126, 127, 128]. Data were collected using the mul-

timodal standard operating procedure in the Zetasizer DTS software. Polyethylene

glycol (PEG) with a molecular weight of 35 kDa was used as an electro-osmotic flow

tracer. PEG 35 kDa was chosen as it is neutral molecule and has a hydrodynamic

radius comparable to that of the IgG1 [129]. The phase shift (φ) as a function of time

(t) was collected for a minimum of four different electric field strengths with IgG1 and
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PEG. Velocity (v) was determined from linear regression of the phase shift plotted

against time, using Eq.2.8[128].

dφ

dt
= Q · v (2.8)

Electrophoretic mobility (µ) and 95 % confidence intervals were determined

from linear regression (in Matlab) of IgG1 velocity defined as (v = vsample − vPEG)

vs. E. Multiple field strengths were used in an attempt to provide more accurate

determinations of v, given that proteins are much smaller than typical colloidal particles

for which the PALS method was originally developed [56]. IgG1 effective charge (Zeff )

was determined from the mobility using Equation 2.9 [56]. D0 is the self-diffusion

coefficient for IgG1 monomer, which is determined from separate DLS measurements

as described above, and e is the charge of an electron. Additional details regarding

electrophoretic mobility measurements are provided in Appendix A.

Zeff = µ
kbT

D0e
(2.9)

2.2.7 Aggregate morphology using small angle neutron scattering (SANS)

Small angle neutron scattering was performed on the NGB 10 m beamline at the

NIST Center for Neutron Research (Gaithersburg, MD). All samples were measured

using three configurations: 1 m sample-to-detector distance (SDD) with 5 Å neutrons,

4 m SDD with 5 Å neutrons, and 4 m with 16 Å neutrons. The data were corrected

for detector background and sensitivity, as well as the scattering contribution from

empty titanium cells. The protein scattering profiles were also normalized by incident

beam flux and the raw intensities were placed on an absolute scale using direct beam

measurements. All data were reduced and analyzed using Igor Pro NCNR software

with standard methods [130].

Protein samples were prepared for conditions that formed aggregates via the

different growth mechanisms in both citrate and acetate buffers as described above.

Aggregates were separated from the monomer on a semi-prep SEC column (Waters,
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Milford, MA). Aggregate fractions eluting from the column were concentrated and

buffer exchanged to conditions in D2O rather than H2O so as to achieve better scat-

tering contrast and reduce incoherent background scattering. For each sample, the

buffer was matched to the original NaCl concentration, buffer concentration, and the

pD was matched to the pH of the original solutions [131]. The total scattering is given

by Equation 2.10. I(Q) is the scattered intensity, ∆ρ is the neutron scattering-length-

density difference between the protein and buffer, V is the partial specific volume of

the protein, P (Q) is the particle form factor, and S(Q) is the structure factor [119].

Scattering was performed on samples with aggregate concentrations between 3 to 6

mg/mL to minimize contributions from the structure factor. In subsequent analysis,

S(Q) was assumed to be effectively one.

I(Q) =
(∆ρ)2V̂ 2

Na

c2MwP (Q)S(Q) (2.10)

2.3 Aggregation mechanism(s) from SEC-MALS

Differences between aggregation mechanism(s) were evaluated using SEC-MALS.

For each pH, NaCl concentration, and choice of buffer species, isothermal incubations

were performed at temperatures to achieve monomer loss half-lives of approximately

two hours. These incubation conditions allowed for adequate temperature control when

removing samples from the incubator for multiple time points, which reduced artificial

lag times due to sample heating at much shorter time scales [31]. SEC-MALS analysis

was performed to quantify monomer fraction (m) and total molecular weight (M tot
w ) of

each sample (which includes all aggregate species and monomer), as a function of the

sample incubation time at elevated temperature. Monomer fraction was determined

from a given SEC chromatogram. It is defined as the monomer peak area for a given

sample, divided by that for the initial, unheated sample. M tot
w was determined from a

weighted summation over Mi slices in from the chromatogram as described by Eq. 2.1.

Differential scanning calorimetry (DSC) measurements were also performed as a

function of pH and NaCl concentration to provide reference temperatures for selecting
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incubation temperatures, as aggregation rates under accelerated conditions are well

known to be sensitive to changes in calorimetric peak temperatures (Tm) [132]. DSC

results will be presented in Section 3.3. However, it is important to note all incubation

temperatures used here were at or below the lowest Tm value for a given pH and

NaCl concentration. As such, the concentration of “reactive” monomers will be pre-

equilibrated during aggregation. While aggregate nucleation, growth, and coalescence

may change with temperature, the categorized aggregation mechanism is expected to

be qualitatively similar at different incubation temperatures. The DSC profiles and

detail IgG1 aggregation kinetics will be explored in Chapter 3.

Figure 2.1-A shows illustrative SEC chromatograms; the relative concentration

(right y-axis) and normalized molecular weight profiles (left axis) are plotted as a

function of retention volume for different types of aggregation mechanisms. Each profile

is an SEC chromatogram for either an unheated sample or a selected incubation time

for a heated sample that illustrates different qualitative behavior in terms of SEC-

MALS after a significant amount of monomer loss. The black curve (unheated sample)

shows IgG1 monomer eluting as a single peak at a retention volume of approximately

8.2 mL. The blue curve illustrates the ND mechanism, which produces a mixture of

dimers, trimers, and small oligomers. The green curve illustrates the CP mechanism,

which is a combination of what is observed for ND, along with high molecular weight

(HMW) soluble species that elute in the exclusion volume (near 5.5 mL) and have much

larger Mw values. The red curve illustrates a SEC-MALS profile when the AP growth

mechanism predominates, as determined by the kinetic and mass-balance arguments

below. Essentially only monomer and HMW species are observed, although one must

perform the analysis below to unambiguously conclude that AP growth is prevalent.

The presence of large aggregates is not sufficient to conclude an AP mechanism is

relevant [1, 31, 26, 27].

The mechanisms can be distinguished qualitatively by relating M tot
w to increases

in the amount of monomer consumed by aggregation; (1−m) denotes the fraction of

the initial monomer population that has been consumed. Previous work has shown
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Figure 2.1: SEC-MALS results distinguishing different aggregation mechanism. (A)

Representative chromatograms for IgG1 monomer, the nucleation-dominated (ND),

chain polymerization (CP), and association polymerization (AP) growth mechanisms.

M tot
w vs (1 − m)2 plots showing aggregation through (B) ND, (C) CP, and (D) AP

growth mechanisms. Blue open symbols represent aggregates from 5 mM citrate buffer

and red solid symbols are for 10 mM acetate buffer.
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the relationship between M tot
w and (1−m)2 depends on the relative rates of aggregate

nucleation (e.g., dimerization in the present case), aggregate growth by chain poly-

merization or monomer addition, and growth via aggregate-aggregate coalescence or

association polymerization [1, 26].One can attempt to deduce mechanisms by regressing

mathematical mass-action models to time-dependent data for m(t) and M tot
w (t), but

once significant growth occurs via AP then the quantitative fitting parameters become

suspect because multiple models can fit the data equally well [26].

More generally, it has been shown that one can deduce qualitative mechanisms

without a need for assuming a particular mathematical model simply by plotting

M tot
w (t) and (1−m(t))2 parametrically, as shown in Figures 2.1-B-D. Each data point

in Fig. 2.1-B-D corresponds to a time point from isothermal incubations at a given

temperature, pH, salt concentration, and buffer type. This analysis also allows one

to plot results from different solution conditions or time scales on the same scale for

comparison.

The profiles in Fig. 2.1-B-D correspond to each of the representative aggregation

mechanisms that were observed in 5mM citrate solutions (blue open symbols) and

10mM acetate solutions (red symbols). Figure 2.1 illustrates the ND mechanism for

citrate and acetate buffer conditions. M tot
w /M0 increases essentially linearly with (1−

m)2 but only reaches values less than three (M0 = monomer Mw), even though the

extent of monomer loss is almost 70 % (m = 0.3 gives (1−m)2 = 0.49 on the x axis).

Figure 2.1-C illustrates aggregation through a CP mechanism. In this case, M tot
w also

increases linearly with (1 − m)2 after an initial small non-linear region as the first

dimers are formed. For growth via CP, M tot
w /M0 continues to increase significantly

beyond that for small oligomers. Figure 2.1-D illustrates growth via AP, and possibly

also CP at low extents of monomer loss. That is, there is a linear scaling between

M tot
w and (1−m)2 at early time points (low values of 1−m), but then M tot

w increases

nonlinearly in Figure 2.1-D at later times. The nonlinear behavior indicates growth via

AP because aggregate coalescence does not consume monomer, and therefore M tot
w /M0

vs. (1 − m)2 must curve upward, because there is an increase in M tot
w without a

32



Figure 2.2: AS-IgG1 aggregation state diagrams for (A) 10 mM acetate and (B) 5

mM citrate (Reproduced from reference [1]). Predominant aggregation mechanism is

shown for no aggregation (open diamonds), ND (open circles), CP (filled circles), AP

(filled squares), mix of CP and AP (open squares), and PS (closed triangles). The

dotted curved lines illustrate the ionic strength of the (A) acetate and (B) citrate

buffer component(s).

concomitant decrease in monomer concentration[38, 1, 118].

The different mechanism(s) of aggregate growth are mapped in Figure 2.2 as

aggregation state diagrams as a function of pH and ionic strength for 10 mM acetate

buffer (panel A) and 5 mM citrate buffer (panel B).

Each data point on the state diagram represents aggregation behavior from

a time course determined through SEC-MALS analysis illustrated in Figures 2.1-B-D.

The data in Figure 2.2-B were reported previously and confirmed separately here (data

not shown).20 The dotted lines in Figure 2.2 show the lowest possible ionic strength

that is practically achievable, given that all conditions include either 5 mM citrate or

10 mM acetate. As pH increases, the acetate or citrate ion(s) become deprotonated as

one titrates the buffer with NaOH, and the net ionic strength increases because of the

higher sodium and buffer anion concentrations that must result.
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In terms of general trends in Figure 2.2, at low pH and ionic strength the

mechanism is ND, but as the pH or ionic strength increase the mechanism shifts to

CP then AP. At higher pH and NaCl concentrations, the aggregates are ultimately

insoluble and phase separate (PS). There are also a number of differences between the

two state diagrams in Fig. 2.2. One of the most pronounced is at pH 4 and low ionic

strength. The acetate system exhibits no aggregation despite extreme heat treatment

under those solution conditions. For example, IgG1 solutions heated at 1 mg/mL over

multi-hour time scales at temperatures above Tm for this pH and ionic strength in

acetate buffer did not result in detectable aggregation in SEC-MALS or by inspection

(data not shown). Another pronounced difference between the acetate and citrate

systems was a shift of aggregation mechanism at pH 5 and low ionic strength. The

acetate system at pH 5 exhibits ND behavior, while aggregates grow readily via CP

in citrate buffer. More subtle effects are the general shift in the boundaries between

ND and CP, or CP and AP mechanisms. When moving from acetate to citrate buffer

under conditions without significant added NaCl, inspection of Figure 2.2 shows that

one typically finds that growth is less favored in acetate than in citrate.

2.4 Aggregate mass to size scaling

Aggregate average molecular weight and size scaling by laser light scattering For

aggregates that were sufficiently large to display angle-dependent scattering, aggregate

average molecular weight and size scaling was investigated with static and quasi-elastic

light scattering. SEC separates the monomer from the pool of aggregates and allows one

to characterize the average aggregate molecular weight and Rg via MALS. The weight-

average molecular weight of the pooled aggregate population (Magg
w ) was determined

from SEC-MALS using the aggregate peak when it was resolvable from the monomer

peak. Rg was determined as described in Methods via the angular dependence of

the scattering intensity. For aggregates created under ND conditions, MALS could

not be used effectively to determine reliable values because the aggregates were too

small. In those cases, SAXS was measured on aggregated samples to determine the
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Figure 2.3: Scaling of average aggregate size with molecular weight based on (A) Rh

or (B) Rg. ND (circles), CP (squares), and AP (triangles) depict different aggregate

growth regimes. The black lines show power-law scaling relationship is shown for slopes

of 1,2, and 3. Open blue (closed red) symbols represent aggregates created in citrate

(acetate) buffer.

average radius of gyration using Guinier analysis (not purified with SEC). Values for

the average aggregate Rh at a given incubation time were determined from the quasi-

elastic light scattering collected simultaneously with SEC-MALS as described in the

Methods section (cf 2.3).

The scaling relationship between the aggregate size (characteristic dimension,

Rg or Rh) and molecular weight provides insight into how mass is distributed within

aggregates. Figure 2.3-A (2.3-B) shows power-law scaling relationships between Magg
w

and Rh (Rg). Each data point corresponds to a time point for an isothermal incubation

at a given temperature, pH, NaCl concentration, and buffer species. The symbols are

labeled as ND (circles), CP (squares), AP (triangles), and symbol colors are labeled

as blue (5 mM citrate) and red (10 mM acetate). Power-law scaling relationships with

slopes of 1, 2, and 3 are also shown as straight lines in the inset of Figure 2.3 for

reference.
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Inspection of Figure 2.3 shows that data from different aggregation mechanisms

tend to overlap with one another and fall on a common curve, which indicates the

scaling regimes in Figure 2.3 correspond to different size regimes or degree of poly-

merization (Magg
w /M0) for the aggregates, rather than being dictated by the growth

mechanism. The one exception is that aggregates that reached the largest sizes (Mw ≥

100 times that of monomer) only did so after AP (i.e., coalescence) became prominent,

as observed previously in other systems [1, 133, 134]. Qualitatively, the scaling of Mw

with Rg is not strictly linear, and shows slight upward curvature when viewed globally

across all of the values from solution conditions tested here. Within the statistical

scatter in the data, it is not possible to assign separate, distinct linear regimes. Visual

inspection of the data in Figure 2.3 indicates that the values of the local slopes for

Mw vs. Rg or Rh fall with the range of ∼ 1.5 to slightly larger than 2 for smaller

aggregates but the slope increase to values larger than 2 for largest aggregates. This

suggests that aggregates become more compact, or have a net higher fractal dimension

as they become larger. However, additional details regarding the average shape of the

aggregates is difficult to discern from just the scaling behavior of Mw vs. Rg or Rh

[135, 136].

2.5 Aggregate morphology using SANS and SAXS.

The average morphology of the aggregates was also characterized with small

angle neutron or x-ray scattering, SANS or SAXS, which provides a complementary

technique to MALS and scaling behaviors from laser light scattering. Figure 2.4-

A (main panel) shows log-log plots of SANS scattering intensity profiles for the ND

growth regime in acetate versus citrate buffer, after purification to remove residual

monomer (cf., Methods). The profiles are shown after background subtraction and

normalization to the total protein concentration. The points in Figure 2.4-A are the

measured data, and the curves are best fits to geometric models for simple shapes

that can be programmed analytically in available software so as to allow efficient data

regression [130]. The inset of Figure 2.4-A shows SANS profiles for aggregates created
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Figure 2.4: SANS intensity profiles for purified aggregates from (main panel A) ND

and (inset) CP and (panel B) AP growth mechanism Closed red symbols are shown

for 10 mM acetate buffer and open blue symbols for 5 mM citrate. The black lines are

best fits to form factor models from the NCNR software.

in the CP regime for acetate and citrate buffer conditions.

Aggregates in the ND regime have qualitatively similar morphologies, as both

conditions display relatively simple, sigmoidal profiles. Aggregates from the ND regime

and CP regime (acetate) had best fits to triaxial ellipsoid form factors. Aggregates from

the CP regime (citrate) and AP regime had best fits to a fractal with flexible cylinder

subunits.

SANS intensity profiles were fit to a variety of form factors available in the

NCNR analysis macros [130]. Aggregates created in ND and CP regimes are shown in

the main text. Aggregates created in AP regime are shown in Figure 2.4-B. These large

aggregates were outside the SANS Q-range to determine reliable estimates on size and

morphology. The SANS profiles for AP regime were fit to a model of a fractal with

flexible cylinder subunits. Tables 2.1 and 2.2 reports the shape dependent parameters

for the form factor with the best for as indicated by the lowest chi squared parameter.

Figure 2.5 illustrates SAXS results, which are presented as normalized Kratky
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Table 2.1: SANS fitting parameters I

Model parameter ND-10 mM acetate ND-5 mM citrate CP-10 mM acetate

Semi-axis A (smallest) (Å) 13 ± 1 16 ± 0.8 18 ± 1

Semi-axis C (middle) (Å) 75 ± 4 79 ± 4 105 ± 4

Semi-axis C (largest) (Å) 128 ± 6 109 ± 5 188 ± 7

Table 2.2: SANS fitting parameters II

Model parameter CP-5 mM citrate AP-10 mM acetate AP-5 mM citrate

Fractal dimension 13 ± 1 16 ± 0.8 18 ± 1

Correlation length (Å) 2.2 ± 0.1 2.34 ± 0.12 2.2 ± 0.1

Contour length (largest) (Å) 229 ± 5 170 ± 3 304 ± 9

Kuhn length (largest) (Å) 7.0 ± 0.1 7.6± 0.7 8 ± 0.3
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Figure 2.5: Normalized SAXS Kratky plots for aggregates from ND growth mecha-

nism created in (A) 10 mM acetate and (B) 5 mM citrate. Scattering intensity was

normalized to the low Q limit and the Q was normalized to Rg

plots for the ND mechanism in 10 mM acetate (A) and 5 mM citrate (B). Each curve is a

quenched sample from an isothermal incubation at the temperature(s) used to generate

the data in Figures 2.5. SAXS Kratky plots for different isothermal time points were

compared by normalizing the intensity I(Q) to the low Q intensity I(Q = 0), and

scaling Q by the Rg value for a given sample based on the Guinier analysis. I(Q)

curves plateau at low Q because the aggregates do not grow to be large in the ND

mechanism, and the plateau corresponds to the weight average molecular weight of

the sample. As noted elsewhere, scaling the SAXS data in this way allows one to

normalize SAXS Kratky plots by size and molecular weight and compare differences in

morphology[137].

Interestingly, ND growth mechanisms both citrate and acetate produce similar

morphologies. The curve for IgG1 monomer in Figure 2.5 has two peaks; one at

QRg = 1.5, which corresponds to a length scale similar to the ensemble averaged

size; and another peak at QRg = 3.1, which corresponds to length scales smaller than

the average size. The secondary peak at these shorter length scales has previously

39



been attributed to correlations in the positions of the Fc and Fab domains due to the

flexibility in the hinge region of the native IgG1 [109, 138].

As aggregation proceeds, the left-most peak in Figure 2.5 increases and shifts

to slightly larger Q ∗ Rg (∼ 1.55). Interestingly, aggregated samples for different time

points all have the same location of the peak maximum when plotted versus QRg,

regardless of the amount of monomer remaining or how much aggregate growth has

occurred. This suggests the average aggregate morphology from the ND regime is com-

pact and remains qualitatively similar, regardless of how the aggregates are distributed

amongst dimer, trimer, tetramer, etc.

2.6 Protein-protein interactions based on static light scattering

Average protein-protein interactions for AS-IgG1 monomer were investigated

using static light scattering and Kirkwood Buff analysis. Illustrative results for the

excess Rayleigh ratio as a function of protein concentration are shown in Figure 2.6

for each pH and buffer combination investigated. The Kirkwood Buff integral for

protein-protein interactions, G22, was determined using linear regression to Eq. 2.3

when a single value of G22 provided a good description of the data. When G22 changed

appreciably with protein concentration, a sliding-window method was instead more

appropriate. pH and buffer dependent scattering results are provided as Fig. 2.6, with

details of the regression method provided elsewhere [122].

Physically, G22 provides a measure of net attractions or repulsions between

IgG1 molecules in the solution, averaged over all neighboring proteins around a given

“central” protein. It includes simultaneous contributions from multiple “neighboring”

proteins, and as such is a valid and rigorously defined measure of protein-protein in-

teractions in both dilute and concentrated solutions, and for both weak and strong

protein-protein interactions [122]. G22 was determined at pH 4, 5, and 6 with the

addition of 0, 20, and 200 mM NaCl concentrations in 5 mM citrate buffer and in 10

mM acetate buffer. Salt concentrations were chosen to provide a range of Debye-Hückel

screening lengths within the same ranges as those for the aggregation state diagrams in
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Figure 2.6: (A) Excess Rayleigh ratio vs. IgG1 concentration for pH 4, 5, and 6 in

5 mM citrate and 10 mM acetate. Refer to the text on the panel for exact pH-buffer

conditions. Colored curves are fits to Eq. 2.3 and the black curve is the Rayleigh ratio

for a hard sphere with equivalent diameter to the IgG1.
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Fig. 2.2. The values of G22 are normalized by the value of B22 that corresponds to hard

sphere or steric-only interactions, denoted as BHS
22 , as suggested by previous theoretical

arguments [139]. The reduced or normalized G22 is defined as G∗22 = −G22/(2B
HS
22 ).

Using this definition, positive values of G∗22 correspond to net repulsive protein-protein

interactions relative to an ideal (non-interacting) system, and vice versa for negative

values. A G22 value of unity is expected for purely steric repulsions at low protein

concentrations.

Figures 2.7-C-D show G∗22 values measured in 10 mM acetate buffer and 5 mM

citrate respectively. The pI of this IgG1 is ∼ 9, and the molecule is expected to have

a net positive charge at all solution conditions tested here. As pH is decreased farther

away from the pI, the net charge on the protein surface will increase and lead to

larger electrostatic repulsions, consistent with the results shown in Figure 2.7. With

the addition of 200 mM NaCl, charge screening might expected to be sufficient to

minimize electrostatic repulsions between protein molecules. The results in Figure

2.7 show that G∗22 does not become significantly less than zero, but is less than one,

with the addition of 200 mM NaCl. This suggests weak attractive non-electrostatic

interactions are present, even if electrostatic repulsions are not completely screened by

200 mM NaCl.

2.7 Protein net echarge determined by electrophoretic light scattering

(ELS)

IgG1 net charge (valence) was inferred from electrophoretic mobility measure-

ments as a function of pH, NaCl concentration, and buffer species using electrophoretic

light scattering. Electrophoretic mobility was determined by measuring the IgG1 ve-

locity in solution under the influence of a steady electric field, as a function of electric

field strength, and the friction coefficient or protein diffusion coefficient was determined

from DLS (cf. Methods). These quantities were combined to give values for Zeff via

Eq. 2.9.

42



Figure 2.7: G∗22 values determined as a function of protein concentration for pH 4, 0

mM NaCl in (A) 10 mM acetate and (B) 5 mM citrate. At other pH and NaCl concen-

trations, G22 is not a function of concentration in the range of protein concentration

tested. G∗22 values are shown for (C) 10 mM acetate and (D) 5 mM citrate buffer, for 0

mM NaCl (blue), 20 mM NaCl (red) and 200 mM NaCl (green). Error bars represent

95% confidence intervals.
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Figure 2.8-A shows illustrative results for monomer IgG1 velocity determined

using PALS in pH 4, 10 mM acetate as a function of electric field strength for 20 mM

NaCl (squares), 40 mM NaCl (circles), and 100 mM NaCl (triangles). No detectable

electro-osmotic flow (EOF) was observed using PEG as a neutral control. Figure 2.8-B

shows PEG velocity in pH 6, 5mM citrate as a function of electric field strength for

20 mM NaCl (squares), 40 mM NaCl (circles), and 100 mM NaCl (triangles). EOF

was observed in pH 6, 5 mM citrate conditions. In cases where EOF was significant,

the PEG velocity was used to quantify the EOF and the net electrophoretic mobility

for the protein was determined by subtracting the EOF contribution from the IgG1

velocity. See Appendix A for more details regarding PALS.

Figures2.8-C-D show Zeff of monomer IgG1 as a function of pH and added

NaCl concentration, based on fits of electrophoretic velocity vs. electric field strength.

Panel A (B) corresponds to acetate (citrate) buffer conditions. In all cases, PEG was

used as a neutral control to detect electro-osmotic flow (EOF). Measurable EOF was

only observed at pH 6 in 5 mM citrate conditions and was corrected for, as described

in the Methods section.

Given the inherently large statistical uncertainties in the measured Zeff values,

only qualitative trends can be drawn with confidence from the results in Fig. 2.8.

For both buffer types the net charge was positive at pH 4, but was statistically indis-

tinguishable as a function of NaCl concentration. At pH 5 in acetate buffer, the net

charge was positive. However, at pH 5 in citrate buffer, the net charge was statisti-

cally insignificant from zero; except at high NaCl concentration, where the data were

consistent with charge inversion due to anion binding. The much lower net charge at

pH 5 with citrate might be a result of preferential accumulation of the divalent citrate

anions at the protein surface.

Table 2.3 reports calculated concentrations of the different buffer anion species

in solution at pH 4, 5, and 6 based on pKa(s) of acetate and citrate,[140] illustrating

the shift from predominantly monovalent anions for citrate at low pH, to divalent and
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Figure 2.8: IgG1 net charge determined with from ELS analysis. (A) IgG1 velocity

plotted vs electric field for pH 4, 5 mM citrate for 20 mM NaCl (blue squares), 40

mM NaCl (red circles), and 100 mM NaCl (green triangles). (B) PEG 35kDa velocity

plotted vs electric field for pH 6, 5 mM citrate for 20 mM NaCl (blue squares), 40 mM

NaCl (red circles), and 100 mM NaCl (green triangles). PEG was used as a tracer to

detect electro-osmotic flow (EOF). The net effective charge was determined from ELS

analysis for 10 mM acetate (C) and 5 mM citrate (D) for 20 mM NaCl (blue), 40 mM

NaCl (red) and 100 mM NaCl (green). Error bars are 95% confidence intervals.
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Table 2.3: Buffer anion concentration as a function of pH. Concentration of acetate

ion is the first row followed by citrate ions.

Buffer anion pH 5 pH 5 pH 6

C2H3O−1
2 (mM) 1.5 6.4 9.5

C6H7O−1
6 (mM) 3.8 1.8 0.19

C6H6O−2
6 (mM) 0.66 3.1 3.4

C6H5O−3
6 (mM) 0.0026 0.12 1.4

trivalent anions at higher pH conditions. While preferential accumulation of multi-

valent citrate anions may also be anticipated at pH 6 due to both divalent and trivalent

anions, this may be too weak of an affect to be apparent experimentally if the shift to

pH 6 causes the inherent surface charge on the protein to be greatly reduced.

2.8 Role of electrostatic protein-protein interactions on IgG1 aggregation

mechanims

As Figures 2.1 and 2.2 illustrate, aggregation of ASA-IgG1 proceeds via differ-

ent pathways that depend on the solution conditions. Depending on the pH, NaCl

concentration, and identity of the buffer species, different mechanisms predominate.

In all cases the aggregates were effectively irreversible; no aggregate dissociation was

observed upon dilution or upon standing over multi-day time scales for any of the

conditions tested. The solution conditions effectively dictated: (i) whether aggregates

would remain small (i.e., ND, meaning minimal growth of aggregates); (ii) or would

grow by CP or by AP to create much larger soluble, aggregates; (iii) or would effec-

tively phase separate (PS) as macroscopic particles that sediment easily on the bench

or under mild centrifugation.

As pH increases towards the pI, the IgG1 surface charge decreases. The pH

will also affect the concentration of different buffer ions in solution. The solution ionic
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Figure 2.9: Schematic depiction of electrostatic colloidal interactions causing shifts

in observed aggregation mechanisms. (A) Potential mean force W22/kbT plotted as

a function of center-to-center distance for two charged hard spheres with the same

hydrodynamic radius as an IgG1. The blue arrow shows the effect of decreasing Zeff

(changing pH towards the pI) and increasing ionic strength (increasing NaCl concen-

tration). (B) Schematic describing monomer-monomer (M-M), monomer-aggregate

(M-A), and aggregate-aggregate (A-A) association (cf., main text).

strength will be affected by the buffer pKa value(s) and the addition of NaCl (0 - 200

mM in the present work). At a mean-field level, ions in solution create a Debye double

layer, which screens the electrostatic repulsions felt between IgG1 monomers, as well

repulsions between monomers and aggregates, and those between aggregates.

Figure 2.9-A schematically illustrates the effect of pH and ionic strength on a

hypothetical potential of mean force, W22, between two IgG1 molecules. W22/kbT , is

plotted versus the center-to-center distance scaled by the effective diameter of IgG1

monomer, r/σ. For illustration, the electrostatic interactions between IgG1 molecules

are described simply using a screened Coulomb potential [141]. Zeff values based on

a multivariate fit to the experimental values in Fig. 2.8 were input into the colloidal
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model along with screening lengths calculated using Debye-Hückel theory and the rel-

evant ionic strength.

The arrow indicates the shifts in W22/kbT for increasing pH and NaCl concen-

tration. As the value of Zeff is reduced with increasing pH, and/or the screening length

decreases with increasing ionic strength, the electrostatic repulsions felt between two

proteins decrease. While the W22/kbT profiles in Fig. 2.9-A are for two IgG1 interact-

ing monomers, analogous profiles could be created for an IgG1 monomer interacting

with an aggregate, or for interactions between two aggregates. In these latter cases,

the aggregate geometry will affect the energy barriers, as illustrated below.

Figure 2.9-B depicts other scenarios for association of different species using

simplified geometries to qualitatively illustrate each aggregate growth mechanism (ND,

CP, and AP). In each case, two species (monomer or aggregate) come together as part

of the process to form a larger species. IgG monomers are shown simply with black

circles, and when circles are touching it denotes an aggregate that has more than one

constituent monomer. The blue dotted circle traced around each black circle represents

the thickness of the Debye double layer. Pairs are shown as monomer-monomer (M-

M), monomer-aggregate (M-A) in an end-to-end orientation, and aggregate-aggregate

(A-A) in the same plane with a side-to-side orientation.

M-M association is the dominant aggregation event for the ND growth regime

observed at low pH and ionic strength. The protein surface has large positive charge,

which is represented pictorially as a series of positive signs on the IgG1 surface. At

low ionic strength, the Debye double layer extends well beyond the protein surface. At

these solution conditions the electrostatic contributions to the potential mean force for

M-M interactions will be strongly repulsive. Colloidal interaction for other geometries

(M-A and A-A) would have even larger repulsive forces because as M approaches

A, or A approaches another A, repulsions will be “felt” simultaneously by multiple

constituent proteins within an aggregate. As a result, growth beyond small aggregates

(e.g., dimers, trimers) is greatly disfavored.
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As the pH and ionic strength are increased, association between species presum-

ably becomes more favorable because the protein surface charge will be decreased, and

the Debye double layer thickness will decrease with addition of ionized buffer species.

As a result, M-A association becomes more viable from a kinetic perspective, as the

repulsive interactions have decreased. Aggregate-aggregate association (A-A) will also

become more viable at higher pH and ionic strength. At pH values approaching the pI,

and or at elevated ionic strength, M-M and M-A interactions will also be expected to

have insignificant electrostatic energy barriers, and therefore all mechanisms will occur

simultaneously.

These simple geometries and colloidal arguments based on the potential of mean

force are consistent with the qualitative and semi-quantitative behavior of the aggrega-

tion state diagrams in Fig. 2.2. However, one needs to bear in mind that aggregation

is a multi-step pathway with many possible rate-determining steps. As shown in Fig.

2.3 and as discussed below, the average molecular weight and size scaling of aggregates

appears to depend primarily on size (i.e., extent of polymerization). The results sug-

gest that electrostatic interactions cause changes in the relative rates of the different

growth mechanisms, rather than the morphology of the resulting aggregates. The col-

loidal arguments above can only explain energy barriers smaller than ∼10 kbT . One

needs to include non-colloidal factors, such as aggregation prone regions or “hospots”

that are specific to particular sequences in the protein [142] if one is to explain why

monomers aggregate despite such large barriers [1, 143]. The colloidal model cannot

explain specific-ion effects observed in the aggregation mechanism at low the NaCl

concentration. If an anion preferentially accumulates, such as citrate, then the Debye

double layer will effectively be shorter than what mean field arguments would predict,

and this would result in greater screening of electrostatic repulsions.

2.9 Aggregate morphology from scattering

A combination of laser light scattering, SAXS, and SANS was used to character-

ize aggregate morphology for each mechanism. Using the power-law scaling relationship

49



between the aggregate molecular weight and radius of gyration one can gain insight

into how the mass is distributed around the aggregate center of mass. The exponent

in Equation 2.11 is defined as the fractal dimension [136].

Magg
w ∼ Rdf

g (2.11)

Illustrative values of the fractal dimensions for a simple objects include df=1 for

a long rod; df=1.86 for Diffusion-Limited Colloidal Aggregates (DLCA) [144]; df=2

for flat disks; df=2.1 for Reaction-Limited Colloidal Aggregates (RLCA) [145], and

df=3 for uniform spheres. As the fractal dimension increases, the mass becomes more

uniformly distributed around the objects center of mass. The concept of a fractal is

best applied for large disordered architectures with self similarities where the subunit is

much smaller than the overall object [146]. fractal behavior occurs for small aggregates,

but the fractal concept works well for aggregates composed of 20 subunits and is a

reasonable for even smaller aggregates [147].

In the present case, Fig. 2.3 shows that df increases as the aggregates become

larger. The value of df appears to primarily be determined by the size (or molecular

weight) of the aggregates, rather than the solution conditions or presence of citrate

versus acetate anions. However, once one considers that larger aggregates may have

multiple ”branch” points that would lead to a higher df but with aggregate shapes

that are highly non-uniform, it becomes clear that one should not interpret the scaling

results as being more than qualitative or semi-quantitative in the present context.

The measured SANS and SAXS profiles do not provide a means to further dif-

ferentiate morphologies, but are qualitatively consistent with the results from MALS.

For dimers and similarly small aggregates, it is difficult to define how compact or ex-

tended they are in terms of a value for df based on Fig. 2.3. However, the SAXS and

SANS data are consistent with dimers being more globular than the folded IgG. As

aggregates grow to intermediate sizes by CP or AP, they adopt relatively low fractal

dimension structures (df ∼ 2 in Fig. 2.3). The upward curvature in Fig. 2.3 shows that
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aggregates become somewhat more compact (higher df ) at the largest sizes. Prelimi-

nary results from cryo-transmission electron microscopy (not shown) are qualitatively

consistent with higher fractal-dimension structures for larger aggregates. More quan-

titative structural conclusions are difficult to justify because of known limitations with

scattering-based techniques, including bias towards scattering by large objects, and

the fact that aggregate growth necessarily increases the polydispersity of the aggregate

population [26].

Finally, one must bear in mind that aggregate nucleation and growth by addition

of monomers both require some degree of unfolding to allow aggregation-prone “hot

spots” to be exposed. This necessarily means that there are only a select number of

geometric ways that proteins can form strong “connections” with one another as they

form aggregates of different sizes. As such, one might anticipate that aggregates formed

through different mechanisms (e.g., CP vs. AP) should have significantly different df

values. The present data do not provide a clear assessment of this hypothesis. This is

due, at least in part, to the fact that CP and AP mechanisms occur simultaneously,

just with different net rates. As such, many of state points and time points upon which

Figures 2.3-2.4 are based likely include aggregates from both mechanisms.

2.10 G∗22: semi-quantitative tool to predict aggregation mechanism

Finally, we consider whether G∗22 is semi-quantitatively predictive for which AS-

IgG1 aggregation mechanisms predominate for a given solution condition. G22 is a

measure of net PPI, including repulsions due to screened electrostatic and steric in-

teractions, and any electrostatic and non-electrostatic attractions. G22 is rigorously

related to the integral over the potential of mean force between proteins, and de-

termination of its experimental value does not require one to assume an underlying

model for those interactions or extrapolate from a narrow set of solution conditions

[148, 122]. The potential of mean force, W22(r), integrated over the intermolecular

center-to-center distance, r, can be related to G22, as shown in Equation 2.12 [122].
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Figure 2.10: Overlay of the IgG1 aggregation state diagrams with G∗22 surfaces from

multivariate regression for (A) 10 mM acetate and (B) 5 mM citrate. Labels are G∗22

values determine from the multivariate regression. Symbols have same representation

as Fig 2.

However, unlike what was used in Fig. 2.9, W22 can have multi-body contributions

that are not accounted for by dilute-solution treatments.

G22 =
∫ ∞

0
exp(−(W22(r))/(kbT ))− 1)4πr2 dr (2.12)

In the arguments above regarding the simple colloidal model for why the state

diagrams have the qualitative features that are observed, no non-idealities were ac-

counted for in the protein-protein interactions beyond those based on mean-field col-

loidal arguments (e.g., net charge and screening lengths compared to protein dimen-

sions). However, G22 values (Figure 2.7 and 2.6) clearly show that there are differences

in protein-protein interactions when one considers the acetate and citrate systems at

lower NaCl concentrations. While the colloidal model above illustrate the role of elec-

trostatic protein-protein interaction, it fails to capture specific-ion effects. However,

the measured values for G22 do not suffer from this limitation.
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A multivariate surface was fit to experimental G∗22 values determined from SLS

(additional details, including fitted coefficients and p-values, are provided in supporting

information). Figure 2.10 superimposes the G∗22 response surfaces as a function of

pH and ionic strength with the corresponding aggregation state diagrams for acetate

(panel A) and citrate (panel B) conditions. G∗22 correlates semi-quantitatively with

the aggregation mechanism in citrate and acetate. When net repulsive interactions

are sufficiently large, aggregation proceeds through ND (G∗22 between approximately 2

and 3 for both acetate and citrate systems). As G∗22 decreases with increasing pH and

ionic strength, the aggregation mechanism shifts to CP growth. G∗22 values ∼ 1 to 2

correspond to CP growth and transitioning to AP growth. Finally, aggregation occurs

via AP and PS as G∗22 shifts to values less than unity i.e., when electrostatic repulsions

are not sufficient to outweigh (non-electrostatic) attractions. Overall, G∗22 appears to be

a reasonable predictor of IgG1 aggregation mechanism. While only phenomenological,

it offers an experimental measure of net protein-protein interactions, which inherently

captures specific-ion effects and does not rely on model regression or simplifying model

assumptions

2.11 Summary and Conclusions

Changing the buffer from citrate to acetate had significant effects with respect to

shifting the aggregation mechanism(s) or state diagrams, and altering protein-protein

interactions for AS-IgG1 as a function of solution conditions (pH, [NaCl]) that are

typical for therapeutic proteins to experience during purification, drug product man-

ufacturing, and final product storage. Shifts of aggregate average molecular weight

and size scaling appeared to be determined primarily by the size of the aggregates,

rather than aggregate mechanism or protein-protein interactions. Simple models qual-

itatively illustrate how changes in electrostatic repulsions can explain the features of

state diagrams, and suggest preferential interactions of proteins with ions can also alter

rates of competing aggregation pathways. Those same models cannot predict specific-

ion effects such as the difference between citrate and acetate for the AS-IgG1 system.
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Independent of the ability to predict specific-ion effects, experimental G∗22 values may

offer a phenomenological, semi-quantitatively means to predict which aggregate growth

mechanism(s) will predominate.
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Chapter 3

PARALLEL TEMPERATURE INITIAL RATES: PH, AND
COUNTERION EFFECTS ON IGG1 AGGREGATION RATES

3.1 Introduction

A priori predictions of aggregation rates for a given protein formulation remain

an outstanding challenge for a variety of fundamental and practical reasons [31, 132,

105]. The solution pH, choice of buffer species, and addition of salt and other excipients

may affect conformational stability and/or protein-protein interactions, while temper-

ature changes can dramatically effect conformational stability [44, 31, 1]. Prior work

has indicated that conformational stability is a key factor affecting aggregation rates

in solution, as the midpoint temperature of thermal unfolding from differential scan-

ning calorimetry, or the onset temperature of aggregation from scanning techniques, is

often at least qualitatively predictive of aggregation rates across different formulations

[44, 149, 150, 151]. However, there can also be a competing effect between changes

in conformational stability and protein-protein interactions as one changes solution

conditions such as pH [38, 100].

A number of temperature-scanning techniques have been developed to at least

qualitatively or semi-quantitatively monitor aggregation [31, 152, 153]. An inherent

issue with temperature-scanning techniques is thermal history. For example, in the

process of scanning through lower temperatures, one creates aggregates that can act

as “seeds” to accelerate aggregation at subsequent (higher) temperatures, and thus

overestimate aggregation rates [12]. It is difficult to predict when this will or will

not be the case, as simple changes in the formulation pH and ionic strength can alter

aggregation mechanisms and “seeding” effects [27, 107].
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A large majority of biophysical techniques that are currently used to rapidly

monitor aggregation use an indirect measure of monomer loss rates and are only sur-

rogate measures of aggregation. A direct measurement of monomer concentration

necessitates a separation of monomer from aggregate species or the ability to measure

a monomer-specific marker. For example, in spectroscopic techniques such as circular

dichroism, ThT dye-binding or intrinsic fluorescence, the spectra are ensemble aver-

ages. Therefore, they have contributions from monomer and aggregate species, and

the spectral changes may or may not correlate with monomer consumption [27].

An indirect measure of monomer loss rates may also have a bias based on the

measurement technique. For example, aggregation rates monitored using scattering

techniques have a bias towards larger sized particles [154]. pH and ionic strength

changes can alter aggregation mechanisms, and produce large and heterogeneous aggre-

gate populations that provide much larger scattering intensities compared to smaller-

sized aggregates at an identical monomer loss rates. These challenges are compounded

if fragmentation occurs, as is relatively common for mAbs [155, 47, 156] and other

proteins [27].

Parts of this chapter have been included in a manuscript submitted to a peer-

reviewed publications [157]. This chapter introduces a Parallel-Temperature-Initial-

Rates (PTIR) method to accurately and efficiently determine degradation rates as

a function of temperature, as well as an apparatus to allow this to be done more

effectively. PTIR is compared to rates determined using traditional isothermal incuba-

tions, and the method shows good quantitative agreement with aggregation rates for an

anti-streptavidin (AS) immunoglobulin gamma 1 (IgG1) that has been reported pre-

viously [1, 80, 112, 158, 159]. Aggregation rates from accelerated (high temperature)

to near-room temperature conditions are reported across multiple values of pH and

NaCl concentration, as well as different buffer species. The results highlight conforma-

tional stability as a dominant factor in determining accelerated aggregation rates, but

also illustrate the contributions of electrostatic colloidal interactions to the effective or

net activation energy values for aggregation. The PTIR method is also illustrated as
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a means to to more precisely determine activation energies. This enables additional

mechanistic factors to be discernible experimentally, whereas traditional approaches

would not have been able to distinguish them.

3.2 Materials and Methods

3.2.1 Differential scanning calorimetry (DSC)

DSC was performed using a VP-DSC (Microcal, Northhamption, MA) for solu-

tions at a given pH and salt concentration (1 mg/mL IgG1 or 0.33 mg/mL Fc-IgG1).

Scans were performed from 20 to 90 ◦C at a 1 ◦C /min scan rate. If precipitation did

not occur after the scan, as indicated by the lack of a large exotherm, a rescan was

performed to check for reversibility. None of the conditions that were tested exhib-

ited reversibility upon a rescan. The absolute heat capacity was calculated from the

buffer-subtracted DSC scans, as previously reported [42].

3.2.2 Quantifying Aggregation Rates

IgG1 stock solutions were prepared at 1 mg/mL at a given pH, NaCl concentra-

tion, and buffer type, and aliquot into hermetically sealed deactivated borosilicate glass

HPLC vials (Waters, Milford, MA). Isothermal incubations were performed by heating

multiple samples in a water bath or custom-built PTIR device at a given temperature

and removing samples at pre-determined incubation times. Incubation temperatures

were chosen such that multiple time points could be taken during the early periods

of monomer loss (m = 1− 0.8, m is defined as the concentration of monomer divided

by the initial monomer concentration, as measured by SEC peak area). At each time

point, a given vial was immediately quenched by immersion in an ice-water bath to

arrest aggregation, and was subsequently held at room temperature (20-23 ◦C) prior

to analysis with SEC.

Aggregation rates were determined by monitoring the monomer fraction remain-

ing as a function of incubation time. The monomer fraction was quantified using SEC,

described above. Over approximately the first ten to twenty percent monomer loss, the
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Figure 3.1: Schematic of the PTIR device. The device has ten independently controlled

peltier heating block each capable of holding two 1.5 mL HPLC vials. The device allows

one to accurately and efficiently determine liquid state polymeric or protein reaction

rates.

rate of change of m remains nearly constant and the observed rate law can therefore

be well described as zeroth order without the need to assume an underlying rate law

[160]. Therefore, the monomer fraction was regressed with Equation 3.1 to obtain the

aggregation rate coefficient (units of inverse time), kobs, from the regime where m was

between approximately 1 and 0.8.

m = 1− kobst (3.1)

3.2.3 Parallel Temperatures Initial Rates (PTIR)

Figure 3.1 illustrates a schematic of a device to more easily implement the Par-

allel Temperatures Initial Rates (PTIR) approach. The device was built to simultane-

ously and independently incubate samples at multiple temperatures; for concreteness,

the version shown uses ten independent temperatures [161]. It is composed of 10
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peltier-controlled metal blocks; each block has two machined holes capable of holding

one 1.5 mL HPLC vial. The peltier-controlled blocks are cooled with a circulating wa-

ter to maintain stable temperature control. The blocks are insulated from each other

and the surroundings.

Incubations were performed by heating a single sample at a given temperature

using a water bath or the parallel temperature device in Figure 3.1. The key difference

between the PTIR approach and conventional approaches is that for conventional ap-

proaches one selects a small number of temperatures (sometimes only one, e.g., 40 ◦C)

and measures multiple samples over a predetermined time course (e.g., as proscribed

by ICH guidelines [16]); in the PTIR approach, one instead measures a small number

of samples (e.g., one sample in the extreme example below) at multiple temperatures

for the same incubation time. That is, rather than choose multiple time points at a

given temperature, one chooses multiple temperatures with a given incubation time.

In the present examples, incubation temperatures were chosen so that samples

quenched after 2 or 24 hours would have monomer loss values that fell in the initial-

rate regime. The incubation time was selected to be not less than 2 hours so as to

allow for sufficient temperature equilibration and elimination of artificial lag times at

shorter incubation time scales when samples were heating to the set-point temperature.

Sample temperatures were confirmed independently with a separately calibrated ther-

mocouple. The longer incubation timescale of 24 hours was chosen to achieve initial

rates approximately one order of magnitude slower than 2 hours [36, 27]. For some

examples, 10-day incubations were also performed. Once a sample was removed from

incubation it was quenched on ice as described above, prior to analysis with SEC.

Aggregation rates using the PTIR approach are based on Eq. 3.2, which is

derived by rearranging Eq. 3.1 and solving for kobs.

kobs(T ) =
(1−m(T ))

t
(3.2)

In Eq. 3.2, it has been shown explicitly that temperature (T ) is the variable of in-

terest, as the incubation time (t) is held constant for a given experiment. The PTIR
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analysis method is valid for initial-rate conditions, where the rate of degradation re-

mains approximately constant. This is expected to hold for other degradation processes

(e.g., chemical degradation) not tested here, as the principle of initial rates in reaction

kinetics is more general than just the example shown here [162].

3.3 AS-IgG1 thermal unfolding using differential scanning calorimetry (DSC)

DSC was performed as a qualitative and semi-quantitative measure of IgG1

thermal stability. It is only a surrogate for the true conformational stability (free en-

ergy of unfolding, ∆Gun), as unfolding in DSC was found to be irreversible and the

absolute heat capacity (Cp) was convoluted by a combination of unfolding and aggre-

gation. Figure 3.2-A-C illustrates thermograms for AS-IgG1 and the corresponding Fc

fragment at pH 4 (3.2-A), pH 5 (3.2-B), and pH 6 (3.2-C) in 10 mM acetate. Previous

work reported DSC thermograms for AS-IgG1 at the same pH and NaCl concentra-

tions, but in 5 mM citrate buffer [1]. In Fig. 3.2, profiles for conditions with 100 mM

added NaCl are offset vertically to distinguish them from those with no added NaCl.

The peaks of the Fc-IgG1 thermograms overlay with the smaller peaks or shoulders

of the full IgG1 thermogram in panels A to C. As expected based on previous reports

[1, 161, 163], there only two, relatively small, transitions for the Fc-IgG1 when com-

pared with the full IgG1; the peak at lower (higher) temperature is assigned to the

CH2 (CH3) domain of the Fc. For the full IgG1, the peak for the Fab domains overlaps

with one or both peaks from the Fc domains, depending on the solution pH. The DSC

profiles are consistent with the pH dependent thermograms reported previously for a

range of other IgG1 molecules [1, 161, 163].

Visual inspection of Figure 3.2 shows that increasing the value of the pH from 4

to 6 increases the temperatures for the calorimetric maxima (Tm values) for all of the

peaks for the full IgG1 and for the Fc fragment. The addition of 100 mM NaCl decreases

the Tm values in each case. At pH 4, the calorimetric transition for the CH2 peak occurs

at a significantly lower temperature than the Fab, and the IgG1 thermogram shows

three distinguishable peaks. At low pH, previous reports concluded that unfolding of
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Figure 3.2: DSC for IgG1 (solid) and Fc-IgG1 (dashed) formulated in 10 mM acetate

buffer at pH 4 (A), pH 5 (B), and pH 6 (C) with no added salt or 100 mM NaCl added

salt (offset 150 kcal/mol). Curves are offset vertically for easier visualization
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Table 3.1: DSC apparent Tm values. Error bars are ±0.2 ◦C

Formulation CH2 Fab CH3

pH 4, 0 mM NaCl 61.3 67.3 80.4

pH 4, 100 mM NaCl 51.5 59.6 69.8

pH 5, 0 mM NaCl 67.0 70.3 83.4

pH 5, 100 mM NaCl 63.9 66.9 81.2

pH 6, 0 mM NaCl 71.0 73.1 N/A

pH 6, 100 mM NaCl 71.2 71.5 83.1

the CH2 was a primary step in exposing aggregation-prone sequences for monoclonal

antibodies [1, 161, 163]. Recent results indicate that both the CH2 domain and the

Fab domain(s) within the same protein can contain highly-aggregation prone sequences

that become exposed upon unfolding [161].

The results in Figure 3.2 at pH 6 (with and without added NaCl) and pH

5 with 100 mM NaCl display large exotherms (i.e., decreases in Cp, and ultimately

exotherms) at higher temperatures. Previous work has shown that this is indicative

of irreversible processes such as protein aggregation and precipitation when using this

particular instrument configuration [107]. From these results in isolation, it is unclear

for pH 5 and 6 whether unfolding of the CH2 or the Fab region is most important with

regards to promoting aggregation. However, prior work [1] showed that Fab unfolding

was likely primarily responsible for aggregation of AS-IgG1 at elevated temperatures.

3.4 Aggregation Rates from PTIR and Standard Isothermal Approaches

The DSC thermograms guided the initial choices for incubation temperatures for

accelerated aggregation rates. All incubation temperatures were selected to be below

the DSC Fab peak temperatures for a given solution condition, based on the discussion

above. Aggregation rates were determined using the PTIR method and quantitatively
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compared to those determined by canonical isothermal-rate experiments. Briefly, for

the PTIR approach one sample was incubated for a set incubation time at a given

temperature, and many temperatures were used in parallel. For the standard isother-

mal approach, multiple samples were held for a series of incubation times at a single

temperature. After quenching to cold temperature to arrest aggregation, aggregation

rates or initial-rate coefficient (kobs) values were calculated based on Eq. 3.1 or 3.2

(see Section 3.2.2 and 3.2.3 respectively). Using a single sample at each temperature

for the PTIR approach provides a “worst” case example. One could easily supplement

this with more than one time point or replicate samples at a given time point for each

temperature. The results below indicate that this may not be necessary if one has

sufficiently high-precision results with the assay of choice (e.g., SEC in the present

case).

Figure 3.3 illustrates the results one obtains from the two different approaches.

The standard isothermal monomer loss kinetics (panel A) and the PTIR method (pan-

els B and C) are illustrated using 1 mg/mL IgG1 in pH 5 buffer (5 mM citrate) with

100 mM added NaCl. Figure 3.3-A shows isothermal monomer loss as a function of

incubation time (t) for 325.5 K, 330 K, and 332 K. Visual inspection of Figure 3.3-

A illustrates that monomer loss is linear versus t over the experimental range tested

(m =1-0.8). Previous work also showed linear kinetics during initial periods of aggre-

gation [31], which is expected based on general mass action kinetic arguments when

the extent of reactant consumption is small [160]. The initial-rate regime does not

require one to know or assume the mechanism. However if one considers much larger

extents of monomer loss (m <<1), the monomer loss profile is expected to become

non-linear, and accurately quantifying the net or observed rate coefficient for monomer

loss (kobs) requires one to determine or assume the underlying aggregation mechanism

[31, 38, 26, 53].

Figure 3.3-B illustrates aggregation rates implementing the PTIR approach.

The closed symbols show m as a function of incubation temperature for 2-hour (cir-

cles, diamonds, triangles and red squares,) and 24-hour (blue squares) incubation times.
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Figure 3.3: Illustrative isothermal and PTIR results for determining IgG1 aggregation

rates at pH 5, (5 mM citrate buffer), and with the addition of 100 mM NaCl. (A)

Isothermal monomer loss versus time at 325.5 K (triangles), 330 K (circles), and 332

K (squares shown in the inset). (B) PTIR monomer loss at 2 hours (triangles, circles,

diamonds, and red squares) or 24 hours (blue squares) as a function of incubation

temperature. Multiple 2-hr PTIR data sets were repeated to illustrate experiment-to-

experiment variability. (C) ln(kobs) from PTIR data and Eq. 3.2. Symbol correspond

to the closed symbol points at the same temperature in panel B. Error bars are smaller

than the size of the symbols unless visible in either panel.
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For the 2-hour experiments, three separate protein stocks were prepared and the ex-

periment was repeated on separate days to provide a simple assessment of variability.

Scatter in the data in Figure 3.3-B-C illustrates typical error expected from PTIR

approach. Additional details are included in Supporting Information. The value of m

for each symbol in Figure 3.3-B was converted to kobs using Eq. 23.2, with the corre-

sponding values of ln(kobs) given in Figure 3.3-C. As the PTIR approach is valid in the

initial rate regime (m = 1 to approx. 0.8), aggregation rates measured at longer times

necessarily correspond to incubations at lower temperature(s). The 24-hour time-scale

experiments were chosen to extend the range of accessible kobs values by at least an

order of magnitude. 10-day incubations were also performed (data not shown in Fig-

ure 3.3), but in many cases significant fragmentation occurred, and this convolutes the

interpretation and analysis to properly determine monomer loss rates for monoclonal

antibodies (see below) [107, 164].

The reproducibility of the PTIR device and method were accessed using three

independent AS-IgG1 stock solutions created in a protein concentration of 1 mg/mL

at pH 5 100 mM NaCl and 5 mM citrate buffer. PTIR was performed using a constant

temperature water bath with heating and cooling temperature control. The water

bath was allowed to equilibrate and the final temperature (T ) was calibrated (T±0.2

◦C). Additionally, PTIR was performed for three data sets using a water bath and

one data set using a custom-built PTIR device. The fitted values and 95 percent

confidence intervals are reported in Table 3.2. The reported values in Table 3.2 show

good quantitative agreement between data sets and reported values have relatively

small 95 percent confidence intervals, which support reproducibility using PTIR to

determine aggregation rates.

The results in Figure 3.4 compare the values of kobs versus inverse temperature

(i.e., an Arrhenius diagram) for the PTIR and isothermal methods, and illustrate

that the PTIR approach allows one to efficiently and accurately measure temperature-

dependent aggregation rates across a range of temperatures. Each data set corresponds

to a different solution condition with 5 mM sodium citrate buffer: pH 5, no added NaCl
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Table 3.2: PTIR device and method reproducibility

Heating device k0 [hr−1] Ea [kcal/mol]

Water Bath-1 3 ± 1 130 ± 10

Water Bath-2 2.9 ± 0.6 134 ± 5

Water Bath-2 2.9 ± 0.6 133 ± 6

PTIR device 3 ± 1 135 ± 9

All Data 2.9 ± 0.5 134 ± 5

(circles); pH 5, 100 mM added NaCl (squares); pH 6, no added NaCl (triangles); and

pH 6, 100 mM added NaCl (diamonds). Open symbols correspond to aggregation rates

determined from traditional isothermal incubation such as in Figure 3.4-A, while closed

symbols are for the PTIR method as illustrated in Figure 3.3.

The aggregation rates from the PTIR approach are comparable in accuracy to

those from the standard isothermal aggregation method that uses many samples at the

same temperature, but the PTIR method provides rates for many more temperatures,

with comparable consumption of protein material and user time. As noted above, the

current results are a “worst case” example, in that only a single time point was used

for a given temperature in the PTIR method. The method could easily be extended to

use a small number of time points at a given temperature to provide even more robust

values of kobs vs. T .

An important use for values of kobs vs. T is to determine an accurate value of the

effective activation energy (Ea) of aggregation, so that accelerated aggregation rates

may be more effectively extrapolated to lower temperatures e.g., for predicting room

temperature shelf life [165, 105]. Intuitively, having kobs values at more T values will

allow one to regress Ea values with much better statistical confidence intervals and will

provide greater utility for extrapolation of kobs to lower temperatures. The data were

regressed using the Arrhenius equation (Eq. 3.3), where kobs is the experimentally
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Figure 3.4: Arrhenius plot: natural logarithm of the aggregation rate plotted as a

function of inverse temperature. Accelerated aggregation rates were determined using

PTIR method for IgG1 at pH 5 and 0 mM NaCl concentration (closed circles), pH

5 and 100mM NaCl concentration (closed squares), pH 6 and 0 mM NaCl concentra-

tion (closed triangles), and pH 6 and 100 mM NaCl concentration (closed diamonds).

Open symbols correspond to aggregation rates determined using traditional isothermal

incubations.

determined value for reaction rate coefficient (units of inverse time), Ea is defined

above, k0 is value of kobs at an arbitrarily chosen temperature, T0. In each case below,

k0 was a fitting parameter and T0 was selected as 333.15 K because that is near the

median of all incubations temperatures. Choosing different values for T0 shifted the

fitted value and confidence interval for k0, but not for Ea.

kobs = k0exp(Ea/R(1/T − 1/T0)) (3.3)

As anticipated above, the 95% confidence intervals for the Ea values from the

PTIR data are much smaller than those from a traditional approach. Notably, current

guidelines from regulatory agencies for accelerated stability tests for pharmaceutical
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products require even fewer than three incubation temperatures [31, 105, 38]. Even

with three temperature values, the fitted Ea values from the canonical isothermal

approach are statistically insignificant and essentially worthless for extrapolating rates

to lower temperatures. In contrast, the Ea values from the PTIR approach provide

much improved precision and confidence intervals (see also, below). For the examples

shown here, both the PTIR methods and the traditional method utilize comparable

amounts of protein material and user time.

Although not shown in this chapter, in principle this PTIR approach can be

extended to longer incubation times (multiple days to months) to yield results that may

be predictive of rates at even lower temperatures. In the present case, aggregation rates

were measured over reasonably small temperature windows (i.e., net change in rates

on the order of 102) and therefore an Arrhenius equation is expected to be valid [31,

105, 38]. However, when extrapolating rates over a broader range of time scales, non-

Arrhenius behavior may become significant for non-native aggregation, as discussed

elsewhere [38]. Therefore, the present approach is expected to provide quantitative

rate data for a range of temperatures but should be adjusted to lower temperatures if

one seeks to minimize such non-Arrhenius behavior in the case of protein aggregation

[105]. If one were to apply this approach to chemical degradation (e.g. deamidation

[166, 167, 168]), one would more likely expect Arrhenius behavior over a broad range

of temperatures.

Additionally, IgG1 and other IgG molecules are prone to fragmentation, and

fragmentation depends strongly on pH and may be catalyzed by buffer and/or impu-

rities [155]. Fragmentation will result in a loss of monomer and it is not always clear

whether fragments contribute to aggregation [107]. The current example of the PTIR

method focuses on the rate of monomer loss, and therefore fragmentation convolutes

the analysis. As such, no rates are reported here for conditions where fragmentation

occurs to a significant degree compared to monomer loss, as determined by analysis of

the growth of fragment peaks in the SEC profiles (data not shown).
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Figure 3.5: . (A) Arrhenius plot using PTIR for 2 hour and 24 hour incubations. (B)

Arrhenius plot rescaling incubation temperature by the DSC peak temperatures for a

given formulation. See main text for symbol notation.

Finally, many non-IgG proteins that are of interest from a biotechnology per-

spective do not exhibit fragmentation under typical product conditions. Smaller pro-

teins are typically less conformationally stable than IgGs at a given temperature, and

may be expected to aggregate more quickly than the present example protein. With

this in mind, the PTIR approach could be useful to quantify and predict aggregation

rates at much lower temperatures than what was done here.

3.5 Effects of pH, buffer, and NaCl on Temperature-Dependent Rates

kobs(T ) was determined as a function of pH (4, 5, 6), added NaCl concentration

(0 mM or 100 mM), and buffer species (citrate or acetate). Figure 3.5-A illustrates

an Arrhenius diagram based on the PTIR method for all solution conditions that were

tested. Symbols shown in Figure 3.5-A-B correspond to pH 4 (black), pH 5 (red), pH

6 (blue), 0 mM NaCl (circles), 100 mM NaCl (triangles). The two different buffer

conditions are distinguished as: 10 mM acetate buffer (open symbols); 5 mM citrate

buffer (closed symbols). Chapter one qualitatively showed that changing buffer species
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could significantly alter aggregation rates. Additionally, IgG1 formulated at pH 4 in

10 mM acetate buffer with no added salt resulted in no aggregation even after heating

at 85 ◦C for one hour.

From visual inspection of Figure 3.5-A, it is clear that no single incubation

temperature would be practical to achieve aggregation rates on a comparable timescale

(hours to weeks) for all solution conditions. For example, if one selected a temperature

to achieve a rate corresponding to ln(kobs)= -7 for solution conditions indicated with

the closed black circles, then the rates for solution conditions depicted with closed black

triangles would be so large as to be impractical to measure (and vertically far off-scale

in Figure 3.5-A). This highlights another utility of the PTIR approach. It allows one

to obtain kobs(T ) profiles for head-to-head comparison between solution conditions or

different proteins that would otherwise be untenable to quantitatively compare if one

had to select a common temperature for measuring aggregation rates.

Qualitatively, the shifts in kobs(T ) with changing solution conditions correlate

well with the trends for Tm values of the Fab domain from DSC in Table 3.1. Fig-

ure 3.5-B rescales the Arrhenius diagram based on the Fab peak temperatures, and

this collapses the kobs values onto more of a common profile. This illustrates the im-

portance of conformational stability in determining aggregation rates, in that kobs is

strongly influenced by how close the incubation temperature is to the Tm for unfolding

of the domain involved in exposing aggregation-prone sequences of the protein [38, 1].

However, differences in conformational stability cannot explain all of the trends in ag-

gregation rates, as there are significant differences in the slopes (i.e., Ea values) over

the different solution conditions.

Figure 3.6 shows Ea values and 95% confidence intervals determined from fitting

2-hr PTIR data to Eq. (3.3) for formulation conditions prepared in 10 mM acetate

buffer (panel A) and 5 mM citrate buffer (panel B). Formulations prepared without

added NaCl are shown in red; those with 100 mM NaCl concentration are shown in

blue. Notably, pH 4 with no added NaCl and 10 mM acetate had an unmeasureably

large Ea value, as IgG1 heated in this formulation did not aggregate (as mentioned
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Figure 3.6: IgG1 effective aggregation activation energy determined from PTIR data in

Figure 3.5 for (A) 10 mM acetate (B) 5 mM citrate. Red bars are shown for no added

NaCl and blue bars are shown for 100 mM NaCl concentration. The question mark

on the red bar for pH 4 in panel A indicates that Ea is unknown for that condition

because aggregation was too slow to measure. Error bars are shown for 95% confidence

intervals.
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above).

At 100 mM added NaCl, Ea increases with increasing pH, which is expected

as conformational stability (i.e. Tm) increases with pH. Based on thermodynamic

arguments and qualitative mechanistic arguments for non-native aggregation [38, 169,

170], larger Tm values imply increased unfolding enthalpy values, and therefore higher

Ea values. However, Ea values at low ionic strength conditions (no added NaCl)

for acetate buffer show the opposite behavior. That is, Tm values decrease as one

decreases pH, but Ea values increase substantially; in the extreme, at the lowest pH

value tested there is no aggregation over multiple hours at temperatures close to boiling

(i.e., effectively infinite Ea in the present context). This is despite the fact that the Fab

Tm value (and all Tm values in Figure 3.2 for pH 4) are much lower than the selected

incubation temperatures. As discussed in Section 2.9, large electrostatic repulsions

between proteins under these pH conditions presumably helps prevent monomers from

coming into contact.

Previous work has highlighted increased conformational stability as the pH in-

creases towards the pI of a protein [44]. Often this results in slower aggregation rates

at a given temperature, because reduced electrostatic repulsions between proteins are

more than offset by changes in the conformational stability of the protein molecules

[44, 132]. Alternatively, it has been argued that electrostatic repulsions explain dif-

ferences in aggregation rates [48, 47]. However, the resulting activation barriers that

are inferred from colloidal models are unphysically large. They also do not account

for the importance of protein conformational changes that are needed to explain the

stability of the resulting aggregates and the long time scales involved in nucleating

such aggregates.

The present results highlight that both conformational stability and inter-protein

interactions can play a discernable role in determining aggregation rates (monomer

loss). The effects of conformational stability are evident under essentially all condi-

tions, while those for electrostatic repulsions are most prevalent under conditions of

low ionic strength and high net charge on the protein. While these conditions are
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not typical of in vivo conditions for most proteins, they are potentially relevant for

proteins under manufacturing conditions for biotechnology products [171]. The PTIR

approach can be adapted to monitor or predict protein stability at 40 ◦C, which is

becoming increasing important, as the product shelf life is partially determined at this

temperature [32].

3.6 Summary and Conclusions

A Parallel Temperatures Initial Rates (PTIR) device and method were intro-

duced and validated against the traditional approach. The PTIR approach was applied

to determine IgG1 aggregation rates across a range of solution conditions that covered

more than three orders of magnitude for the initial-rate coefficient (kobs) of monomer

loss. The results for IgG1 aggregation highlight the importance of conformational sta-

bility, as well as electrostatic protein-protein interactions, for mediating kobs and its

effective activation energy. PTIR allows one to efficiently and accurately determine

the temperature dependence of degradation kinetics when the initial-rates regime is

relevant, and is straightforward to extend to temperature-sensitive reaction processes

other than protein aggregation.
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Chapter 4

OSMOLYTE EFFECTS ON MONOCLONAL ANTIBODY STABILITY
AND CONCENTRATION-DEPENDENT PROTEIN INTERACTIONS

WITH WATER AND COMMON OSMOLYTES

4.1 Introduction

Parts of this chapter have been included in a manuscript submitted to a peer-

reviewed publication [172]. As discussed in Section 1.6.3, interactions between proteins,

water, and osmolytes mediate changes in protein stability and phase behavior [67, 68,

69, 70]. Inside cells, the concentration of proteins and other macromolecules can reach

volume fractions of 30-40 percent, and non-ideal interactions between proteins, water,

and osmolytes are expected to be the norm rather than the exception [173, 174]. Often,

the addition of sugars, polymers, and other osmolytes to protein solutions alters the

protein chemical potential of the native and unfolded states [69, 175, 3]. This also

causes changes in folding/unfolding equilibria when a given osmolyte alters the chemical

potential of the native state to a different extent than for the unfolded state [76, 77].

Briefly, differences between competing protein-water and protein-osmolyte inter-

actions gives rise to preferential interactions and leads to changes in protein chemical

potential and solution behavior [176]. For a canonical case where the net protein-

osmolyte interactions are less favorable (or more unfavorable) than water-protein in-

teractions, the osmolyte is said to be preferentially excluded from the protein, or the

protein is said to be preferentially hydrated [84]. As a result, the chemical poten-

tial of the protein necessarily increases upon increasing osmolyte concentration (c3) at

fixed pressure and protein concentration (c2). The opposite occurs if the net protein-

osmolyte interactions are more favorable than those with water, and the osmolyte

instead is preferentially accumulated or “weakly bound” near the protein surface [87].
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Kirkwood and Buff (KB), and others such as Hall, developed statistical mechan-

ical theory that relates molecular radial distribution functions and spatial fluctuations

in number density, to thermodynamics of multi-component solutions without the need

to assume an underlying model about molecular shape or interactions [177, 178]. As

shown previously by Ben-Naim and others, the thermodynamic relation given by Equa-

tions 4.1-4.3 establishes a means to directly relate preferential interactions and changes

in protein chemical potential via the KB integrals [176].

1

RT

(
∂µ3

∂c3

)
(T,P )

=
1

c3(1− c3(G13 +G33))
(4.1)

1

RT

(
∂µ2

∂c3

)
(T,P )

=
(G12 −G23)

(1− c3(G13 +G33)
(4.2)

(
∂µ2

∂c3

)
(T,P )

= (G12 −G23)c3

(
∂µ3

∂c3

)
(T,P )

(4.3)

In terms of statistical mechanics, one can express the KB integral for interactions

between components i and j via Equation 4.4, where gij(r) is the ensemble-averaged

radial distribution function for component i with respect to component j in an open

ensemble where all of the degrees of freedom of all components in the mixture have

been Boltzmann averaged; r is the center-to-center distance between an i molecule and

j molecule, and the factor of 4πr2 accounts for integration over a differential annulus.

Gij = 4π
∫ ∞

0
(gij(r)− 1)r2dr (4.4)

Using the nomenclature of Scatchard, as well as the arguments by Casassa

and Eisenberg, water and (neutral) osmolytes are denoted as components 1 and 3,

respectively [179, 180]. Protein with any counterions needed to exactly balance its

net charge is denoted as component 2 [178, 176]. Eq. 4.3 holds in the limit of infinite

dilution of protein, and the limit c2 → 0 is implicit in the derivatives and for evaluation

of the KB integrals [176]. µ2 is the protein chemical potential, µ3 is the osmolyte

chemical potential, T and P denote temperature and pressure, respectively, and the

75



other symbols were defined above. The derivative on the right hand side of Eq 4.3 is

independent of the identity of the protein for c2 → 0 and is necessarily positive for any

equilibrium system, and is available in the literature for a number of osmolyte-water

binary system [181].

Biophysical characterization of protein properties such as the effective charge,

second osmotic virial coefficient, or structure factor from scattering techniques do not

provide direct measure of protein-water and protein-osmolyte interactions. In fact,

scattering techniques, such as small angle scattering structure factor and laser light

scattering second osmotic virial coefficient are biased towards largest molecules in so-

lution and therefore of protein-protein interactions are easier to elucidate compared to

protein-water or protein-osmolyte interactions.

Casassa and Eisenberg provided one of the first unified discussions on elucidating

thermodynamics and connections to molecular interactions for solutions of biological

macromolecules using techniques such as densimetry, light scattering, analytical ultra-

centrifugation, and osmometry [179]. Ben-Naim subsequently developed the “inverse

KB” theory to evaluate KB integrals from thermodynamic measurements of partial

specific volume, isothermal compressibility, and phase behavior or activity coefficients

[176, 182]. Using the inversion process to obtain all of the possible KB integrals for

three component systems has been challenging for a variety of reasons [183, 184].

Preferential interaction parameters have been measured with densimetry and os-

mometry. Timasheff and coworkers deduced preferential interaction parameters from

density and dialysis equilibrium measurements of protein solutions with different os-

molytes [74]. Record and coworkers have measured closely related, but not exactly

equivalent, preferential interaction parameters for proteins with osmolytes using va-

por pressure osmometry [185]. Recently, a KB approach was applied with a peptide

additive transfer free energy model (ATFM) to capture preferential interaction of os-

molytes with different amino acid groups by combining solubility measurements with a

version of inverse KB theory [2]. Assuming the ATFM assumption holds, and that the

contributions scale with the solvent accessible surface area for a given peptide group,
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this allows one to calculate the free energy for transferring a protein from water to

a given osmolyte solution for any protein with a known three dimensional structure

[76, 186, 187].

In this chapter, densimetry and a version of inverse KB theory [176] are used

to determine G12, G23, and the net preferential interactions for a monoclonal antibody

with common neutral osmolytes as a function of osmolyte concentration. The os-

molytes are sucrose, trehalose, sorbitol, and polyethylene glycol (number average mol.

wt., Mn =6,000). Results are compared to a priori predictions based on preferential

interaction models [2, 3]. The results highlight quantitative and qualitative limitations

of existing models and standard interpretations for some cases. Lastly these are com-

bined with calorimetry measurements to assess whether the changes in native state

chemical potential or preferential interactions may be predictive of thermal stability.

The results raise questions of the validity of a number of common assumptions that

underlie standard interpretations and simplified expectations regarding how some of

these osmolytes improve the stability of antibodies, as well as raising concerns as to the

validity of ATFM approaches for estimating how protein chemical potentials change

with the addition of osmolytes.

4.2 Materials and methods

4.2.1 Sample preparation

AS-IgG1 stock solution were dialzed against distilled-deionized Milli-Q water

in the same manner as described in Section 2.2.1 Osmolyte stock solutions were pre-

pared by dissolving known masses of sucrose (≥99.5% (HPLC), Sigma Aldrich), D -

(+)- trehalose, dihydrate (≥98% Fisher Scientific), D-sorbitol (≥99.5% (HPLC), Sigma

Aldrich) or polyethylene glycol (PEG average molecular weight 6000 Da, Sigma Aldrich)

with distilled-deionized Milli-Q water. Final solutions were titrated with sodium hy-

droxide solution or hydrochloric acid stock to pH 6. This pH was chosen as it required

minimal titration, and because prior work with this protein showed that the net charge
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at pH 6 was close to zero, and protein-protein interactions were minimal (cf. Section

2.6. All masses and volume were measured gravimetrically.

4.2.2 Partial specific volume via densimetry

For each osmolyte of interest, a binary osmolyte stock solution (osmolyte and

water) and a ternary protein stock solution (osmolyte, water, and protein) were pre-

pared gravimetrically at constant osmolyte molality using a calibrated analytical mi-

crobalance (Denver Instruments) with ± 0.02 mg precision. All protein concentrations

were below 5 mg/mL to minimize the potential effects of protein-protein interactions at

higher concentrations. Ten or more protein solutions (∼1-1.25 mL each) ranging from

zero to the highest protein concentration were prepared from the two above-mentioned

solutions created at constant molality of osmolyte. Samples were gently mixed and

centrifuged at 5000 g for 5 minutes after preparation. All solutions were measured

within 24 hours of preparation.

The density of each protein solution was measured using a DMA 4500 (Anton-

Paar, Ashland, VA). As all solutions were in the dilute protein concentration range,

the density was linear as a function of protein concentration. The Scatchard notation

is used in all equations below: component 1 is water; component 2 is protein; and

component 3 is osmolyte [180]. The partial specific volume of the protein (V̂2) was

determined from density as a function of protein weight fraction using Equation 4.5 as

previously described [188, 189].

V̂2 =
1

ρ0

+
dρ−1

dw2

(4.5)

ρ is the solution density for a given protein concentration, and ρ0 is the solution density

as the weight fraction of protein (w2) approaches zero. A linear regression of the

reciprocal of density as a function of w2 gives an intercept and slope, which are the

first and second terms, respectively, on the right hand side of Eq. 4.5. The 95 %

confidence interval for the value of V̂2 was determined from the corresponding t-value

and standard error of the slope and intercept [189].
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Protein-water and protein-osmolyte interactions were determined from the be-

havior of V̂2 as a function of osmolyte concentration. Ben-Naim was the first to provide

the relevant expressions for a three-component system with infinite dilution of one com-

ponent (protein in the present case) in a convenient form to deduce G12 and G23 from

densimetry [176].

V̂2 = κTkbT −G12 + (G12 −G23)c3V̂3 (4.6)

κT is the isothermal compressibility of the solution, kb is the Boltzmann constant, T

is absolute temperature, c3 is the osmolyte concentration, and V̂3 is the partial specific

volume of the osmolyte, which is also determined experimentally in the same manner as

described above. As aqueous solutions far from the critical point have small values for

the isothermal compressibility (∼0.1 - 1 GPa−1), the first term of the right hand side

of Eq. 4.6 is negligible compared to the values of the other terms [190]. The change of

V̂2 as a function of osmolyte concentration then provides G12 and G23 based on slope

and intercept, or based on the local tangent when V̂2 changes non-linearly with c3.

4.2.3 Model prediction of preferential interaction via solvent accessible

surface area (ASA)

Predictions for values of (∂µ2
∂c3

)(T,P ) and therefore (G12 − G23) for sucrose, tre-

halose, and sorbitol were calculated using the additive tripeptide preferential interac-

tion model developed by Auton and Bolen [2]. The transfer free energy, ∆G
(0→c3)
(tr,N) )

was calculated using Equation 4.7 [2]. It is defined as the free energy for moving the

native protein from water to osmolyte solution with concentration (c3). ni is number

of amino acids of type i; ∆g(i,tr) is the transfer free energy for moving a given amino

acid from water to osmolyte solution with concentration c3; αi, the fraction of exposed

surface area for a given amino acid, is calculated from the solvent accessible surface

area (ASA) for each type of amino acid side chain (sc) or backbone (bb) as described

previously [76]. ASA was determined using GET AREA,[191] Surface Racer,[192] or

ProtSA,[193, 194] algorithms. These algorithms calculate the exposed surface area of

a given residue or atom in the protein, which can be thought of as “rolling” a spherical
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probe with radius of 0.14 nm over the surface of protein. In the present case, the

crystal structure of a homology model of AS-IgG1 (1HZH)[195] was used in the ASA

algorithms. The probe mimics the protein surface accessibility of a water molecule.

For the unfolded state, ASA calculations were performed using ProtSA.

∆G
(0→c3
(tr,N) =

∑
niα

sc
i ∆gsctr,N + gbbtr,N

∑
niα

bb
i (4.7)

As described previously, the protein chemical potential, with the addition of a

given osmolyte concentrations, was calculated using Eq 4.8 [2].

(
∂µ2

∂c3

)
(T,P )

=
∆G

(0→c3)
(tr,N)

c3

(4.8)

Next, predictions for the difference in Kirkwood-Buff integrals for protein-water

and protein-osmolyte, (G12 − G23)pred, were calculated using
(
∂µ2
∂c3

)
(T,P )

and Eq. 4.3.

Concentration dependent values for
(
∂µ3
∂c3

)
(T,P )

were determined from analytical expres-

sions for a given activity coefficient as a function of osmolyte concentration (sorbitol

and sucrose)[181]. For trehalose, this quantity was determined from available thermo-

dynamic data (See Appendix B), which measured the water activity of trehalose-water

solutions using the isopiestic method [6].

Predictions for the AS-IgG1 and PEG preferential interaction were determined

using the additive atom transfer preferential interaction model developed by Record

and coworkers [3]. In this model, values for
(
∂µ2
∂c3

)
(T,P )

were calculated from the ASA of

each type of atom (e.g. aliphatic carbon, amide nitrogen, etc.), which were determined

using the available ASA algorithms mentioned above. Additionally, predictive values

for (G12−G23)pred were determined using Eq. 4.3 and concentration dependent values of(
∂µ3
∂c3

)
(T,P )

, which were determined from available water activity of water-PEG solutions

[4, 5]. See Appendix B for details regarding
(
∂µ3
∂c3

)
(T,P )

calculations.

To compare the predictive values of
(
∂µ3
∂c3

)
(T,P )

and (G12−G23)pred to densimetry

results gathered in the present work, a predictive values for the protein partial specific

volume was calculated as a function of osmolyte concentration via Eq 4.9. Starting

at the measured value for V̂ 0
2 with no osmolyte present, the value for partial specific
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volume of protein at next step, V̂2

n+1
, is calculated given the previous value for the

partial specific volume, V̂2
n
, and the step size for osmolyte concentration, ∆c3

V̂2

n+1
= V̂2

n
+ c3V̂3(G12 −G23) (4.9)

In a similar manner, the protein chemical potential was calculated by integrating

(∂µ2
∂c3

)(T,P ), which was calculated from densimetry measurements or predictive models.

4.2.4 AS-IgG1 unfolding via differential scanning calorimetry

Capillary differential scanning calorimetry (MicroCal cap-DSC, Malvern Instru-

ments, Malvern, UK) was performed on AS-IgG1 solutions at different osmolyte concen-

trations. A buffer-buffer scan and subsequent protein-buffer scans (1 mg/mL AS-IgG1)

were performed at 1 ◦C/min from 20-95 ◦C. With no osmolyte present, protein scan

(after first scan) showed no reversibility (data not shown) and was not expected for AS-

IgG1 based on past work [1, 36]. After subtracting the buffer scan, the absolute heat

capacity, Cp was calculated from the DSC thermograms using the standard expressions

[53, 196]. The mid-point unfolding temperature (Tm) and Van’t Hoff enthalphy, ∆H, of

the AS-IgG1 unfolding transitions were determined using the Peak Analyzer function

in Origin Pro (Origin Lab Corporation, Northampton, MA). For a given osmolyte, the

change in the protein chemical potential from native to unfolded state with respect to

a given osmolyte concentration,
(
∂∆µ

(N→U)
2

∂c3

)
(T,P )

, also known as the m-value,[197, 198]

was calculated using Equation 4.10 [30]. T om and ∆Ho denotes the mid-point unfolding

temperature and Van’t Hoff enthalpy, respectively, of the reference state, which would

be the case of AS-IgG1 unfolding with no osmoltyte present.

∂∆µ
(N→U)
2

∂c3


(T,P )

=
∆Ho

T om

(
dTm
dc3

)
(4.10)

4.3 Partial specific volume via density measurements

The protein and osmolyte partial specific volumes were determined from a series

of density measurements at constant osmolyte molality. Figure 4.1 depicts illustrative
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Figure 4.1: Binary solutions. (A) water-osmolyte solutions: density as a function of

osmolyte weight fraction for sucrose (squares), trehalose (circles), sorbitol (triangles),

and polyethylene glycol Mn =6,000 g/mol (diamonds). (B) water-protein solutions: re-

ciprocal of the density plotted as a function of AS-IgG1 weight fraction. (C) Conversion

of c3V̂3 to osmolyte molarity.
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results for density measurements for the binary system of water and a given osmolyte.

Figure 4.1-A shows the solution density as a function of osmolyte weight fraction

for sucrose (squares), trehalose (circles), sorbitol (triangles), and polyethylene glycol

(diamonds) with an average Mn =6,000 g/mol (diamonds). For the binary system of

AS-IgG1 and water in Figure 4.1-B, the reciprocal of the solution density is plotted

as a function of weight fraction of protein. The maximum protein concentration was

limited to ∼5 mg/mL to avoid potential effects of protein-protein interactions (i.e., to

assure the c2 → 0). Both panels in Figure 4.1 show linear increases in solution density

as a function of weight fraction of osmolyte or protein consistent with high quality fits

from regression to a linear function.

The partial specific volume of the protein in a given osmolyte is determined

from a linear regression of the reciprocal of density as a function of protein weight

fraction (e.g., as shown in Figure 4.1-B) and calculated using Eq. 4.5. The partial

specific volume for each osmolyte (V̂3) in the absence of protein was calculated using

the data in Figure 4.1-A in the same manner. Table 4.1 reports the fitted values and 95

percent confidence intervals for (V̂3) of each osmolyte in water. All data with protein

present are in the dilute protein limit (c2 → 0); therefore, V̂3 is independent of protein

concentration. The data in Figure 4.1-A illustrate that V̂3 is also independent of c3

for the conditions tested here, and therefore the product c3V̂3 in Eq. 4.6 is a linear

function of c3. Figure 4.1-C shows this relationship graphically for each osmolyte in

Table 4.1.

4.4 Partial specific volume of AS-IgG1 in neutral osmolytes

Figure 4.2 plots the values for the partial specific volume of protein as a function

of c3V̂3 for AS-IgG1 with sucrose (A), trehalose (B), sorbitol (C), and PEG (D). Each

data point and 95 percent confidence interval were calculated from linear regression of

a set of density measurements on solutions created at constant osmolyte molality. The

solid curves in Fig. 4.2 correspond to best fits of V̂2 vs. c3V̂3, and dashed curves are a

priori predictions from available preferential interaction models (cf. Methods).
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Figure 4.2: Ternary solutions. AS-IgG1 partial specific volume as a function of c3V̂3

for (A) sucrose, (B) trehalose, (C) sorbitol, and (D) PEG. The dashed black line

is the prediction from the preferential interaction models [2, 3], using a homology

model of AS-IgG1 based on the human IgG1 crystal structure (PDB 1HZH). Error

bars correspond to 95 percent confidence intervals. Solid curves are empirical fits to

interpolate the experimental values.
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Table 4.1: Osmolyte partial specific volume. Error bars correspond to 95 percent

confidence intervals

Osmolyte V̂3 [mL/g]

Sucrose 0.6206 ± 0.0007

Trehalose 0.6127 ± 0.0014

Sorbitol 0.660 ± 0.002

PEG (Mn =6k) 0.8362 ± 0.0010

Inspection of Figure 4.2-A shows values of V̂2 increase initially at low sucrose

concentrations. However, as the concentration of sucrose increases further, the value

of V̂2 reaches a maximum then begins to decrease. Based on Eq. 4.6, this shows that

(G12−G23) is greater than one at low c3 , but decreases with increasing c3 and eventually

changes sign at c3 greater than approximately 10 w/w % sucrose. This indicates that

sucrose is preferentially excluded from the protein at lower sucrose concentrations but

becomes preferentially accumulated near the protein at higher osmolyte concentrations.

The dashed curve represents an a priori prediction of preferential interactions using

available models[2, 3] and shows a shallow upward curvature in the values for V̂2 with

increasing osmolyte concentration. As such, the model under predicts the preferential

exclusion of sucrose at low osmolyte concentration, and is qualitatively incorrect at

higher osmolyte concentrations.

Figures 4.2-B and 4.2-C illustrate the behavior of the partial specific volume

of AS-IgG1 as a function of c3V̂3 for trehalose and sorbitol, respectively. There does

not appear to be a significant trend for values of V̂2 over these osmolytes concentra-

tions, indicating that magnitude of preferential interactions for this IgG and either of

these osmolytes is too small to be directly observed via this experimental approach.

Trehalose does not show a similar or greater degree of preferential exclusion compared

to sucrose, contrary to what has been concluded for some proteins [78]. At higher
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trehalose concentrations, no preferential accumulation was observed, within the sensi-

tivity of the measurement. However, preferential interaction models (dashed curves in

Fig. 4.2-B-C) predict significant upward curvature for AS-IgG1-sorbitol solutions, and

qualitatively similar results for trehalose. Figure 4.2-D plots V̂2 as a function of c3V̂3 for

AS-IgG1 with PEG (Mn =6,000 g/mol). Initially, values of V̂2 increase before reaching

a maximum at value of c3V̂3 of approximately 0.15. However, at higher PEG concen-

trations, values of V̂2 decrease. Interestingly, the partial specific volume of AS-IgG1 as

a function of PEG concentration behaves similarly to sucrose; preferential exclusion of

PEG at low osmolyte concentrations followed by preferential accumulation at higher

osmolyte concentrations. Model predictions (dashed lines in Fig. 4.2-D) are qualita-

tively opposite to the experimental behavior as one increases PEG concentrations to

levels that are similar to those used in common practice[85].

4.5 Kirkwood-Buff integrals for protein-water and protein-osmolyte inter-

actions

Values of the protein-water KB integral (G12) and the protein-osmolyte KB

integral (G23) were determined from linear regression of the data in Fig. 4.2 for the

cases where values of V̂2 changed with osmolyte concentration (i.e., sucrose and PEG).

Data for V̂2 as a function of c3V̂3 were fit to a quadratic equation (See Appendix for

detailed statistics) and the fitted coefficients were used to calculate the KB integrals.

Briefly, the tangent of V̂2 as a function of c3V̂3 is equal to (G12 − G23), and the y-

intercept of the tangent line is equal to −G12 (cf., Eq 4.6) [176]. Therefore, if G12

and G23 are independent of osmolyte concentration then one expects V̂2 to be linear

with respect to c3V̂2. The slope is positive (G12 ≥ G23) for preferential exclusion of

osmolytes, or vice-versa for preferential accumulation of the osmolyte near the protein.

The units for Gij are volume (or volume per molecule) when one uses concentra-

tion units of molecules/volume. Gij are reported here in terms of more experimentally

conventional units (volume/mass), which can be converted to those in Eq. 4.4 by use

of the protein molecular weight and Avogadro’s number. Positive (negative) values
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for KB integrals imply a net attractive (repulsive) interaction for the two components

relative to an ideal gas, when averaged over all center-to-center distances between a

molecule of component i and that of component j. As noted above, significant preferen-

tial interactions exist for the protein when the difference in KB integrals (i.e. G12−G23)

is non-negligible.

Figure 4.3 shows G12 (dashed curves) and G23 (solid curves) for sucrose (panel

A), sorbitol and trehalose (panel B), and PEG (panel C). Inspection of Figure 4.3

shows all values for Kirkwood-Buff integrals are negative for both protein-water and

protein-osmolyte. This follows from the large steric contribution to the KB integrals,

as the osmolyte or water molecules cannot overlap with the protein. From Eq. 4.4,

configurations that correspond to overlapping molecules cause negative values in the

integrand. Therefore, purely steric interactions will result in negative values of any

Gij, although they will not necessarily equal those from simple gas-phase or implicit

solvent estimates [199].

For Figures 4.3-A and 4.3-D, one observes Gij values that depend strongly on

osmolyte concentration. In the absence of a given osmolyte, G12 is equal to V̂2 in the

limit of low protein concentration, [176] and the initial value for G23 follows from the

initial slope for V̂2 in Figure 2. For sucrose, G23 starts at lower values than G12, as the

osmolyte is initially preferentially excluded and also has a larger steric contribution

to the KB integrals compared to that of water. In Fig. 4.3-A, one observes that the

value of G12 decreases with increasing sucrose concentration, suggesting a decrease in

the relative concentration of water molecules near the protein surface, while the value

of G23 increase, suggesting an increase in the relative concentration of sucrose near the

protein surface. The net result is that G12 ≥ G23 (i.e., preferential exclusion of sucrose)

at low osmolyte concentration, and this switches to the opposite behavior above a

sucrose concentration of approximately 0.3 M ( ∼10 wt. percent). A qualitatively

similar behavior is observed for PEG solutions (Figure 4.3-C), but with the switch-

over from preferentially excluded PEG to preferentially accumulated PEG occurring

at a higher PEG concentration. In contrast, Figure 4.3-B shows G12 (dashed line)
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Figure 4.3: Average protein-water interactions (G23, solid curves) and protein-osmolyte

interactions (G12, dashed curves) as a function of c3V̂3 for (A) sucrose, (B) sorbitol or

trehalose, and (C) PEG.
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and G23 (solid line) for trehalose and sorbitol osmolytes. As there were not significant

changes in V̂2, vs. c3 in Fig. 4.2-B-C, G12 is approximately equal to G23, implying

preferential interactions were not large enough to be detected within the sensitivity of

the densimetry measurements.

4.6 AS-IgG1 native state chemical potential

As noted above and shown by Eq. 4.3, thermodynamics establishes a direct

relation between preferential interactions (G12 −G23) and changes in chemical poten-

tial of the protein with respect to osmolyte concentration at fixed temperature and

pressure for dilute protein solutions. The change in osmolyte chemical potential with

respect to osmolyte concentration,
(
∂µ3
∂c3

)
(T,P )

is needed for this conversion between KB

integrals and the derivative of the protein chemical potential with respect to c3. As

mentioned above,
(
∂µ3
∂c3

)
(T,P )

does not depend on the identity of the protein because

it is evaluated in the limit of c2 → 0. In the present case, values of
(
∂µ3
∂c3

)
(T,P )

as

a function of osmolyte concentration were determined from literature values for the

binary systems of water and a given osmolyte. However, at much higher protein con-

centrations, one must exercise caution as
(
∂µ3
∂c3

)
(T,P )

may not be synonymous to that of

the binary system [176], as G11, G13, and G33 quantities may be indirectly affected by

the protein. Using values of (G12 − G23) determined from densimetry, and literature

values of
(
∂µ3
∂c3

)
(T,P )

,[181, 6, 4, 5] the quantity
(
∂∆µ2
∂c3

)
(T,P )

was determined via Eq. 4.3

for a given osmolyte concentration. Values of ∆µN2,tr were then determined as a func-

tion of osmolyte concentration by numerically integrating the derivative with respect

to osmolyte concentration.

Figure 4.4 shows the results for AS-IgG1 ∆µN2,tr as a function of c3V̂3 for sucrose

(A), sorbitol and trehalose (B), and PEG (C), based on the results in Figure 4.3. In

Figure 4.4, solid curves correspond to values determined using densimetry data, and

dashed curves are based on preferential interaction model(s) used to produce the dashed

curves in Figure 4.2 (cf. Methods). Inspection of Figure 4.4-A shows the value of ∆µN2,tr
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Figure 4.4: AS-IgG1 native state chemical potential as function of c3V̂3 for (A) sucrose,

(B) sorbitol or trehalose, and (C) PEG. dashed curves correspond to predictions using

the preferential interaction models.
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increases at low sucrose concentration, reaches a maximum at approximately 20 kJ/mol

at c3V̂3 just less than 0.1, then decreases at much higher osmolyte concentrations.

In Figure 4.4-B, values of ∆µN2,tr from densimetry for sorbitol and trehalose are

not plotted, as these osmolytes did not appear to show any preferential interaction

within the sensitivity of the densimetry measurement. However, the preferential inter-

action model developed by Bolen and coworkers predicts a linear increase in chemical

potential for sorbitol and trehalose [2]. The larger magnitude for sorbitol is due to the

fact that the molarity is approximately double that for sucrose or trehalose at the same

c3V̂3 (see Fig. 4.1-C). Notably, comparing the magnitude of the predicted changes in

transfer free energies for panel A and B shows that the models predict similar orders

of magnitude for the changes due to sucrose, trehalose, and sorbitol. However, the

densimetry data clearly shows that if there were preferential interactions for trehalose

or sorbitol with AS-IgG1, then they are much less pronounced than those of sucrose.

Therefore, the model predicts predicts preferential interactions that are best a large

overestimate when compared to experimental results.

From Fig 4.4-C, one observes a quadratic behavior of ∆µN2,tr with increasing

PEG concentration and the value of ∆µN2,tr reaches a maximum value at c3V̂3 just

greater than 0.1. Notably, preferential interaction models predict an upward curvature

in ∆µN2,trwith increasing PEG concentration [3].

Preferential exclusion (accumulation) of osmolytes leads to increases (decreases)

in chemical potential of the protein. Perhaps it is not surprising that AS-IgG1 has con-

centration dependent preferential interactions as it is a labile molecules rather than a

globular protein and also contains glycosylations. The preferential exclusion of su-

crose and trehalose is thought to originate from the formation of an excluded network

of sugar molecules that strengthen water-protein interaction near the surface of the

protein [78, 90]. However, one may expect this mechanism to be dependent on a pro-

tein’s 3-D geometry and a large flexible IgG with non-globular geometry may promote

different trehalose network than a small globular protein. Additionally, at very high os-

molyte concentrations (and larger osmolytes), depletion interactions may be expected
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[49]. In this case, simply due to steric arguments, preferential accumulation may be ex-

pected. However, it is interesting to consider if the preferential interaction and chemical

potential trends will be predictive of protein stability at high temperature.

4.7 AS-IgG1 unfolding via DSC

Given the large changes in chemical potential (∼1-5 kJ/mol) observed in Fig

4.4, one would expect the biophysical properties of the IgG, such as the free energy

of unfolding and solubility to be significantly altered in the presence of osmolytes.

Differential scanning calorimetry was performed on AS-IgG1 solutions over similar

concentration ranges of sucrose, trehalose, sorbitol, and PEG as those used in the

densimetry measurements. Figures 4.5 illustrate DSC profiles with as a function of

sucrose (A), trehalose (B), sorbitol (C), and PEG (D) concentration. DSC profiles are

vertically offset for easier viewing, and the arrow denotes the direction of increasing

osmolyte concentration. As shown in Fig. 3.2 and elsewhere [36, 1, 161], three unfolding

transition endotherms (peaks or shoulders) were commonly observed with mAbs. At

low pH (e.g., pH 4) three transitions were observed, and the unfolding transitions

corresponding to the following order, from lowest to highest transition temperatures:

CH2, (Fab), (CH3). However, at pH 6, the unfolding transitions for the CH2 and Fab

were found to overlap, and therefore only two transitions were observed by visible

inspection [36, 1, 161].

From inspection of Figure 4.5-A, one observes two unfolding transitions, consis-

tent with prior work at pH 6. The larger peak at lower temperatures corresponds to

overlapping unfolding transitions of the CH2 and Fab, while the smaller peak at higher

temperatures corresponds to that of the CH3. Additionally, the apparent mid-point

unfolding temperature (Tm) increases with increasing trehalose concentration (see Fig-

ure 4.5-C). However, for the conditions tested, the unfolding transitions were not fully

reversible and may be convoluted with aggregation. As such, the transition tempera-

ture are referred to only as apparent Tm values. For trehalose, sucrose, and sorbitol,

the CH2/Fab unfolding transitions occurred together even with the addition of more
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Figure 4.5: AS-IgG1 differential scanning calorimetry. DSC thermograms with increas-

ing concentrations of (A) sucrose, (B) trehalose, (C) sorbitol, and (D) PEG. In each

panel, curves are offset to help distinguish profiles.
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Figure 4.6: AS-IgG1 differential scanning calorimetry. (A) CH2-Fab and (D) CH3

Tm values as a function of osmolyte concentration. Symbols correspond to trehalose

(squares), sucrose (diamonds), sorbitol (circles), and PEG (triangles).

osmolyte. However, as one notes from Figure 4.5-B, as PEG concentration increases,

CH2 and Fab peaks no longer overlap. Additionally, the Fab unfolding transition de-

creases more so than the CH2 transition, suggesting PEG preferentially interacts with

the Fab more so than the CH2.

Tm values for CH2/Fab peaks and CH3 peaks were interpolated numerically (see

Methods). Fig. 4.6-A (Fig. 4.6-B) plots Tm values as a function of osmolyte concentra-

tion for CH2/Fab (CH3) unfolding transition. For PEG, Fab Tm values are reported. In

both figures, symbols correspond to sucrose (diamonds), trehalose (squares), sorbitol

(circles), and PEG (triangles). Solid lines in Figure 4.6 show linear fits determined

from regression for each data set. Interestingly, one notes from Fig. 4.6 that sucrose,

trehalose, and sorbitol increase AS-IgG1 unfolding transitions, while PEG decreases

the transitions. The m-value for the CH2/Fab and CH3 unfolding transitions were

calculated via Eq. 4.10 using the Van’t Hoff enthalpy and Tm of AS-IgG1 unfolding

profile with no osmolyte present, and values for
(
dTm
dc3

)
from the slopes in Fig. 4.6.
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4.8 Preferential interactions and their effect on protein unfolding and sta-

bility

The free energy of unfolding is determined by the difference in the protein chem-

ical potential of the native and unfolded state. The m-value represents the difference

in
(
∂∆µ

(N→U)
2

∂c3

)
(T,P )

between the native and unfolded states of the protein, and can be

estimated experimentally via multiple techniques [198, 200]. By this sign convention

used below, positive (negative) m-values indicate stabilization (destabilization) of the

folded state relative to the unfolded one. In the present case, m-values were estimated

from DSC and the analysis of Becktel and Schellman (cf. Methods) [30]. The linear

dependence of Tm values in Fig. 4.6, combined with Eq. 4.10, results in m-values are

independent of osmolyte concentration.

The preferential interaction model of Bolen and coworkers also can be used to

predict m-values for sucrose, trehalose, and sorbitol [2]. However, doing so requires one

to assume a magnitude for the change in the ASA between the native and unfolded

states of the protein, which is highly nontrival [193]. In addition, the DSC thermograms

are not at equilibrium because unfolding is convoluted with aggregation, and it is not

clear whether one should consider the lower Tm transition to be simply an overlap of

CH2 and Fab transitions in the DSC signal, or a single transition that requires both

domains to unfold as group.

Those quantitative limitations notwithstanding, it is possible to at least derive

qualitative conclusions by comparing the results in Figures 4.2-4.4 with those in Figures

4.5-4.6. From the densimetry data is clear that for sucrose and PEG as osmolytes,

the native state chemical potential for AS-IgG1 increases within increasing c3 at low

c3, reaches a maximum, then decreases with further increases in c3. For trehalose and

sorbitol, it is possible that the native state chemical potential of AS-IgG1 increases with

increasing c3, but this was not discernable experimentally. In what follows below, we

assume that it was simply too weak of an effect to be detected with these experimental

methods.
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The DSC results clearly show that the chemical potential difference upon unfold-

ing of the CH3 domain of AS-IgG1 increases with increasing c3 for sucrose, trehalose,

and sorbitol; while it decreases for PEG as the osmolyte. A similar argument holds

for the overlapping transition of the Fab and CH2 domains. These results were un-

expected based on the densimetry results and canonical models for protein unfolding

in the presence of osmolytes [84]. That is, canonical expectations are that osmolytes

such as sucrose, trehalose, and PEG are always preferentially excluded from the native

state, and excluded even more so from the unfolded state [74, 75]. As a result, the

chemical potential of both the folded and unfolded states are expected to increase by

adding such osmolytes, but the increase is greater for the unfolded state. This has the

net effect of increasing the unfolding free energy, and Tm values, upon addition of such

osmolytes. If one were to consider the DSC results for sucrose or trehalose in isolation,

they would normally be interpreted mechanistically in that way [74, 78, 79]. That

would also commonly be done for sorbitol, although it has been found in some cases

that it can change from being preferentially excluded to preferentially accumulated

(e.g., as a function of temperature) [201].

The DSC results for PEG are unexpected for multiple reasons. PEG is not

expected to be preferentially accumulated at the protein surface unless one deals with

much smaller PEG molecules,8 and addition of PEG is not expected to decrease Tm

values [85]. Furthermore, the results here show that PEG interacts more strongly

(greater preferential accumulation) with the Fab domains of AS-IgG1 than it does

with the CH2 domain. This is evidenced by the observation that addition of PEG

causes the peak for the Fab domain to become discernable from the CH2 domain in

Figure 4.5-D (top).

While the DSC results for sorbitol, sucrose, and trehalose would suggest the

canonical models or interpretations hold for AS-IgG1, the densimetry results show this

is not the case. Sucrose is preferentially excluded from the native state at low c3 but

it is accumulated at high c3. If the same were to hold for the native state, then the

Tm values should increase with increasing c3 at low c3, but decrease at higher c3. From
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Figure 4.7: Schematic of (A) classic theory and (B) concentration dependent preferen-

tial interaction. Panels illustrate qualitative behavior of the protein chemical potential

for the native (N) and unfolded (U) states as a function of osmolyte concentration

Figure 4.5, this is clearly not the case. For PEG, it is similarly complex. By similar

reasoning to that for sucrose, one would expect the Tm values to first increase and

then decrease with increasing PEG concentration. Instead, PEG is a destabilizer at

all PEG concentrations tested here. Finally for sorbitol and trehalose, the canonical

model might be correct, but the data here cannot discriminate whether this is the case.

To help summarize the key results and their interpretation graphically, Figure

4.7 illustrates the qualitative behavior expected from the theory of preferential interac-

tions by plotting the protein chemical potential as a function of osmolyte concentration,

for native (N) and unfolded (U) states. A simple two-state unfolding example is used

for ease of depiction. For a multi-state protein such as an antibody, one could generalize

to have unfolding intermediates in addition the N and U states.

Figure 4.7-A (top) shows the canonical example described above for preferential

exclusion. The opposite behavior is shown in the bottom panel, and is what is expected
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for classic chemical denaturants such as urea [81, 75]. The black bar denotes the native

state (N) and the gray bar denotes the unfolded state (U). Units on the y-axis are

arbitrary for the chemical potential of a given state, double-arrows are included to

more easily see how the unfolding free energy (∆µ
(N→U)
2 ) increases or decreases with a

change in osmolyte concentration. The results in Figure 4.5 for sorbitol and trehalose

are consistent with Figure 4.7-A, although with relatively small changes to the native

state chemical potential with increasing osmolyte concentration.

Figure 4.7-B shows a schematic that is more appropriate for the cases of AS-

IgG1 with sucrose (top) and PEG (bottom). The chemical potential of the native

state change non-monotonically with sucrose concentration, but the value of ∆µ
(N→U)
2

increases linearly with the addition of sucrose. As such, preferential interactions of

sucrose with the unfolded state must also depend on sucrose concentration in a non-

trivial way. For PEG, it is a similar but reversed scenario to sucrose, in that ∆µ
(N→U)
2

decreases linearly with the addition of PEG. Overall, these results indicate that prefer-

ential interactions of osmolytes with the native state should not be generally assumed

to be predictive of interactions with the unfolded state(s). Osmolytes that are prefer-

entially excluded in the native state (e.g. PEG or sucrose) may increase or decrease

protein stability.

While it is common in current practice to assume that the osmolytes obey one of

the two scenarios in Figure 4.7-A, Timasheff and others provided cautionary examples

to the contrary [201, 96]. Recent data highlights that PEG interactions depend on

the size of the PEG molecules in question, and that PEG preferential interactions are

not simply the steric repulsions expected for an idealized hydrophilic polymer [3, 202].

However, sucrose and high-molecular weight PEG are canonical examples of osmolytes

that not only are preferentially excluded, but also do not show significant changes in

their behavior as a function of osmolyte concentration [3, 75, 85, 202]. The results here

indicate that caution is needed in assuming such simplified models hold for a given

protein, and illustrate experimental means to test such assumptions.

Finally, the results for sucrose may be of interest in another context. Sucrose
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and trehalose have long been used as lyoprotectants and cryoprotectants for proteins

during freezing and drying processes [90, 92]. One qualitative mechanism by which

they putatively operate to stabilize proteins in that context is by serving as “water

replacers”, in that they are able to hydrogen bond to the protein as the protein “loses”

water due to water removal by drying or by freezing of ice [78, 90]. Such water-

replacement would be expected to manifest as accumulation of the sugar molecules at

the protein surface, at least for sufficiently high sugar concentrations [78, 90]. The

present results extend only to sugar concentrations on the order of 30 w/w%, which is

a factor of 2 or more lower than sugar concentrations in freeze-concentrated or freeze-

dried states [203]. However, from a qualitative perspective the results for sucrose clearly

indicate that a switchover from preferential exclusion to preferential accumulation is

possible, and even indicate that it occurs more readily for sucrose than for trehalose in

the case of AS-IgG1. While it is beyond the scope of this report, preliminary results

with a canonical globular protein show qualitatively similar behavior and suggest this

observation is more general than what is shown here for AS-IgG1; that study will be

the topic of a future report.

Returning to question of AS-IgG1 unfolding and stability in solutions, it may

be useful to note that AS-IgG1 is a large, flexible, non-globular protein with three co-

operative unfolding transitions. Additionally, the unfolded state of AS-IgG1 may have

significant residual structure from the 16 disulfide bonds, and accurately determining

the ASA of the unfolded state remains especially challenging and may be similar to

unfolded state of globular proteins. For AS-IgG1 unfolding with the addition of PEG

shown in Fig 4.5-D revealed decreases in the temperature of Fab unfolding more so

than CH2. In contrast, trehalose, sorbitol, and trehalose, appeared to increase the

temperature of the Fab and CH2 similarly.

It remains an open question why trehalose stabilizes AS-IgG1 more so than su-

crose. Given their very similar molecular structure and size, one would expect excluded

volume contributions and chemical interactions with the protein surface to be similar.

However, trehalose has been shown to increase stability over sucrose for many proteins
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[78]. Many theories have been proposed for the enhanced stability of trehalose. One

theory suggests the enhanced preferential exclusion of threhalose increases the chemical

potential of the unfolded state more so than the folded state (cf. Fig 4.7-A). Another

theory, which originates to explain protein lyophilization, suggest the sugar replaces

the water molecules during the freeze-drying process at high sugar concentrations and

thereby better maintains hydrogen bonds needed for protein secondary/tertiary struc-

ture. Lastly, a vitrication theory has been proposed, which suggests trehalsoe creates

a glassy network around the protein, thereby reducing conformational fluctuations and

propensity to unfold [78, 92]. The present results with sucrose suggest preferential

exclusion at low osmolyte concentrations and preferential accumulation of sucrose at

higher osmolyte concentrations appear to be consistent with both behaviors. However,

current results do explain the enhanced stability of proteins with trehalose that has

been observed [78, 92].

The mechanism by which PEG destabilizes AS-IgG1 remains unclear. PEG

was shown to be preferentially excluded from AS-IgG1 and classical theory would

suggest enhanced preferential exclusion from the unfolded state. The glycosylated

chain present in the hinge region (Asn 297) of AS-IgG1 may add another layer of

complexity [111]. Perhaps, one may expect osmolyte preferential interaction with the

glycan, where hydrogen bonding is expected, may affect stability. Prior work has shown

that de-glycoslyated Fc region has lower stability compare to the glycosylated Fc [110].

While beyond the scope of this work, a more detailed investigation of the mechanism

by which osmolytes decreases stability and the effect of glycosylation may provide

insight into preferential interactions of osmolyte and glycoproteins such as monoclonal

antibodies.

4.9 Summary and conclusions

Interactions of AS-IgG1 with water and common neutral osmolytes were quan-

tified in terms of Kirkwood-Buff integrals, determined from protein partial specific

volume measurements. Sucrose and PEG were preferential excluded from the native
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AS-IgG1 at low osmolyte concentrations but, surprisingly, became preferentially accu-

mulated at higher concentrations. In contrast, sorbitol and trehalose showed no signif-

icant interaction (within the sensitivity of the measurements). Determining Kirkwood-

Buff integrals (G12 and G23) offers a direct link to changes in the protein chemical

potential with osmolytes, beyond what can be obtained from preferential-interaction

measurements that can only probe the difference between G12 and G23. The resulting

transfer free energy (∆µN2,tr) for the transfer of a native protein from water to water plus

a given osmolyte may therefore depend strongly on osmolyte concentration, and can

be large compared to typical unfolding free energies (∆Gun). We considered whether

AS-IgG1 native chemical potential or a priori preferential model based on ASA are in-

dicative of changes in ∆Gun as a function of osmolyte type and concentration. Thermal

denaturation via DSC illustrates net stabilization with trehalose, sorbitol, and sucrose,

but destabilization with PEG. Particularly, PEG destabilizes the Fab domain(s) more

so than the CH2 or CH3 domains, suggesting preferential interactions may be specific

to different regions of AS-IgG1. This result along with concentration dependent values

of ∆µN2,tr suggest additional complexities to the classical preferential interaction model

for interpreting osmolyte effects on protein unfolding. In addition, results illustrate

pitfalls when adopting approaches that assume that ∆µN2,tr will be predictive of protein

stability as a function of osmolyte type and concentration.
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Chapter 5

AGGREGATE STRUCTURAL CHANGES AND MECHANISMS AT
ELEVATED CONCENTRATION

5.1 Introduction

As discussed in Chapter two, aggregation mechanisms may change depending

on solution conditions. While prior work has focused primarily on categorizing aggre-

gation mechanisms based on how the average aggregate molecular weight changes as

the process proceeds, it remains unclear if the underlying structure and aggregate mor-

phology must also change as one alters solution conditions to mediate the aggregate

growth mechanism(s) [1].

Kim et al. reported increased anti-parallel β-sheet content (via FTIR) for AS-

IgG1 aggregation via the ND mechanism, when compared to the CP or AP mechanisms

at low protein concentration [1]. However, recent results have also suggested that

IgG1 aggregation at higher protein concentrations (i.e. ≥100 mg/mL) may occur first

through native, reversible complexes that then unfold/rearrange to form irreversible

aggregates. Elevated protein concentrations promote weak but non-negligible native

self-association [80, 204, 205] that may lead to aggregation. Ex-situ measurements

cannot discern between a mechanism in which unfolding occurs prior to self-association,

rather than after it. Therefore, monitoring aggregation via in-situ measurements at

elevated protein concentrations may provide insights into aggregation mechanisms that

may be less kinetically important at lower protein concentrations.

As mentioned in Chapter one, high protein concentrations (≥ 100 mg/mL) are

needed for dosing requirements of subcutaneous injections and intermediate protein

concentrations are required for intravenous administration (10-50 mg/mL)). However,
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Chapters two and three investigated the aggregation behavior at dilute protein concen-

trations (1 mg/mL) and changes in the protein stability with the addition of common

osmolytes were highlighted in Chapter four. It remains unclear if and how osmolytes

will alter protein-protein interactions, the aggregation growth mechanisms, and result-

ing aggregate structure and morphology at elevated protein concentrations.

This chapter provides a systematic characterization of AS-IgG1 aggregation at

an intermediate protein concentration (30 mg/mL) with deuterated water and in the

presence and absence of 0.15 M (∼5 w/w %) sucrose. Aggregate morphology and

structure are monitored for ND, CP, and AP growth mechanisms in the presence

and the absence of sucrose using a series of complementary techniques. Structural

changes during aggregation are monitored with traditional ex-situ techniques, such

as circular dichroism and UV absorption. In-situ aggregation is monitored with a

combination of dynamic light scattering, Raman scattering, and small-angle neutron

scattering (SANS). The results highlight the effect of pD, NaCl, and sucrose on the

growth mechanism. We consider if aggregation behavior under dilute protein con-

centration (Chapters 2-4) is applicable to new solution conditions at elevated protein

concentration and with (without) sucrose. Parts of this chapter are reproduced with

permission from [34], copyright 2015 American Chemical Society.

5.2 Materials and Methods

5.2.1 Sample Preparation

AS-IgG1 solutions were buffer exchanged into deuterium oxide (D2O) (99% D

atom, Sigma Aldrich) solutions. Buffers were prepared in 10 mM acetic acid (Fisher

Scientific), and in some cases with the addition of 100 mM NaCl (Fisher Scientific)

and/or 0.15 M sucrose (≥99.5% (HPLC grade), Sigma Aldrich). Solutions were ad-

justed to desired pD with 1 M sodium hydroxide (Fisher Scientific) stock solution in

D2O using the standard expression (Equation 5.1), which relates the pD value to pH∗,

the apparent pH value read from the instrument [131].

pD = pH∗ + 0.4 (5.1)
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Each protein solution was buffer exchanged with its corresponding buffer using Amicon

centrifuge tubes (Millipore, Billerica, MA) a minimum of four times. Following buffer

exchange, the protein concentration was determined as described in Section 2.2.1, and

values for the final protein concentration and pD were checked and reported in solution

conditions below.

5.2.2 Ex-situ monomer loss kinetics and light scattering using SEC-MALS

Solutions were prepared in the following solution conditions based aggregation

mechanism determined in Fig. 2.2: pD 5.3 and 10 mM acetate; pD 4.6 with 100 mM

NaCl and 10 mM acetate; and pD 5.1 with 100 mM NaCl and 10 mM acetate. The final

protein concentration was 30 mg/mL in all cases. Solutions with the same conditions

as above, but also containing 0.15 M sucrose were also prepared. Aliquots of each

protein solution were placed into HPLC vials (Waters, Milford, MA) and hermetically

sealed before incubation. Vials were heated isothermally, and at a series of preselected

time points, vials were quenched in an ice bath to arrest aggregation.

Quenched protein solutions were diluted to a final concentration of 0.5-1.5

mg/mL and left at room temperature (20-23 ◦C) before injecting onto the HPLC.

For each diluted protein solution, the monomer fraction and molecular weight where

determined with size exclusion chromatography with in-line multi-angle light scattering

(SEC-MALS) as previously described in Section 2.3.

5.2.3 Circular Dichroism

Quenched protein solutions were diluted to 0.5 mg/mL, and far-UV circular

dichroism (CD) spectra were recorded using a Jasco J-810 spectrophotometer (Jasco,

Easton, MD) at 25 ◦C. CD spectra were measured from 200 to 250 nm at a scan

rate of 20 nm/min using 1x10 mm Hellma cuvettes (Plainview, NY). Ten spectra were

collected and averaged for each measurement. As previously described, the buffer

spectrum was subtracted and the mean residue ellipticity, [θ], was calculated using the

standard expression (Equation 5.2)[206]. Here, M0 is the monomer molecular weight,
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c0 is the protein concentration, d is the cuvette path length, and nr is the number of

amino acids making up AS-IgG1.

[θ] =
θM0

10c0dnr
(5.2)

Using the known monomer fraction, (m), the monomer contribution to a given

CD spectrum was subtracted at a given wavelength by subtracting the product of m

and the measured CD spectra for a pure monomeric solution, [θm] via Equations 5.3

and 5.4 as previously described [42, 27].

[θ] = m[θm] + (1−m)[θagg] (5.3)

[θagg] =
[θ]−m[θm]

1−m
(5.4)

The representative aggregate contribution to the measured ellipticity for a given

sample, [θagg], was calculated from Eq. 5.4 for each wavelength. This analysis allows

one to distinguish between changes in spectra that are due to different amounts of

monomer present for samples that are incubated for different times to promote aggre-

gation. In Eq. 5.3 and 5.4, m depends only on the incubation time for a given solution

conditions, while the ellipticity values depend on both time and wavelength.

5.2.4 Second derivative UV absorption

Quenched samples were diluted to 1.5-2 mg/mL and the absorbance spectra

from 200-400 nm were recorded using a UV-vis spectrometer with a photodiode array

(Agilent Technologies). Spectra were collected over a 1 second integration time using

a 2x10 mm quartz cuvette (Hellma, Plainview, NY) and measurements were blanked

using corresponding buffer solution. The data were exported and analyzed in Matlab

to give the second derivative spectrum calculated using a nine point data filter and

third order Savitzky-Golay polynomial, as described elsewhere [207]. The wavelength

shift of either the tyrosine or tryptophan peak were determined from shifts in the local

minima of the second derivative spectra.
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5.2.5 In-situ dynamic light scattering with Raman spectroscopy (DLS-

Raman)

Dynamic light scattering (DLS) with Raman spectroscopy were performed on a

Zetasizer Helix system (Malvern Instruments, Malvern, UK), which combines dynamic

light scattering (DLS) with Raman spectroscopy. Raman scattering was excited by a

785 nm laser with approximately 280 mW power, while DLS was collected at the 173

degree backscattering angle from a 632 nm laser. Temperature dependent viscosities

for heavy water were determined from available literature and used for calculation Rh

using the Stoke-Einstein relation (Eq. 2.7). For a typical experiment, ∼50 µL sample

was loaded into a titanium cuvette with 120 µm quartz window (Malvern Instruments,

Malvern, UK) and placed into a Peltier temperature-controlled sample compartment.

Raman and DLS data were acquired in-situ and semi-continuously, as the instrument

allows one to alternate between Raman and DLS measurements while a sample is held

continuously at a given temperature. To properly process the data, Raman spectra

of corresponding buffer samples were acquired under the identical conditions with the

same experimental configuration. Unless otherwise noted, Raman spectra were col-

lected with 20 co-additions of a 15 second exposure. Detailed information regarding

the Raman instrument and collection can be found elsewhere [208, 209, 210].

5.2.6 Small angle neutron scattering (SANS)

Neutron scattering was performed on the 30 m NGB beamline at the NIST Cen-

ter for Neutron Research (Gaithersburg, MD). For conditions at ambient temperatures,

three configurations were used to collect Q-dependent scattering over multiple orders

of magnitude of Q: 1 m sample-to-detector distance (SDD) with 6 Å neutrons, 5 m

SDD with 6 Å neutrons and 25 cm detector offset, and 13 m SDD with 6 Å neutrons.

For in-situ conditions at elevated temperatures, scattering was collected using the 5 m

SDD with 6 Å neutrons and 25 cm detector offset. Scattering data were corrected for

detector background and sensitivity, and the scattering contribution from empty cells.

The protein scattering profiles were also normalized by the incident beam flux and the
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raw intensities were placed on an absolute scale using direct beam measurements. All

data were reduced and analyzed using Igor Pro NCNR software with standard methods

and analyzed according to Eq. 2.10 as previously described [130].

SANS was performed on unheated (monomer) AS-IgG1 at protein concentra-

tions of 5, 10, and 30 mg/mL for each of the solution conditions and analyzed according

to Equation 2.10. The structure factor (S(Q)) was calculated for 10 and 30 mg/mL

solutions by assuming that form factor (P (Q)) is given by scattering intensity for 5

mg/mL. In a second set of experiments, SANS was performed on AS-IgG1 at each of

the solution conditions while the protein was heated at elevated temperature.

For given solution conditions with and without 0.15 M sucrose, samples heated

using a custom-built 10-cell sample chamber holder pre-equilibrated to the desired

temperature. The temperature was controlled with an external circulator of ethylene

glycol flowing through the 10-cell sample chamber holder. A titanium cell filled with

water was inserted in the sample position adjacent to the protein sample. A calibrated

thermocouple was inserted into the water cell and temperature was logged during

scattering experiments to assure proper temperature control for the protein samples.

5.3 AS-IgG1 aggregation kinetics and growth mechanism

Table 5.1 lists the solution conditions, aggregation mechanisms (determined be-

low), and incubation temperature used to create aggregates.29 In subsequent sections,

the nomenclature for solution conditions follows the categorized growth mechanism in

far right column of the Table 5.1 (e.g. ND, CP, CP/AP), the category CP/AP denotes

that both CP and AP occur together on similar timescales as noted previously for a

number of proteins [27, 36, 1]

Aggregation was monitored at each solution condition and incubation temper-

ature in the presence and absence of 0.15 M sucrose. For a given solution condition

(i.e. pD, NaCl concentration, and sucrose concentration) AS-IgG1 was heated at a se-

lected elevated temperature, and vials were quenched on ice at different time points to
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Table 5.1: Solution conditions and aggregation mechanisms used to create aggregates

Solution Conditions Aggregation Mechanism Inc. Temp. (◦C)

pD 5, 0 mM NaCl Nucleation Dominated (ND) 69

pD 4.6, 100 mM NaCl Chain Polymerization (CP) 53

pD 5.1, 100 mM NaCl Association Polymerization (CP/AP) 58

effectively halt aggregation. The solution was diluted and SEC was performed to quan-

tify the monomer fraction, which is defined as the fraction of the monomer peak area

remaining for a heated sample relative to the monomer peak for unheated AS-IgG1.

MALS inline with SEC was used to determine the molecular weight for eluting peaks.

Incubation temperatures were selected to provide practically reasonable half-lives for

monomer loss, based on short test experiments. Prior work showed that AS-IgG1 ag-

gregates via unfolding of the Fab domains for the range solution conditions relevant

here [1]. The particular solution conditions were selected to provide different aggre-

gation mechanisms, based on Chapter two AS-IgG1 state diagrams at 1 mg/mL (Fig.

2.2).

Figure 5.1 shows monomer fraction remaining, m, as a function of incubation

time (t) for AS-IgG1 at pD 5.3 with 10 mM acetate (closed squares) and with 10 mM

acetate, 0.15 M sucrose (open squares). The inset in Fig. 5.1-A shows m(t) for AS-

IgG1 pD 4.6 with 100 mM NaCl and 10 mM acetate (red circles), and pD 5.1, 100

mM NaCl, 10 mM acetate (black triangles). In all cases, open symbols correspond to

conditions with 0.15 M sucrose also present. AS-IgG1 aggregation growth mechanism

for these conditions is inferred from inspection of Fig. 5.1-B, which plots M tot
w /M0 as

a function of (1−m)2. Symbol types correspond to the same conditions as Fig. 5.1-A.

As described in Section 2.3 plotting aggregation kinetics parametrically in this fashion

allows one to determine the aggregation mechanism. Growth by monomer addition will

result in a linear increase in M tot
w /M0 with (1 −m)2 Growth via aggregate-aggregate
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Figure 5.1: (A) Monomer fraction remaining as a function of time at elevated temper-

ature for pD 5.3 heated at 69 ◦C (squares) and (inset) pD 5.1, 100 mM NaCl heated

at 53 ◦C (circles) and pD 4.6, 100 mM NaCl heated at 58 ◦C (triangles). (B) M tot
w

vs (1 −m)2 plot. In both panels, open symbols correspond to solutions with 0.15 M

added sucrose.

coalescence will result in non-linear increases in M tot
w /M0, that show upward curvature

when plotted verse (1−m)2, as coalescence does not consume monomer.

Inspection of Figure 5.1-B shows aggregation at pD 5.3, 10 mM acetate (blue

squares) produces a mix of dimers and trimers and follows the ND mechanism (i.e.

minimal growth). At pD 4.6, 100 mM NaCl, 10 mM (red circles), M tot
w is linear with

(1 − m)2 and consistent with growth by monomer addition (i.e the CP mechanism).

AS-IgG1 at pD 5.1, 100 mM NaCl, 10 mM (black triangles) also follows CP growth and

possibly AP growth at later stages as M tot
w /M0 appears to be curving slightly upwards

at larger values of (1−m)2. Comparison of Figures 5.1-A-B shows that the addition of

0.15 M sucrose (open symbols) slows the overall aggregation rate(s) in some cases, but

has minimal or no change on the growth mechanism. For instance, for ND growth one

observes slower monomer loss rates for sucrose compared to the buffer-only condition

in Figure 5.1-A, but sucrose and buffer-only conditions have identical M tot
w /M0 profiles
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in Figure 5.1-B. Interestingly, sucrose does not dramatically alter monomer loss rates

or the growth mechanism for the CP or CP/AP conditions.

5.4 AS-IgG1 structural changes during aggregation

For the samples corresponding to the data in Figure 5.1, AS-IgG1 aggregation

was quenched (cold temperature) after a given incubation time at elevated tempera-

ture, and samples were diluted to low protein concentration to be within the instru-

ment working range for structural characterization using circular dichroism and second

derivative UV absorption. Figure 5.2-A illustrates circular dichroism spectra for the

case of ND growth over time from Figure 5.1. Previous work with AS-IgG1 [1] and

other proteins [34, 27] have illustrated that CD spectra obtained for such quenched

samples include contributions from the residual folded monomers and from the average

over all aggregates in solution. Figures 5.2-B-D show [θagg] as a function of wavelength

for ND (B), CP (C), and CP/AP (D) growth condition. Solid curves correspond to

conditions with buffer only, while dotted spectra are for those with the addition of

0.15 M sucrose. Each spectra corresponds quenched time point from an isothermal

incubation. As IgG1 was incubated at 30 mg/mL, quenched samples were diluted to

0.5-1 mg/mL, as mentioned above. From Figure 5.2B-D, one observes that for a given

aggregation mechanism [θagg] spectra remains constant in the presence or absence of

0.15 M sucrose.

As described in the Section 5.2.3, the CD spectra in Figure 5.2-A were combined

with the measured monomer fractions (cf. Figure 5.1-A) and separately measured CD

spectra for monomer (unheated) solutions, to estimate the contribution to the CD

spectra due to the aggregates via Eq. 5.3 and 5.4 by subtracting the contribution

from unaggregated monomer. The curves of [θagg] as a function of wavelength was

found to be independent of incubation time for a given mechanism. This supports

the “two-state” treatment of the CD data using Eq.5.3 and 5.4, and is consistent with

prior treatments[34, 27, 1]. Figure 5.2-E shows the average [θagg] versus wavelength

for ND (blue dotted), CP (red solid), and CP/AP (black dashed) growth mechanisms.
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Figure 5.2: (panel A) Illustrative CD spectra over time AS-IgG1 pD 5.3 heated at

69 ◦C. Net aggregate contribution ([θagg]) to the CD spectra for aggregate growth via

(panel B) ND , (panel C) CP, and (panel D) AP mechanism. (panel E) Average [θagg]

for each mechanism and the unheated AS-IgG1 monomer spectra.
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These spectra correspond to averages of spectra in Fig 5.2-B-D. The CD spectrum for

unheated AS-IgG1 monomer (solid gray line) is also shown. In Figure 5.2-E, one ob-

serves easily distinguishable differences in the CD spectra when comparing the different

growth mechanisms. This suggests the underlying aggregate structure may depend on

growth mechanism. All of the aggregate spectra are qualitatively consistent with in-

creased β-sheet content compared to the monomer structure, which is expected based

on results for other aggregation-prone proteins [45, 211, 133].

Figure 5.3-A shows illustrative second derivative UV absorption spectra for the

conditions that show ND aggregation mechanism from Figure 5.1. The minima at 284

and 292 nm correspond to the tyrosine (Tyr) and tryptophan (Trp) residues, respec-

tively, and shift to lower wavelengths as aggregation proceeds. Prior work has shown

that such peak shifts correspond to changes in π-π interactions of the Tyr and Trp

aromatic side chains, which are sensitive to the Trp and Tyr microenvironment and

solvent accessibility [212]. Figure 5.3-B(C) quantifies how much the Tyr (Trp) peak

shifts for different AS-IgG1 growth mechanism as a function of the extent of monomer

loss, (1−m).

From Figure 5.3-B-C, the ND mechanism appears to have a much larger blue

shift in the Tyr or Trp peak compared to CP or CP/AP growth. For CP and CP/AP

growth mechanisms one observes a linear decreases in Tyr or Trp peak shift, while ND

growth has notable downward curvature. The former is consistent with a relatively

constant microenvironment during the aggregation process, while the latter suggests

the Tyr/Trp microenvironment is changing as aggregation proceeds since the change in

signal is not simply linear in the extent of mass converted from monomer to aggregate.

Protein unfolding is expected to exhibit blue shift as the protein unfolds and aromatic

side chains become exposed [207]. However, conditions were not identified that allowed

only unfolding to occur for AS-IgG1, that would have allowed a quantitative comparison

between the changes in second derivative UV spectra for aggregates and unfolded

monomers. Interestingly, Tyr/Trp microenvironments of the aggregate are not affected

by presence of sucrose, as conditions with and without sucrose overlap in Fig. 5.3-B-C.
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Figure 5.3: (A) Illustrative 2nd derivative UV-vis spectra over time for AS-IgG1 via ND

growth. (B) Tyrosine and (C) Tryptophan center of mass shift (COM) as a function

of monomer consumption, (1 − m). Symbols correspond to same solution conditions

as Fig. 5.1
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5.5 IgG aggregation monitored with in-situ DLS-Raman

In-situ DLS-Raman measurements were performed at a protein concentration

of 30 mg/mL for each of the solution conditions illustrated in Figure 5.1. In what

follows, the symbol shapes and colors correspond to the same conditions as in Figure

5.1. The bottom portion of Figure 5.4-A illustrates typical Raman spectra for AS-

IgG1. The bottom spectrum corresponds to initial, unheated sample, while the middle

and top spectra correspond to an intermediate and long incubation times, respectively.

The Raman spectra contain many different structural markers that may be monitored

during aggregation; a few are indicated with vertical lines that are added in Figure

5.4-A as guides to the eye. In particular, Tyr (dashed lines) and Trp (dotted lines)

markers are sensitive to the microenvironment around the aromatic side chains, and

Amide I and Amide III regions (solid lines) are pertinent to changes in the structure

of the protein backbone (e.g., helix vs. sheet structures). Additionally, the top half of

Figure 5.4-A depicts the Raman spectra for a subset of the range of wavenumbers (400

to 600 cm−1), which contains information regarding the disulfide bonds.

Figure 5.4-B plots the Amide I center of mass (COM) as a function of time at

elevated temperature for each condition from Figure 5.1. The Amide I region shows a

red shift as the protein aggregates and follows a roughly exponential decay vs. time. To

a first approximation, 80% of the Amide I signal corresponds to the carbonyl vibration

mode, 10% corresponds to N-H bond bending and the remaining 10% to C-N bond

stretching [213]. The Amide I region provides information with respect to changes

in the secondary structure because the carbonyl and amide groups on the protein

backbone participate in the hydrogen bonding that stabilize α-helices, β-sheets, and/or

β-barrels. Inspection of Figure 5.4-B indicates that ND aggregation (squares) results

in the largest change in the Amide I region, followed by CP/AP (triangles), and then

CP (circles). The symbols that correspond to sucrose (open symbols) and buffer-only

(closed symbols) solution conditions overlap which each other for CP/AP and CP cases.

However, this is not the case for ND, which is consistent with the aggregation rates in

Figure 5.4-A. Sucrose slows aggregation for the ND case but did not significantly slow
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Figure 5.4: (A) AS-IgG1 in-situ DLS-Raman-I. (A) Illustrative Raman spectra for

three time points at elevated temperature for IgG1 via ND growth. Raman markers

plotted as a function of time for (B) Amide I region, (C) Trp at 1550 cm−1, and (D)

Ratio of Raman peak intensity at 510 to 540 cm−1. Symbols correspond to same

solution conditions as Figure 5.1
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aggregation for the other cases tested.

Typically, a blue shift in the Amide I region is observed with protein unfolding

or aggregation using FTIR or Raman [213]. However, in the present case, AS-IgG1

solutions were prepared in D2O, and the protein backbone may exchange a hydrogen

atom for that of deuterium as the protein unfolds and aggregates. The heavier D-atoms

are expected to slow the vibrational modes and lead to a red shift in the Raman Amide

I region, as has been observed previously [214, 215, 216].

Raman spectra offers multiple markers to monitor aggregation that may or may

not be convoluted by H-D exchange. The Tyr markers exhibit changes as protein was

heated, however the markers at 830 cm−1 and ∼857 cm−1 are sensitive to the hydrogen

bonding of the phenoxyl group in the Tyr side chain and may be convoluted with H-D

exchange (see Figure 5.5 below)[215]. In contrast, Figure 5.4-C shows how the Trp

marker at 1550 cm−1 changes over time at elevated temperature. This peak arises

from vibration modes of the aromatic side chain and the peptide bond plane. It gives a

relative measure of the protein tertiary structure, and is not expected to be convoluted

by H-D exchange. Inspection of Figure 5.4-C shows a red shift for the Trp marker as

the protein is heated and aggregates. Interestingly, the red shift is more pronounced for

the ND case compared to AP and CP cases. Also notable, the CP and CP/AP cases

have Raman shifts that are indistinguishable. Again, one observes that conditions with

sucrose are similar to conditions with buffer only.

Raman spectroscopy also provides insights into the conformation of disulfide

bonded side-chains. Figure 5.4-D shows the ratio of the Raman intensity at 510 cm−1

to 540 cm−1, which is sensitive to the conformation, and packing density of disulfide

bonds [213, 217]. Particularly, the disulfide region is sensitive to the gauche (G) and

trans (T) conformers of the CCSSCC group [213]. The Raman intensity at 510 cm−1 is

attributed to the S-S stretching of the GGG conformer while the intensity at 540 cm−1

corresponds to the S-S stretching of the TGT conformer. Interestingly, as aggregation

proceeds, the ND case has larger perturbation in this disulfide marker compared to CP

or CP/AP cases.
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Figure 5.5: (A). AS-IgG1 in-situ DLS-Raman II.(A) Tyr COM at 830 cm−1 (B) Tyr

COM at 850 cm−1 (C) Trp COM at 880 cm−1 and (D) Amide III region. Symbols

correspond to same conditions as in Figure 5.1.
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In the present case, H-D exchange may convolute the conformational changes

occuring during aggregation. Figure 5.5 shows a few Raman markers that may be in-

fluenced by these two phenomenon. In particular, Fig. 5.5-D shows significant changes

in the Amide III region. This result is attributed to H-D exchange on the protein

backbone as Amide III is predominantly influenced by the N-H bending mode [213].

However, it was not possible to deconvolute hydrogen-deuterium exchange from pro-

tein structural changes in the present case. Detectable H-D exchange is expected to

occur for regions of the IgG1 that become exposed at elevated temperature, because all

protein solutions were prepared and equilibrated in D2O buffer for multiple days before

incubation. The trends in the Raman shifts observed in the Amide I region in Figure

5.4 are consistent with aggregation convoluted with H-D exchange and will a subject

of future work. However, a comparative study with these spectroscopic techniques in

H2O was not performed.

While protein solutions were pre-equilibrated in D2O buffers many days before,

H-D exchange may occur on buried regions of the protein that become exposed during

unfolding. Figure 5.5 shows Raman markers that may have been convoluted with H-

D exchange. Figure 5.5A-B plots the tyrosine Raman markers which are attributed

to hydrogen bonding of the phenoxyl side group [213]. Figure 5.5-C plots values for

Trp 880 cm−1 peak over time, which is sensitive to changes in the hydrogen bonding

of the indole ring of the Trp side chain and may be convoluted with H-D exchange

[213]. Additionally, Figure 5.5-D shows illustrative Raman spectra in the Amide III

over time for AP/CP conditions at 58 ◦C. This region corresponds predominantly to

N-H bending mode of the protein backbone and large shift in the spectra at 1235-1250

cm−1 is attributed to N-H and C-H bending of the β-sheet [213].

5.6 Scaling of Aggregate Magg
w and Rh

In SEC-MALS, samples are necessarily very dilute and the aggregate peak(s)

are separated from the monomer. Therefore the average aggregate molecular weight

(Magg
w ) and hydrodynamic radius (Rh) determined using SEC-MALS do not have any
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Figure 5.6: (A) in-situ Rh over time. (B) Scaling between Magg
w and Rh. Symbols

correspond to same solution conditions as Figure 5.1. Black lines in panel B correspond

to slopes of 1, 2, and 3

contributions from the monomer and are not expected to be convoluted with protein-

protein interactions. In-situ DLS was performed along with Raman scattering for the

samples and conditions in Figure 5.4-A-C. Figure 5.6-A plots the z-averaged apparent

hydrodynamic radius as a function of time at elevated temperature, which was calcu-

lated from the diffusion coefficient using the Stoke-Einstein relation (cf. Eq. 2.7). The

increase in solution viscosity due to D2O and sucrose at elevated temperature were ac-

counted for in determining Rh [218, 219]. The presence of aggregate may also increase

viscosity as has been shown previously, but such increases were not considered here

and are expected to be relatively small contribution because aggregates did not grow

as large as in previous studies [34].

Inspection of Fig. 5.6-A shows that the ND case produces aggregates that are

relatively small, on average (i.e., less than ∼10 nm for the effective Rh), while the CP

and CP/AP cases reach values of Rh near and well above 10 nm, respectively. These

differences in Rh are qualitatively consistent with the sizes (molecular weight values) in

Figure 5.1-B. As DLS was collected in-situ at 30 mg/mL, protein-protein interactions
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and hydrodynamic effects may convolute the z-averaged diffusion coefficient and the

corresponding apparent Rh values. This may be one possible explanation for why the

apparent Rh decreases with increasing incubation time at later stages for the ND case.

Figure 5.6-B shows the scaling of Magg
w and Rh, as this type of scaling plot gives

a qualitative measure of aggregate morphology [220, 135]. Each data point in Fig. 5.6-

B corresponds to a slice of the aggregate peak eluting in SEC-MALS for a given sample

condition, with samples quenched prior to injection for SEC. The symbols correspond

to the same condition as Figure 5.1. Interestingly, all of the profiles follow a similar

linear, almost overlapping, trend. This is reasonable, given that the range of Magg
w

and Rh data for the ND case overlaps with that for the CP case, but not the CP/AP

case, while the CP data overlap with both ND with CP/AP cases. The solid lines in

Figure 5.6-B provide guides to the eye for slopes of 1, 2, and 3. Overall, the data show

a linear slope with a value between 1 and 2. This is a similar size-to-mass scaling as

observed in Fig 2.3 at small aggregates sizes. Although those aggregates were created

at lower protein concentrations and H2O-based solution conditions, which resulted in

larger sized aggregates.

5.7 IgG1 monomer structure factor using small angle neutron scattering

(SANS)

Small angle neutron scattering was performed on unheated AS-IgG1 solutions

at concentrations of 5, 10, and 30 mg/mL for each condition. Figure 5.7-A illustrates

scattering intensity, I(Q), after subtracting the background and normalizing for the

protein concentration. As is common practice for protein solutions, the corresponding

structure factor, S(Q), was calculated by assuming the scattering profile for the low-

est concentration (5 mg/mL) was dominated by the form factor because proteins are

relatively weak scatters and S(Q)→ 1 at low protein concentrations [120].

Figure 5.7-B-D shows S(Q) for 10 mg/mL and 30 mg/mL with buffer only and

with the addition of 0.15 M sucrose for pD 5.3, 0 mM NaCl (panel B), pD 4.6, 100

mM NaCl (panel C), and pD 5.1, 100 mM NaCl (panel D). S(Q) is a measure of
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Figure 5.7: (A) SANS intensity as a function of Q for unheated (monomer) AS-IgG1

at pD 5.3 and protein concentration of 5, 10, and 30 mg/mL at 25 ◦C. Structure factor

as a function of Q for (B) pD 5.3, 0 mM NaCl, (C) pD 4.6, 100 mM NaCl, and (C)

pD 5.1, 100 mM NaCl. Closed symbols correspond to buffer only, and open symbols

to buffer with 0.15 M sucrose.
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the net protein-protein interactions (PPI) in solution. Values less (greater) than one

correspond to net repulsive (attractive) PPI. S(Q) as Q approaches zero is related to

the osmotic compressibility [119] and the Kirkwood-Buff integral for protein-protein

interactions [148]. However, at Q values larger than ∼0.03 Å, S(Q) approaches a

value of one, and I(Q) at that range of Q is dominated by monomer or aggregate

morphology. For example, Figure 5.7-B indicates net repulsive PPI at 10 and 30

mg/mL. Based on this analysis, the solution conditions at pD 5.3, 10 mM acetate have

the strongest repulsive PPI, followed by pD 4.6 with 100 mM NaCl, 10 mM acetate,

and followed by pD 5.1, 100mM NaCl in 10 mM acetate. Interestingly, the addition

of sucrose does not affect the Q-dependent PPI in any of these cases. As discussed

in Chapter two, repulsive electrostatic PPI mediate IgG1 aggregation mechanisms at

elevated temperature, suggesting sucrose may not alter mechanism. This result is

consistent with the observation that sucrose does not alter the aggregation mechanisms

(Fig. 5.1)

5.8 In-situ IgG aggregation using SANS

For each solution condition in Figure 5.1, protein aggregation was monitored

in-situ using SANS at elevated temperatures. Figure 5.8-A illustrates the SANS I(Q)

profiles over time at elevated temperature for the CP case in buffer only (black curves)

and with the addition of 0.15 M sucrose (blue curves). As aggregation occurs, the

intensity at low Q increases, indicating an increase in total weight averaged molecular

weight. The scattering at intermediate to high Q decreases with time, which is con-

sistent with monomer changing conformation as it unfolds and with the consumption

during the aggregation process. For the buffer-only conditions in Figure 5.9-A, aggre-

gates grew to larger sizes (for a given time point) compared to same condition with

added sucrose, which is consistent with Figure 5.1-B because aggregation rates were

slower in the presence of sucrose.

In-situ SANS profiles were analyzed using so-called Kratky plots, which show

I(Q) ∗ Q2 plotted against Q [119]. Traditionally, Kratky plots are used to investigate
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Figure 5.8: AS-IgG1 aggregation with in-situ SANS. (A) pD 4.6 with 100 mM NaCl

and protein concentration of 30 mg/mL heated at 53 ◦C. Kratky plots for AS-IgG1

over time at elevated temperature. (panel B) pD 5.3 heated at 69 ◦C; (panel C) pD 4.6

with 100 mM NaCl heated at 53 ◦C; (panel C) pD 5.1 with 100 mM NaCl heated at 58

◦C. Black curves correspond to buffer only, while blue curves are for 0.15 M sucrose.
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polymer conformational changes. For semi-flexible polymers, the profile in a Kratky

plot plateaus at high Q values, while for polymers in a globular conformation the

profiles will reach a maximum at intermediate Q values then decrease towards a value

of zero at highQ values. Additionally, normalizing the scattering intensity to I(Q→ 0),

and normalizing Q to the radius of gyration or the volume-of-correlation provides a

useful tool to compare the conformation of various polymers or proteins with different

Mw or Rg [137].

For the ND case, a significant structure factor contribution was observed and it

was not possible to determine reliable I(0) orRg from a traditional Guinier analysis (not

shown). Figure 5.8-B shows Kratky plots for ND growth. One observes from Figure

5.8-B that as aggregation proceeds, the peak at higher Q values decreases, suggesting

monomer consumption leads to a loss in scattering in this high-Q region. Additionally,

the peak at lower Q values increases over time at elevated temperatures. However, as

observed in Figure 5.7, there is a significant influence of the structure factor at Q values

less than 0.03 Å−1 and therefore it is difficult to separate changes in the SANS profiles

at these larger length scales where long-ranged inter-particle electrostatic interactions

convolute with aggregate morphology. As mentioned above, for Q values greater than

about 0.03 Å−1 the value for the structure factor is essentially one and changes in the

scattering intensity can be attributed to changes in the IgG1 monomer conformation

[119].

For CP and CP/AP cases, there were not significant structure factor effects (cf.

5.7) and reliable values for I(0) and Rg were determined from the Guinier analysis.

In these cases, SANS Kratky plots were normalized using the values for I(0) and

Rg. Figure 5.9-A-B shows the normalized Kratky plots (NKP) for CP (panel A) and

CP/AP (panel B) cases. Normalized Kratky plots allow one to compare changes in

average aggregate morphology for aggregates across various sizes and for a wider range

of the extent of monomer loss. Inspection of Figures 5.9-A-B shows that as aggregation

proceeds, the first peak (at low values of QRg) decreases slightly, while the second

peak (higher QRg values) tends to decrease and move towards even higher QRg values.
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Figure 5.9: SANS Normalized Kratky plots (NKP) for AS-IgG1 over time at elevated

temperature. Plots in Fig. 5.8-C-D were normalized to I(Q → 0) and Rg. (panel A)

NKP for AS-IgG1 at pD 4.6 with 100 mM NaCl heated at 53 ◦C; (panel C) pD 5.1

with 100 mM NaCl heated at 58 ◦C. Black curves correspond to buffer only, while blue

curves are for 0.15 M sucrose.

The first peak is indicative of the average mass and radius of the overall particle size

distribution, while the secondary peak is related to average mass and size at much

smaller length scales than the average Rg, and in the present case corresponds to

monomeric protein.

The profiles in Figure 5.8-B have a peak at low QRg values, which is indicative

of the average particle mass and size. In the case of a fully unfolded protein that

behaves similarly to an extended polymer, the Kratky plot is expected to increase at

low Q values and reach a plateau [137]. In contrast, the CP/AP case in Figure 5.9-A

does not have as well defined peak at low QRg, possibly indicating increased flexibility

of extended structures. Aggregates in the CP/AP case have larger average M tot
w and

Rg values compared to ND and CP cases. As aggregates grow and the peaks develop

in Figure 5.9-B, the difference in length scales between the aggregates and monomers
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increases (i.e., the scaling values of I(0) and Rg are different for each curve in Figure 5.9-

B). Overall, the time-dependent profiles in Figures 5.9-A-B are qualitatively different

for each of the aggregation mechanisms tested here. Interestingly, the addition of

sucrose slows aggregation, and after normalizing the scattering profiles, profiles with

and without sucrose collapse again suggesting that sucrose does not play a role in the

underling growth process.

5.9 Structural changes during aggregation

The CD, second derivative UV absorption and Raman spectra all show that

the underlying protein structure within aggregates is most perturbed, compared to

unheated monomer structures, for aggregates created under the ND condition. The

second derivative UV results not only showed larger structural changes for the ND

condition, but also exhibited a non-linear decrease in Tyr peak position with monomer

consumption. This suggests the protein structure within aggregates for the ND case

is changing as aggregates grow from dimer to trimer. CP and CP/AP conditions in

this work and prior work with a globular protein have shown that shifts in CD and

intrinsic fluorescence spectra were linear with respect to the loss of monomer. That

was interpreted as an indication that each monomer that was incorporated into an

aggregate, no matter the size of the aggregate, underwent a similar structural change

as part of that process; aggregate-aggregate coalescence did not result in significant

changes in those spectroscopic signals because the constituent monomers had already

undergone the structural change(s) needed for them to incorporate into the aggregates.

ND conditions result in little or no aggregate growth, and there are much larger

concentration of dimers and small oligomer than for the CP and AP cases. It is spec-

ulated that dimer formation may involves a larger structural change for a constituent

monomer compared to when larger aggregates incorporate monomers as they grow

via monomer addition during CP conditions. Alternatively, it may simply be that

the solution conditions that promote ND behavior require such repulsive inter-protein
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interactions (e.g., strong electrostatics repulsions) that this also promotes larger intra-

protein repulsions that lead to larger structural perturbations upon unfolding and

aggregation. The observations here cannot reconcile which of these interpretations

should be afforded a “causal” relationship to the observed results, but they do support

a correlation between ND behavior and large structural perturbations that was noted

previously at lower protein concentrations for two different mAbs [36, 1].

Raman scattering provided an orthogonal technique to probe aggregate struc-

ture. Consistent with CD and second derivative UV results, ND growth resulted in

larger structural changes in the disulfide bonded side chains and Trp markers, which

were not convoluted with H-D exchange. Additionally disulfide bonds were much more

perturbed for ND growth compared to the other mechanisms, suggesting larger tertiary

structural changes may occur while ND growth proceeds. While beyond the scope of

this work, one may hypothesize that aggregates created via CP and CP/AP growth,

which have less structural changes and grow to larger sizes, may have increased im-

munogenicity concerns because they more closely resemble the native IgG structure

[12, 221].

5.10 Aggregate morphology from Kratky plots

The scaling of aggregate Magg
w and Rh in Figure 5.6 shows a linear relation-

ship between aggregate mass and size. It is difficult to discern if dimer or trimer

sub-populations under AP conditions produce aggregates with a similar mass-to-size

scaling for ND conditions because the scattering under AP conditions is biased to-

wards the much larger particles in solution. However, SANS provides a more detailed

technique to monitor aggregate morphology. SANS profiles at higher Q values can be

attributed to IgG1 monomer contributions while the low-Q scattering is predominantly

attributed to the aggregates. Normalizing the SANS profiles by the average aggregate

mass and radius of gyration in the normalized Kratky plots (NKP) allows one to mon-

itor the evolution of the qualitative aggregate morphology. Interestingly, each of the
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growth mechanisms produces a discernably different qualitative NKP. As observed pre-

viously for this IgG1 and other proteins, the solution conditions (i.e. pH, NaCl, buffer)

mediate the aggregation mechanism. As mentioned above, the addition of sucrose does

not affect the aggregation mechanism in terms of the M tot
w profiles in Figure 5.1-B,

and normalized Kratky plots in Figure 5.9 appear identical for a given mechanism

in buffer-only conditions or with sucrose present. Similarly, the spectroscopic profiles

over time or compared to the amount of monomer consumed were unaffected by the

presence of sucrose. Taken together, the results indicate that sucrose acts to slow the

process of aggregation in some cases, but does not change the underlying mechanism(s)

of aggregation. Presumably, sucrose slows aggregation by increasing the free energy of

unfolding for the structural changes within the monomer that are precursors to nucle-

ation, and this is consistent with previous reports [26] and with the observation that

sucrose had the greatest effect on AS-IgG1 aggregation rates for ND conditions.

The SANS data and Kratky plot analysis provide insight into the compactness

or flexibility of aggregates that is not afforded by other techniques. As discussed in

Chapter two, Fig. 2.5 in dilute protein concentrations, where negligible structure fac-

tor contributions were observed, showed ND conditions produces a relatively compact

morphology. While in the present case the Kratky plot for ND conditions (Figure

5.8-B) is convoluted with structure factor effects, results are consistent with a com-

pact morphology. Additionally, in Fig. 5.9, the NKP for CP conditions initially shows

similar compact morphology (with a well defined peak at low Q), but shows that the

average aggregate flexibility increases as growth proceeds. This may be consistent

with formation of a dimer and trimer mixture. Trimers and dimers may be expected

to both have a compact morphology, but larger sized aggregates may have increased

flexibility, and this would influence the SANS signal as aggregates grow. The NKP for

CP/AP growth does not have a well defined peak at lower QRg values, suggesting that

process produces a more flexible aggregate morphology. One can speculate that this

would be consistent with low fractal-dimension aggregates that result from association

of multiple aggregates during the AP process.
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NKP also illustrate the secondary peak in the SANS profile located at interme-

diate Q values that has been previously attributed to the flexibility of the IgG1 hinge

region [109]. As aggregation proceeds and monomer is consumed, this intermediate-Q

peak decreases, which may simply be indicative of the loss of monomer, given that

the spectroscopic techniques generally show that the secondary and tertiary structure

of protein chains in the aggregated state(s) are significantly different from that in the

monomer state. The Kratky plot analysis also shows a decrease in the secondary peak

at higher QRg values, which is especially pronounced for ND conditions. This suggests

that proteins lose much of their native structure as they incorporated into aggregates,

consistent with the spectroscopic results for ND behavior discussed above. Overall,

SANS provides a complementary tool to investigate aggregate morphology even at rel-

atively high protein concentrations, and the analysis above illustrates an established

means to interpret the results without the need to fit assumed models for structure

factor or form factor.

5.11 Sucrose affects rates but not qualitative features of aggregation

Average aggregate structure and morphology were monitored as aggregation

proceeded, with and without the addition of 0.15 M sucrose for each solution condi-

tions that gave rise to different mechanisms. As observed in Fig. 5.1, the addition

of sucrose tends to decrease the rate of aggregation rather than alter the qualitative

growth mechanism/behavior. Additionally, sucrose markedly affects the rates in ND

conditions, but minimally affects rates for the CP or AP conditions. The CD, second

derivative UV absorption and Raman spectra also indicate that sucrose has little effect

on aggregation rates for CP or AP conditions here. Perhaps surprisingly, sucrose did

not change the protein-protein interactions determined from SANS (i.e., S(Q)). Su-

crose did alter how large aggregates grew, but normalizing the SANS profiles by size

and mass revealed each growth mechanism overlaps with and without sucrose, indicat-

ing that this again is simply a question of the net rate of aggregation. This suggests

that the sucrose does not alter the aggregate growth process or mechanism. Rather, it
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only decreases the rate of aggregation, consistent with its presumed role in decreasing

the amount of unfolded monomer present in solution [74].

As discussed in Chapter four, sucrose and other saccharides are often added to

protein solution as stabilizers. Sucrose is thought to be preferentially excluded from the

protein surface as observed previously [222, 2]. The preferential exclusion mechanism

is expected to have a more pronounced effect on the unfolded state compared to that of

the native state and therefore increase the free energy of unfolding [223]. As a result, the

concentration of unfolded “reactive” monomers will decrease in the presence of sucrose,

which will decrease the aggregation rate [80]. Additionally, if a mechanism is dominated

by nucleation, such as ND mechanism, one should observe a larger dependence on the

monomer loss rate when one adds sucrose [74]. In contrast, if nucleation is dramatically

slower than growth, such as CP and AP mechanism, sucrose will have less of an effect

on monomer loss rates. However, available models would predict that the rate of

monomer loss would still be affected appreciably by the addition of sucrose. As such,

the relatively small effect of sucrose on AS-IgG1 aggregation rates for CP and AP/CP

conditions merits additional consideration.

5.12 Summary and Conclusion

The aggregate structure and morphology were monitored for ND, CP, and

CP/AP aggregation mechanisms for AS-IgG1 with and without sucrose present at

typical formulation conditions (∼5 w/w %). Sucrose did not affect the aggregation

mechanism(s), or the resulting aggregate structure or morphology. Sucrose decreased

monomer loss rates, which was most pronounced for the nucleation-dominated mech-

anism. Protein structural characterization with CD, Raman, and second derivative

UV suggests aggregates via ND mechanism result in significantly larger structural

perturbation compared to other growth mechanisms. In-situ DLS-Raman provided

additional structural characterization that included Tyr, Trp environments disulfide

bonding, and Amide I and III markers along with the z-averaged Rh. SANS Kratky

plots provided a tool to monitor aggregate morphology and monomer loss. Each growth
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mechanism showed an unique evolution of aggregate morphology with time in SANS,

which complemented the structural changes detected with the other techniques. In

general, aggregates that grew larger tended to exhibit increased flexibility. Overall,

the results provide a comparison of aggregate structure and morphology using various

orthogonal techniques aggregates created via ND, CP and AP growth mechanisms,

and suggest that solution conditions that promote only small aggregates may also pro-

mote aggregates composed of monomers that are more structurally perturbed than

conditions that promote larger aggregates.
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Chapter 6

SUMMARY AND FUTURE WORK

6.1 Summary

This work focused on understanding how solution conditions, such as pH, NaCl

concentration, buffer species, and the addition of common osmolytes (e.g sucrose, tre-

halose, sorbitol, PEG) mediated AS-IgG1 aggregation behavior. The dissertation in-

vestigated the role of protein-protein, protein-water and protein-osmolyte interactions

on the protein stability and aggregation behavior of AS-IgG1. Changes in solution con-

ditions and temperature led to highly non-linear changes in protein behavior. Results

provided a mechanistic framework on the effect of protein-protein interaction on the

aggregation mechanisms. Many techniques were utilized throughout the dissertation

and provided insights into strengths and weakness associated with them. Many tools

and methods can be applied to other protein (or polymer/colloid) systems in a similar

fashion to gain mechanistic insight into their degradation or aggregation behavior.

The relationships among protein-protein interactions, aggregation mechanisms,

and aggregate morphology were explored over a pH and NaCl concentration window

typical of commercial mAb formulations. At low pH (well below the pI of AS-IgG1) and

ionic strength, aggregates only grew to dimer/trimer/tetramer sizes and this behavior

was categorized as nucleation domination growth. At pH 4 with 10 mM acetate, AS-

IgG1 did not aggregate when heated at temperatures beyond mid-point unfolding tem-

peratures for extended periods of time. As pH and NaCl concentration were increased,

aggregates grew large through monomer addition to larger sizes. Further increases in

pH and NaCl led to association polymerization dominated growth, whereby aggregates

formed even larger sizes and potentially led to phase separation or condensation.
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The pH-NaCl dependence on aggregation mechanisms suggested the importance

of repulsive electrostatic protein-protein interactions on the aggregate growth mecha-

nisms. Colloidal interactions between proteins (i.e. potential of mean force) putatively

explained pH-NaCl effects on the aggregation mechanism. However, these simplified

potential of mean force arguments failed to account for highly temperature depen-

dent aggregation rates typical of mAbs and many proteins, and differences in acetate

and citrate specific-ion-effects with AS-IgG1. Observed acetate/citrate specific-ion-

effects were most pronounced at low ionic strength and particularly at pH 4, where

the observed aggregation mechanism in citrate followed ND growth, but in acetate

did not aggregate. A closer analysis of the Kirkwood-Buff integrals for monomeric

protein-protein interactions showed that G22 semi-quantitative correlated with aggre-

gation mechanisms. Results suggested that static light scattering measurements and

Kirkwood-Buff analysis offers a potential tool to predict aggregation behavior.

Each of the aggregation mechanisms were categorized by how monomer con-

sumption contributed to aggregate growth. Small angle x-ray and neutron scattering

techniques were employed to investigate aggregate morphology. Normalized SAXS

Kratky plots revealed a compact morphology of ND growth. Also Kraky plots showed

the loss of mAb conformation and flexibility as the monomer was consumed and added

to aggregates. The Kraky plots analysis also suggested the morphology did not change

as aggregates grew from dimer to trimer and perhaps tetrameter.

Laser light scattering provided a scaling relationship between average aggregate

molecular weight and radius of gyration or hydrodynamic radius. The mass-to-size

scaling exponent, or fractal dimension, increased as aggregates grew. This result sug-

gested the aggregate morphology may change as aggregates grow. However, this result

does not suggest aggregation mechanisms affect morphology. As scattering is always

biased towards largest objects in solution, it is not clear the aggregate morphology for

smaller sized aggregates changes based on mechanism.

Solution conditions also drastically change aggregation rates and comparing

protein stability across many formulations can be challenging. A Parallel Temperature
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Initial Rate device and method are introduced to accurately and efficiently determine

temperature dependent degradation rates. The PTIR method is compared to the tra-

ditional isothermal approach and rate data show good agreement between methods.

PTIR allows one to gather many more temperature dependent rates compared to the

standard isothermal approach and determine activation energies with increased statis-

tical confidence.

AS-IgG1 aggregation rates were collected over multiple orders of magnitude of

timescales and solution conditions. AS-IgG1 thermal unfolding in 10 mM acetate via

DSC showed pH and NaCl concentrations significantly altered protein conformational

stability. Fc-IgG1 unfolding was also performed allowing one to clearly distinguish

between Fab, CH2, and CH3 unfolding transitions. At pH 4, the CH2 peak unfolded

first followed by the Fab and CH3 peaks. As pH was increased from a value of 4 to 6, the

CH2 and Fab unfolding transitions shifted to higher temperatures and overlapped, while

the CH3 peak also shifted to higher temperature but remained indistinguishable. The

addition of 100 mM NaCl decreased Tm values, but the decrease was more pronounced

at pH 4 than at pH 6. This result is typical of mAbs and other proteins and presumably

due to effect of electrostatic interactions of charge amino acids becoming screened with

the addition of salt, which lowers the free energy of unfolding.

Aggregation rates changed dramatically across a broad range of pH, NaCl con-

centrations and no single temperature could be practically used to investigate isother-

mal rates. The rate coefficient data tended to collapse upon a common plot when

rescaling incubation temperatures by Tm values. This result highlighted the primary

effect of AS-IgG1 unfolding and conformational stability on the aggregation rates.

With the increased accuracy of temperature dependent rates using PTIR, aggregation

rates across solution conditions exhibited differences in effective activation energies.

Ea values may have contributions from the free energy of unfolding, energy barrier of

associating “reactive species (i.e. partially unfolded monomer or aggregates species),

and energy associated with rearrangement to form irreversible intermolecular contacts
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typical of non-native protein aggregation. In the present case, trends in Ea values sug-

gested contributions from protein unfolding and strong electrostatic protein-protein

interactions. At 100 mM added NaCl, Ea values followed expectations; as pH values

increased from 4 to 6, Ea values increased as free energy of unfolding and Tm increased.

This result highlighted the effect of conformation stability on Ea. However, with no

added NaCl conditions, effective activation energies illustrated the effect of conforma-

tional stability and repulsive protein-protein interactions. This was most apparent at

pH 4 and 5 in 10 mM acetate and pH 4 in 5 mM citrate, where Ea values were larger

than those at pH 6. Particularly, pH 4 with 10 mM acetate showed unique behavior of

not aggregating when heated well above Tm for multiple hours. Overall, results high-

light the primary role of conformation stability on aggregation rates and the secondary

effect that strong repulsive protein-protein interactions can play.

From a protein formulation context, the dissertation has shown that citrate an-

ions preferentially accumulated near the AS-IgG1 surface more so than acetate anions.

Also, the addition of NaCl decreases protein conformational stability and electrostatic

protein-protein interaction, destabilized AS-IgG1. However, neutral osmolytes are com-

monly added to protein formulations to maintain solution isotonicity without increasing

the solution ionic strength and decreasing protein stability. In addition, many sugars

and hydrophilic poly-hydroxyl compounds actually stabilize proteins.

Preferential interactions of common neutral osmolytes with AS-IgG1 were deter-

mined at near neutral pH where AS-IgG1 has little or no net charge. Neutral osmolytes

investigated include sucrose, trehalose, sorbitol, and PEG (Mn = 6,000 g/mol). Precise

densimetry measurements were performed on AS-IgG1 ternary solutions (water, pro-

tein, and osmolyte) at varying levels of osmolyte molalities. The behavior of AS-IgG1

partial specific volume as a function of osmolyte concentration was directly related to

protein-osmolyte and protein-water Kirk-wood Buff integrals. At low osmolyte concen-

trations, sucrose and PEG were preferentially excluded from AS-IgG1, but at higher

osmolyte concentrations became preferentially accumulated. Preferential interactions
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of AS-IgG1 with trehalose or sorbitol were not detectable within the densimetry mea-

surement.

Differences between competing protein-water and protein-osmolyte interactions

(G12−G23) were directly related to the changes in the chemical potential of the protein

with respect to the osmolyte concentration. This conversion to protein chemical po-

tential required knowledge of osmolyte-water interactions in the bulk solution. In the

present case, for which protein concentrations were kept in the dilute limit, osmolyte-

water binary interactions were utilized from available literature. In the case of aqueous

solutions of either sucrose or sorbitol, analytical expressions for the molar activity co-

efficients were available in literature. However for binary systems of water with PEG

or trehalose, water activity coefficients were found in literature and thermodynamic

relation were subsequently used to determine changes in osmolyte chemical potential

with osmolyte concentration.

From densimetry measurements and the Kirkwood-Buff analysis, changes in the

chemical potential of the native state of AS-IgG1 were determined. The addition of

sucrose or PEG increased the chemical potential of AS-IgG1 at low osmolyte concen-

trations and decreased the chemical potential of AS-IgG1 at higher concentrations.

Densimtery results were compared to available models based on a proteins solvent ex-

posed surface area (ASA). ASA was determined from the three dimensional structure of

AS-IG1 homology model using available algorithms to calculate ASA. Models predicted

linear changes in AS-IgG1 chemical potential with increasing osmolyte concentrations.

This work showed osmolyte concentration dependent preferential interactions and pref-

erential exclusion of sucrose and PEG and model predictions were are inconsistent with

current results.

The effect of osmolytes on AS-IgG1 stability was determined using DSC. Tm

values of the CH2/Fab and CH3 unfolding transitions increased linearly with sucrose,

trehalose, and sorbitol, but decreased linearly with the addition of PEG. IgG1 was

most stabilized by trehalose, followed by sorbitol, then sucrose. Additionally, PEG

destabilized the Fab region more so than the CH2 or CH3, which suggested PEG may
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interact with different regions of AS-IgG1 more so than others.

Overall, preferential interactions determined via densimetry showed that AS-

IgG1 native-state chemical potential may be dependent on osmolyte concentration.

However, AS-IgG1 unfolding with osmolytes showed linear changes in stability with

osmolyte concentration. These results together preferential interactions of osmoltytes

with proteins may be more complicated than convectional classical theory would sug-

gest. The classical preferential interaction theory suggests small changes in preferential

interaction of native state of a protein and preferential interactions of the unfolded state

predominantly contribute to increases free energy of unfolding. Results in this work

suggested chemical potential of the native state may be non-linearly altered with in-

creasing osmolytes concentrations. Results also suggested the chemical potential of the

native state may not be predictive of chemical potential of the unfolded state (or pro-

tein stability). Particularly, both PEG and sucrose displayed concentration dependent

preferential interactions, but upon AS-IgG1 thermal unfolding, sucrose stabilized the

protein while PEG did the opposite.

The mechanistic framework for the role of protein-interactions on AS-IgG1 sta-

bility developed throughout the dissertation was under dilute protein concentrations.

However, practical therapeutic formulations require intermediate to high protein con-

centrations (∼10-150 mg/mL) and non-ideal protein interactions may be expected. AS-

IgG1 aggregation was extended to 30 mg/mL in deuterated solvent and in the presence

and absence of 0.15 M (∼5 w/w %) sucrose. In depth structural characterization was

performed using in-situ Raman spectroscopy, second derivative UV absorbance, cir-

cular dichroism and compared to aggregate particle and morphology characterization

performed using a size-exclusion chromatography with in-line light scattering, dynamic

light scattering, and small angle neutron scattering.

Nucleation dominated growth mechanism exhibited large structural changes in

the secondary structure, tyrosine and tryptophan microenvironments, and disulfide

bond conformation. Interestingly, ND growth resulted int the smallest sized aggregates.

The addition of sucrose decreased aggregation rates for ND growth mechanism, but
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not so for CP/AP growth mechanisms. Sucrose did not alter growth mechanisms as

M tot
w /M0 vs (1−m)2 profiles overlapped for conditions with and without sucrose. Also,

aggregate morphology monitored in-situ with SANS Kratky plot analysis displayed

unique scattering profile that was independent of the presence of sucrose, which also

suggest sucrose does not alter aggregation mechansims. AS-IgG1 monomer SANS

structure factor was not altered by the presence of sucrose suggesting this osmolyte

does not alter protein-protein interactions.

These results at elevated protein concentration are consistent with the cur-

rent AS-IgG1 framework suggesting electrostatic-protein-protein interaction mediate

growth mechanism. Together, results suggest sucrose and potentially other neutral

osmolytes may only alter the concentration of unfolded protein and thereby decrease

aggregation rates. Presumably, ND growth shows the largest decrease in aggregation

rates with sucrose because this growth mechanism has a significant portion of dimers

and based on mass action kinetics is expected to have larger change in monomer-loss

rates.

6.2 Future work

This dissertation provides mechanistic insights into the role of protein-protein,

protein-osmolyte, and protein-water interactions on the protein stability and aggrega-

tion behavior of AS-IgG1. Current work acts as a starting point for many different

future investigations of protein aggregation, which are discussed below.

6.2.1 Refrigerated and room temperature predictions of protein aggrega-

tion rates

Current ICH guidelines require at most three stability temperatures (4, 25, and

40 ◦C). As such, these stability testing requires multiple months and data is typically

gathered during development phases and even after regulatory filings. Furthermore,

as observed in Chapter two, collecting aggregation rate data at three temperatures

are essentially useless for predicting stability at other temperatures. Utilizing a more
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predictive approach to protein aggregation in the biopharmaceutical industry would de-

crease the risk of developing unstable molecules and reduce uncertainty associated with

time-intensive stability testing. Predictive methods requiring minimal experiments or

ideally in-silico methods would enable rational design of stable drug candidates. Stable

drug candidates are safer for patients and are typically easier to manufacture as they

will have higher yields and require less intensive purification steps. Also, more stable

drug candidates may potentially have faster regulatory approval and therefore increase

speed to patients.

The PTIR approach allows one to accurately and efficiently determine temper-

ature dependent aggregation rates. Future work may include extending PTIR capabil-

ities to low temperature aggregation rates. PTIR may be a useful tool allowing one to

determine low temperature and long-time aggregation rates. Additionally, an in-depth

analysis of non-Arrhenius behavior of aggregation rates and the effects of protein in-

teractions on non-Arrhenius behavior may provide mechanistic insights into long-term

protein stability.

As discussed in Chapter two, one must exercise caution as to be sure other degra-

dation pathways are not occurring simultaneously and artificially altering aggregation

rates. Particularly, fragmentation has been observed at intermediate temperatures and

may be faster than aggregation [107]. Additionally, deamidiataion (particularly at el-

evated pH) and oxidation may occur during incubation intermediate temperatures for

extending timescales (e.g. weeks to months). These alternate degradation routes may

or may not have a synergistic effect with aggregation.

6.2.2 Mechanistic investigation of aggregate coalescence and condensation

Aggregate coalescence leads to largest aggregate sizes and is a concern from an

immunogenic and regulatory perspective (if visible particles). A better understanding

of the mechanism of this process and aggregate phase separation would be useful from

an immunogenic perspective. Aggregates that reach these large sizes almost invariably

have undergone association polymerization. However, unanswered question remain
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regarding the thermodynamics and kinetics of association polymerization and phase

separation (or condensation). Prior work has demonstrated that pH and salt titra-

tions alter quasi-phase boundary of aggregates [37]. Interestingly, titrations showed

hysteresis suggesting a complex thermodynamic/kinetic event may be occurring.

One potential strategy may involve mapping pH-salt phase diagrams of aggre-

gate condensation with various sized aggregates. Prior work with aCgn has shown that

under CP aggregation, the initial protein concentration alters the aggregate nucleation

to growth timescales and the effect size of aggregates. Also, aCgn CP aggregation

produces linear polymer-like aggregates with low polydispersity [45]. Additionally,

titrations with PEG may provide useful insights into the coalescence mechanism. Tra-

ditionally, protein solubility measurement are often performed with the addition of

PEG. In a similar fashion, aggregate solubility measurements with the addition of

PEG may allow one semi-quantitatively determine aggregate chemical potential over

different aggregate sizes and as a function of pH, salt and temperature. One may hy-

pothesize that a combination of solution conditions (i.e. pH, salt, and temperature)

and aggregate chemical potential may play a role in coalescence and condensation

processes.

One unanswered discrepancy regarding aggregate coalescence centers around

temperature dependent rates. Coalescence is thought to be a non-specific colloidal

aggregation event as it does not consume monomer, but coalenscence rates are strongly

temperature dependent. Often quenching incubations originally at 60◦C to 4◦C or

near room temperature effectively halts monomer-loss and coalescence rates. An in-

depth investigation of temperature dependent coalescence rates may help elucidate this

discrepancy. Additionally, monitoring of coalescence in-situ rather than ex-situ may be

a useful tool as temperature strongly affects not only rates and also solubility/phase

behavior. As such, quenching coalescing aggregates may not accurately reflect the

“state” they were created under.
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6.2.3 Extended characterization of protein-osmolyte interactions

Protein-osmolyte interactions are important from a biological and industrial

perspective. However, current understanding of protein-water and protein-osmolyte

interactions are limited. As mentioned in Chapter 4, direct measurement of protein-

osmolyte interactions are challenging. However, characterizing these interactions may

potentially allow one to predict protein chemical potential. Recently, hydrogen-deuterium

exchange with mass spectroscopy has been a used to investigate protein-osmolyte inter-

actions. One study found that sucrose (which is thought to be preferentially excluded)

decreased the H-D exchange rates of recombinant human granulocyte colony stimu-

lating factor, while benzyl alcohol (thought to be preferentially accumulated) increase

H-D exchange rates. These results suggest the conformational dynamics as probed by

HD-MS may be sensitive to preferential interactions. Recently, tetrahertz absorption

spectroscopy and low frequency Raman spectroscopy has also been used to investigate

protein hydration and osmolyte preferential interactions. While these techniques show

potential, current state-of-the-art of these technologies suggest these techniques may

not yet have the required sensitivity to detect subtle changes in protein preferential

interactions. However, future efforts may find these techniques useful.
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Appendix A

COMPARISON OF PROTEIN-PROTEIN INTERACTIONS FROM DLS
AND SLS, AS-IGG1 NET CHARGE MEASUREMENT DETAILS, AND

AN IN-DEPTH CHARACTERIZATION OF AS-IGG1 UNDER
AGGREGATION RESISTANT SOLUTION CONDITIONS

A.1 A comparison of protein-protein interactions via dynamic light stating

and static light scattering

In Chapter two, G22 was determined as a function of pH, NaCl in 5 mM citrate

and 10 mM acetate buffer. These results utilized static light scattering and the excess

Rayleigh ratio plotted as a function of concentration. However, dynamic light scattering

was simultaneously collected on identical protein solutions. In a similar way, protein-

protein interactions can be determined from DLS. Dc, the collective diffusion coefficient

is determined from the a non-linear regression of the auto-correlation function and

described in Eq. 2.6 [119]. Prior work has shown the Dc is related to protein-protein

interactions through the parameter kD through Eq.A.2. h0 is a hydrodynamic term

which approaches zero in the dilute limit of protein concentration. D0 is the protein

self-diffusion coefficient.

Dc = D0(1 + kDc2) (A.1)

Dc = D0(1 + (h0 + 2B22)c2) (A.2)

Therefore, kD values can be determined by fitting Dc as a function of c2 in

the limit of low protein concentration. DLS is much less sensitive to dust than SLS

as it utilizes fluctuation in the scattered intensity rather than the absolute scattered

intensity. Additionally, DLS is much more friendly to industrial applications as many
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relatively high-throughput DLS instruments are commercially available. In contrast,

SLS often requires costly quartz cuvette and precise optical configurations and is much

more sensitive to dust.

Figure A.1 plots Dc as a function of c2. Only the low concentration linear

portion of the data was used in fitting to Eq. A.1. At higher protein concentrations,

the hydrodynamic factor is expected to have a significant contribution. Prior work

has shown that even at low relatively low protein concentrations the hydrodynamic

contribution may be significant [148]. This section compares values for kD and G22

determined via DLS and SLS respectively.

Table A.2 reports the values and 95% confidence interval for G22 determined via

SLS and DLS in both 5 mM citrate and 10 mM acetate buffers. There is reasonable

agreement between the values determined from each scattering technique. Addition-

ally, the DLS measurement results in tighter error bars. Perhaps this results is not

unexpected as DLS is less sensitive to dust. These results offer a potential method

for determined protein-protein interactions from laser light scattering, which may be

used for consistency in comparing SLS to DLS. However, one must exercise caution in

using DLS to interpret protein-protein interactions, as mentioned above hydrodynamic

interactions may be convoluted with protein-protein interactions and often is is not

easy to determine when this will occur [148].

Currently, the statistical mechanics is straight forward for determined protein-

protein interactions from SLS [122]. The fluctuations in the refractive index of the

system are unambiguously related to protein-protein interactions via Kirkwood-Buff

theory. On the other hand, the physics underlying protein collective diffusion coef-

ficient are less straightforward. Protein diffusion is a convolution of non-equilibrium

thermodynamic (i.e. protein-protein interaction) and transport. As such, more rig-

orous and computationally intensive approaches may be need to fully understand the

effect of protein-protein interaction and hydrodynamics at intermediate to high protein

concentrations.
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Figure A.1: IgG1 collective diffusion coefficent as a function of protein concentration.

for pH 4, 10 mM acetate with 0 mM NaCl (blue), 20 mM NaCl (red), and 200 mM

NaCl (green). Colored curves are fits to Eq.A.1 and the black curve is the expected

trend for a hard sphere with an equivalent diameter to the IgG1.
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Table A.1: Comparison of G∗22 values for AS-IgG1 with 10 mM acetate

G22/(2 ∗BHS
22 ) via SLS

0 mM NaCl 20 mM NaCl 200 mM NaCl

pH 4 6±2 1.5±0.2 -0.1±0.2

pH 5 1.8±0.3 1.0±0.2 -0.13±0.18

pH 6 1.6±0.2 0.3±0.3 -0.21±0.13

−kD/(2 ∗BHS
22 ) via DLS

pH 4 16.2±0.7 2.07±0.07 -0.04±0.03

pH 5 2.52±0.08 1.06±0.05 -0.14±0.012

pH 6 4.5±0.7 0.55±0.3 -0.21±0.02

Table A.2: Comparison of G∗22 values for AS-IgG1 with 5 mM citrate

G∗22 via SLS

0 mM NaCl 20 mM NaCl 200 mM NaCl

pH 4 4.6±1.2 1.2±0.2 0.53±0.12

pH 5 1.03±0.12 0.83±0.13 -0.2±0.4

pH 6 0.4±0.3 0.3±0.2 0.2±0.2

−kD/(2 ∗BHS
22 ) via DLS

pH 4 4.03±0.13 1.5±0.1 0.54±0.05

pH 5 1.32±0.04 1.06±0.09 0.41±0.06

pH 6 0.45±0.03 0.40±0.06 0.44±0.04

166



A.2 Electrophoretic light scattering with phase analysis light scattering

(PALS) using the Zetasizer

Electrophoresis is a non-equilibrium thermodynamic process in which an applied

electric field leads to a movement of molecules in solution. The advent of phase analysis

light scattering has improved electrophoresis detection sensitivity, [128, 127] but the

electrophoretic mobility measurement may be limited by molecular motion due to other

processes such as diffusion [128].

During the electrophoretic light scattering measurement the IgG1 moves due to

electrophoresis and diffusion. mAbs have a hydrodynamic diameter of about 10 nm

and self-diffusion coefficient of 4.4x10−7 cm2/s (measured from DLS). With a large

diffusion coefficient, the movement due to the diffusion may be comparable or greater

than electrophoresis. While the displacement of the IgG1 molecule due to diffusion will

average to zero over large timescales, as diffusion is a random walk, the displacement

due to electrophoresis lies in the same direction as the applied electric field. As such,

the average distance moved by electrophoresis scales linearly with time field is applied.

However, the average distance moved by diffusion scales with
√
t.

Figure A.2-A shows the distance moved by diffusion (red dotted line) and elec-

trophoresis (blue solid line) in an electric field of 20 V/cm and mobility of 1x10−4 cm2/s

V. Given these conditions, the lines intersect at about one second, which indicates the

distance moved by the protein due to electrophoresis is the same as diffusion. As

Figure A.2-A indicates, measuring electrophoretic mobility over longer time produces

more accurate results. Figure A.2-B shows the voltage applied during a measurement

run using a standard operating procedure from Malvern Zetasizer Nano ZS (Malvern

Instruments, Westborough, MA). In the first 0-1.2 seconds a fast field reversal (FFR)

is used, in which the electric field is rapidly oscillated back and forth from positive to

negative voltage. From 1.2 to 2.6 seconds a slow field reversal (SFR) is used. Typi-

cally this measurement is repeated multiple times to improve statistics. In principle,

the fast field reversal leads to a true measure of the sample electrophoretic mobility

as the electro-osmotic flow (EOF) will not develop on the short timescales [224]. The
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Figure A.2: IgG1 electrophoretic light scattering. (A) Average distance moved by the

IgG1 from diffusion (red) and electrophoresis (blue). (B) Applied voltage vs time for a

single run using the Zetasizer. (C) Phase shift plotted vs time for IgG1 pH, 4 20 mM

NaCl. Each curve represents single electric field strength. (D) Phase sift plotted as a

function of time for PEG at pH 6, 40 mM NaCl exhibiting electro-osmotic flow. Each

curve corresponds to a different electric field strengths
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slow field reversal is used to determine statistics regarding the electrophoretic mobility

distribution, but may be convoluted with electro-osmotic effects. EOF occurs due to

electrophoresis of solution ions, which hydrated water molecules and create flow [224].

The concentration and type of ions present affect EOF, but predicting the undesirable

EOF effect is challenging. While measurements in the FFR will eliminate the possibil-

ity of EOF, the signal to noise ratio of the displacement in the direction of the electric

field will be small as the distance moved to diffusion will be order of magnitude larger

than movement due to electrophoresis (as mentioned above). However, the signal to

noise ratio in the slow field reversal will be higher as the mobility was measured over

a longer time.

Figure A.2-C shows the measured phase shift as a function of time for different

electric field strengths using the IgG1 at pH 4 20 mM NaCl 5 mM citrate. In the

FFR region of Fig. A.2-C there is a small zigzag pattern, but reliably interpreting this

portion of the results is challenging as mentioned above. However, in the SFR region

the phase changes linearly with the applied electric field. As mentioned in the main

text the positive and negative slopes in the SFR region are proportional to the velocity

and described by Equation 2.8 in the main text.

While the measured phase shift over time can be related to a velocity, the

samples velocity may be convoluted by EOF. In the present case, EOF was monitored

with a separate sample of polyethylene glycol with molecular weight of 35kDa (Sigma

Alrich) in identical solution conditions as the IgG1. The only samples to exhibit EOF

were pH 6 in 5 mM citrate buffer at 20 mM, 40 mM, and 100 mM NaCl. Figure A.2-D

shows phase plot for PEG at pH 6 20 mM NaCl 5mM citrate with different values of the

applied electric field. As the phase is negative, the PEG is moving in a direction towards

the cathode. This may indicate multivalent citrate ions at pH 6 may be responsible to

the EOF effect in this case. The electrophoretic mobility was determined from the slope

of each data set in Fig. A.2 and the IgG1 effective charge determined using Eq. 2.8. In

principle, measuring velocity over multiple electric field strengths improves accuracy

of reported electrophoretic mobility and Zeff values. There are not large differences
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in the slopes of the data sets for different NaCl concentration in Fig. A.2. a possible

explanations for this result may be the small NaCl concentration window chosen for

measurements did not have a large change in Zeff . One also has to bear in mind that

the electrophoretic light scattering measurements is challenging as mentioned above.

The addition of 20 mM NaCl was arbitrary chosen as the lower limit in elec-

trophoresis measurements to eliminate possible EOF. 100 mM NaCl was arbitrary

chosen as the upper limit in mobility measurements as higher sample conductivity

leads to larger currents, which may degrade the protein and sample cell. To ensure

sample quality, dynamic light scattering was performed on samples before and after

the electrophoresis measurement and the cell and sample were visually inspected for

electrode degradation or precipitation.

A.3 AS-IgG1 aggregation resistant condition: pH 4, 10 mM acetate

As observed in the aggregation state diagram in Chapter two, AS-IgG1 at pH

4, 10 mM acetate heated at temperatures above the mid-point unfolding transitions do

not appear to aggregate on timescale of minutes to hours. This section investigates an

in-depth characterization of this aggregation resistant behavior using in-situ DLS and

SAXS.

DLS was performed as described in Section 2.2.5. Small angle x-ray scattering

was performed on the 5.2 beamline of Elettra Synchrotron in Trieste, Italy. A custom-

made sample holder was used to perform temperature ramping studies [6]. AS-IgG1

at 10 mg/mL was heated from room temperature to 90◦C while SAXS profile were

collected. Higher protein concentrations were need to for adequate scattering signal,

though at this high of a concentration significant structure factor effects are expected.

See Chapter five and particularly, Fig. 5.7 for related discussion.

The DSC provides a qualitative measure of the mAb unfolding and conforma-

tional stability. As shown in Fig. 3.2-A and shown here for clarity, DSC profiles of full

IgG1 and Fc fragment in the are are shown in Figure A.3-A. See Chapter two for more

detailed discussion of DSC. For AS-IgG1 at pH 4, 10 mM acetate, the CH2 domain

170



of the Fc region unfolds first followed by the Fab region and finally the CH3 domain

of the Fc. During unfolding process, hydrophobic patches of the protein may become

exposed and interact with other protein hydrophobic patches resulting in nonnative ag-

gregation. As discussed in Chapter two,this IgG1 at different formulations conditions

showed irreversible aggregation occurs during heating below transition temperatures.

The right graph in Fig. A.3-B shows the size exclusion chromatogram of AS-

IgG1 after heating for one hour at 85◦C and subsequentlyquenched on ice. The chro-

matogram shows no detectable formation of aggregates. Further characterization was

need to confirm no aggregation was present and to characterize the structural changes

occurring during heating. SEC analyzes aggregates that are incubated and quenched

on ice but does not provide an in-situ characterization of the protein aggregate.

In-situ SAXS was collected on AS-IgG1 as it was heated from 25 to 90 ◦C. SAXS

was used to investigate structural changes that may occur as AS-IgG1 unfolds and loses

conformation. Also SAXS will be sensitive to aggregates that may potentially form in-

situ. Figure A.3-C shows AS-IgG1 SAXS intensity profiles as a function of temperature.

One observes from this plot that during temperatures of 34-58◦C the scattering profile

remains unchanged and has the characteristic shoulder seen commonly for IgG1 [138].

At these temperatures the IgG1 remains in its native form. From 62-77◦C the scattering

signal from Q = 0.05−0.1A−1 monotonically decreases. This indicates IgG1 structural

changes are occuring at these temperatures. This Q range corresponds to length-

scales ranging from sizes similar to an IgG1 molecule to sub-nanometer sizes. As the

IgG1 structure is changing, the intensity at low Q is simultaneously increasing. While

the SAXS configuration used for these measurements did not reach low enough Q to

measure these larger length scales, the low Q upturn is indicative of aggregation.

Figure A.3-D show SAXS profiles at 34◦C, 89◦C, and at 25◦C post-scan. One

observes in Fig. A.3-D that AS-IgG1 is aggregating at high temperature, but these

aggregates disocciate when the protein is cooled to room temperature. Interestingly

the SAXS profile post-scan is significantly altered at intermediate to high Q, suggesting

AS-IgG1 did not refold to its native structure upon cooling.
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Figure A.3: AS-IgG1 unfolding under aggregation resistant solution conditions. (A)

AS-IgG1 DSC thermogram at pH 4, 10 mM acetate showing three unfolding transitions.

(B) AS-IgG1 SEC chromatogram after heating at 85 ◦C for one hour. (C and D) In-situ

AS-IgG1 temperature scanning SAXS.

172



DLS provides an orthogonal in-situ technique complementing SAXS that is

sensitive to small quantities of aggregates. Figure A.4 shows auto-correlation functions

for AS-IgG1 heated from 25 to 90◦C. At each temperature, the sample was allowed to

equilibrate for five minutes to ensure stable temperature control. One observes from

Fig. A.4-A that no significant changes are noticeable in the auto-correlation functions

during heating from 25 to 55◦C. However Fig A.4-B shows as AS-IgG1 is heated at

higher temperatures, the protein begins to aggregate. At 75◦C a significant population

of aggregates has formed. Interestingly, the aggregate sizes from the auto-correlation

function correspond to around 100 nm, which suggest these aggregates are composed

of many monomers. Fig. A.4-C shows that heating AS-IgG1 further only increases

aggregation.Finally, Fig. A.4-D shows the auto-correlation function upon cooling from

90 to 25◦C. As AS-IgG1 cools, aggregates dissociate.
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Figure A.4: DLS auto-correlation functions as a function of temperature for IgG1 at

pH 4, 10 mM acetate during heating and cooling.

174



Appendix B

DETAILED DENSIMETRY RESULTS AND ANALYSIS

B.1 Density as a function of AS-IgG1 weight fraction

In Chapter four, values for V̂2 were determined from a set of density measure-

ments of AS-IgG1 and a given osmolyte. Density measurements were performed at near

neutral pH, where AS-IgG1 has little to no net charge, and solutions prepared between

0-5 mg/mL so as to minimize potential effects of protein-protein interactions. Values

for the partial specific volume of the protein (V̂2) were determined from Equation 4.5 of

the main text. Lewis and Randal derived Eq. 4.5 for a binary system and in a similar

manner it was derived and extended to a ternary system. The following figures show

raw densimetry data for sucrose (Figure B.1), trehalose (Figure B.2), sorbitol (Figure

B.3), and PEG (Figure B.4).

B.2 Statistics for linear regression of V̂2(c3V̂3)

For each protein-osmolyte data set consisting of V̂2(c3), a linear regression was

performed using Equation B.1. The coefficients of A, B, and C are fitted values, V̂2 is

the protein partial specific volume, V̂3 is the osmolyte partial specific volume, and c3

is the osmolyte concentration In some subsequent cases, higher order terms in Eq B.1

were omitted (based on statistical analysis).

V̂2 = A+B(c3V̂3) + C(c3V̂3)2 (B.1)
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Figure B.1: Reciprocal of the solution density as a function of AS-IgG1 weight fraction

at various sucrose concentrations.
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Figure B.2: Reciprocal of the solution density as a function of AS-IgG1 weight fraction

at various trehalose concentrations.
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Figure B.3: Reciprocal of the solution density as a function of AS-IgG1 weight fraction

at various sorbitol concentrations.
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Figure B.4: Reciprocal of the solution density as a function of AS-IgG1 weight fraction

at various PEG concentrations.
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Table B.1: Regression analysis for IgG1 and sucrose

Coefficient Value Standard error p-value

A 0.706 ± 0.004 0.001

B 0.27 ± 0.011 0.06

C -1.6 ± 0.5 0.04

Table B.2: Regression analysis for IgG1 and trehalose

Coefficient Value Standard error 95 % confidence interval

A 0.7103 ± 0.0006 0.0016

Table B.3: Regression analysis for IgG1 and sorbitol

Coefficient Value Standard error 95 % confidence interval

A 0.711 ± 0.004 0.011

Table B.4: Regression analysis for IgG1 and PEG

Coefficient Value Standard error p-value

A 0.7005 ± 0.0013 0.001

B 0.28 ± 0.02 0.001

C -1.15 ± 0.08 0.001

B.3 Preferential interaction model predictions

Preferential interaction models were used to predict the AS-IgG1 native state

chemical potential and m-value for a given osmolyte. Model calculations for sucrose,

sorbitol, and trehalose utilized the additive tripeptide model developed by Auton and

Bolen [2]. This model is based on the free energy required to transfer a given amino
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acid from water to an aqueous osmolyte solution (typically 1 M osmolyte). The transfer

free energy values were developed based on a series of peptide solubility measurements

in water and the corresponding osmolyte solution [2, 225].

For PEG, an atom additive preferential interaction model was recently devel-

oped by Record and coworkers [3, 202]. This model parses out chemical interaction of

functional group (e.g. Amide nitrogen, aliphatic carbon) with PEG and also has an

additive excluded volume terms based on polymer theory. These two models utilize

solvent accessible surface area of the protein, which can readily be determined for the

native state using algorithms that determine the area accessible to a spherical probe

(0.14 nm diameter) on the three dimensional (3D) surface of the protein. The 3D struc-

ture is available from NMR or x-ray crystal structure and available for many protein

in the protein data bank(PDB) file. In the present case, a homology model was built

of based on the crystal structure of a human IgG1 (PDB:1HZ1) [195].

ASA estimates for the folded state of the protein are available using many

algorthims. In the present case, three algorthims used: GET AREA,[191] Surface

Racer,[192] or ProtSA,[193, 194]. Figure B.5 shows comparison ASA determined from

Surface Racer and GET AREA. The backbone (top) or side chain (bottom) fractional

exposure of each amino acid was determined by normalizing the total ASA for the side

chain or backbone by the number of residues and the ASA values for the fully exposed

residue, which was determined previously using Gly-X-Gly tripeptides [226]. Here X

represent each of the other amino acids. Gly does not have a side chain and therefore

the exposed surface area for Gly-X-Gly tripeptides corresponds to fully exposed surface

area for a given amino acid.

B.4 Osmolyte-water thermodynamics

The conversion between (G12 − G23) and
(
∂µ2
∂c3

)
(T,P )

requires knowledge of the

water-osmolyte Gij’s as shown in Eqs. 4.1-4.2. For Kirkwood-Buff analysis of dilute

protein concentrations, Gij’s for osmolyte and water are known from thermodynamic
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Figure B.5: Comparison of ASA algorithms determine backbone (top) and side chain

(bottom) fractional exposure
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analysis of osmolyte-water solutions. Particularly, analytical solutions utilizing os-

molyte activity coefficents are be found in the literature for sucrose and sorbitol [227].

However, for trehalose and PEG osmolyte-water aqueous thermodynamic data was

needed to determine
(
∂µ3
∂c3

)
(T,P )

.

Water activity data for aqueous solutions of trehalose [6] or PEG [4, 5] were

available in literature and used to determine osmolyte non-ideality value
(
∂µ2
∂c3

)
(T,P )

as

a function of trehalose concentration. The Gibbs-Duhem relation for a binary systems

is given by Eq. B.2. It relates changes in chemical potential of component one to

changes in the other component. ci is the concentration of component i and µi is the

chemical potential of component i. Differentiating Eq. B.2-B.3 with respect to c3 and

algebraic rearrangement results in Eq B.3, which is a useful form for analyzing water

activity data of aqueous osmolyte solutions.

c3∂µ3 + c1∂µ1 = 0 (B.2)

(
∂µ3

∂c3

)
(T,P )

= −c1

c3

∂µ1

∂c3

(B.3)

Figure B.6-A-B plots the water activity as a function of PEG (panel A) and

trehalose (panel B) concentrations taken from literature. The symbols correspond to

data taken from literature and black line to a polynomial fit. Osmolyte concentration

dependent values of
(
∂µ2
∂c3

)
(T,P )

were calculated using Eq. B.3 and plotted in Figure

B.6-C-D for PEG and trehalose respectively.
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Figure B.6: Osmolyte-water binary systems. Water activity data for aqueous solutions

of (Panel A) PEG (data from [4, 5]) and (Panel B) trehalose (data from [6]). Derivative

of the osmolyte chemical potential with respect to osmolyte concentration as a function

of osmolyte concentration for (C) PEG and (D) trehalsoe.
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