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ABSTRACT

The goal of this research is to investigate the properties of wind turbine wakes

and their interactions with the atmospheric boundary layer (ABL) via large-eddy sim-

ulations (LES) with special emphasis on the effects of atmospheric stability. The ABL

is considered stable when the ground surface is cooler than the air, unstable when the

opposite happens, and neutral when the temperature effect is negligible. In the litera-

ture, neutral conditions have been studied extensively, whereas the effects of stability

have not.

A new LES code, named Wind Turbine and Turbulence Simulator (WiTTS),

was developed based on finite-difference (FD) schemes. First, the code’s sensitivity

to numerous aspects of the FD LES, such as the subgrid-scale (SGS) model, resolu-

tion, numerical treatment of the convective term, and filter types, was analyzed by

simulating a neutral ABL. It was found that the Lagrangian-averaged scale-dependent

(LASD) SGS model performs better than other scale-invariant Smagorinsky-type mod-

els. Second, the WiTTS was used to study the wakes from a miniature wind turbine

inside a wind tunnel, following the setup of past experimental and numerical studies.

It was found that those wakes are spatially anisotropic, with lateral growth faster than

the vertical. Based on this, a new wake model is proposed and the Gaussian-type self-

similarity is obtained for this simplified scenario. Third, to study a more realistic ABL,

the stability conditions have been considered by the Boussinesq approximation and by

varying thermal conditions on the ground surface, together with a constant Coriolis

force. The LES results indicate that the properties of utility-scale wind turbine wakes

are strongly correlated to the stability conditions. The wake recovery is enhanced by

the increased turbulence due to buoyant convection in the unstable ABL, while in the

stable ABL the spreading of the wake is significantly larger in the lateral direction
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than in the vertical direction. The stability-related wind veering from the Coriolis

force causes noticeable distortion and skewness of the wakes, especially in the stable

ABL, which leads to enhanced lateral mixing but deviations from the Gaussian-type

self-similarity. The influence of wind veering is reduced in wind farm wakes compared

to single-turbine case. Spatial variations of temperature are introduced mainly by the

advection of wake rotation, which is more discernible in the stable ABL. Atmospheric

stability also influences the power extraction of the wind farm via two factors: up-

stream wind speed and wake recovery rate. For the same upper-level (geostrophic)

wind and surface roughness, the power is highest in the stable ABL due to strongest

upstream wind, but the wake loss is minimized in the unstable ABL due to fastest

wake recovery.

In conclusion, our LES results suggest that the properties of wind turbine wakes

are strongly correlated to the atmospheric stability and the Coriolis force, which there-

fore should be taken into consideration when assessing wind power generation in a wind

farm and environmental impacts of wind turbine wakes.
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Chapter 1

INTRODUCTION

Wind energy has become one of the fastest growing and most reliable renewable

energy types worldwide in the past several decades. According to the Global Wind

Energy Council (GWEC), by the end of 2014, the global total installed capacity was

369.6 GW, representing a cumulative market growth of more than 16 % [2]. With

the increasing demand for wind energy, both number and size of wind turbines and

wind farms continuously grow, which has brought a great concern about the reduced

energy efficiency due to wake losses and their impacts to local, regional and global

meteorology.

Wind turbine wakes are flow regions formed after wind turbines characterised

by low wind speed and high turbulence, due to conversion of kinetic energy from

winds into electricity and heat. In a wind farm, for certain wind directions, the wind

turbine wakes from upstream turbines interact with downstream turbines, which causes

significant reduction in the total energy production [3, 4, 5, 6, 7, 8]. Moreover, some

local meteorological changes, such as altered surface temperature, evaporation rate, and

CO2 flux, etc, have been attributed to wind turbine wakes [9, 10, 11, 12, 13, 14, 15].

Therefore, it is important to understand the properties of wind turbine wakes as well

as their interactions with the downstream turbines, in order to mitigate their negative

impacts on energy efficiency and the environment.

Wind turbine wakes are complex and our understanding of their properties is still

poor. The wakes contain turbulent eddies with various scales, from the integral scales

of roughly the rotor sizes (∼ O(102) m) to the Kolmogorov microscales (∼ O(10−3) m).

The spinning of the rotor further complicates the flow structures in the wakes, because

it induces helical vortices from the tips of the rotor blades as well as wake rotation
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[16]. More importantly, since the turbines are located inside the lower part of the

atmosphere, known as the atmospheric boundary layer (ABL), wind turbine wakes

have strong interactions with the ABL properties.

The ABL itself is a complex system, affected by the interaction among various

forces, e.g., pressure gradient force, Coriolis force, buoyancy force due to the vertical

temperature gradient, and viscous shear force imposed by the ground topology under-

neath. The turbulence in the ABL is closely related to shear and buoyancy forces.

Different combinations of those two mechanisms result in distinctive turbulence and

mean flow characteristics in the ABL. Accordingly, the ABL can be roughly catego-

rized into three types: stable, neutral, and unstable. In a stable ABL, which normally

happens at night, the ground surface is cooler than the air. Therefore, the ABL is

stratified, which suppresses the turbulence production and results in strong wind shear

throughout the boundary layer. In the neutral ABL, the thermal effects are negligible,

and the turbulence is solely generated by the wind shear. In the unstable ABL, which

normally happens in daytime, the ground surface is warmer than the air and, as a

result, strong convective turbulence is induced by the buoyancy effect and mean wind

shear is reduced because of the strong mixing. Also, the balance between pressure

gradient force, Coriolis force and shear forces can produce complex dynamics in the

ABL, such as the Ekman spiral [17], which potentially influences wind turbine wakes.

However, its impacts on wind energy have not been fully revealed yet.

The interactions between the ABL and wind turbine wakes will be studied in

this dissertation by performing high-fidelity large-eddy simulations (LES). The LES

is a widely used technique, where the unsteady 3d flow motions are resolved directly

down to the scale of the grid spacing and the subgrid-scale (SGS) motions are modelled.

Correspondingly, high-resolution results can be obtained, while acceptable computa-

tional costs are maintained. But it is also known that the LES results are sensitive to

the numerical scheme and the SGS model used. In this study, an LES code, WiTTS, is

developed based on high-order finite difference schemes, coupled with state-of-the-art

SGS and wind turbine models. From the LES results, the following research questions
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are addressed:

1) What are the mean and turbulent properties of wind turbine wakes during

their propagations in the ABL? Particularly, does a self-similarity property exist in the

wind turbine wakes, as widely used in current wake models?

2) How does the atmospheric stability influence wind turbine wakes and energy

efficiency?

3) What are the impacts of wind turbine wakes on local meteorology, especially

temperature?

These questions are discussed in three chapters, each based on research papers

either published or under review. The dissertation is organized as follows. The numer-

ical details of the flow solver in WiTTS are presented in Chapter 2, where important

sensitivity tests of the finite-difference LES for the neutral ABL are performed, in order

not only to give a validation of WiTTS but also to provide some guidelines for the com-

munity. This chapter was published in Boundary-Layer Meteorology [18]. In Chapter

3, the first research question is studied with WiTTS for an isolated wind turbine in the

neutral ABL without the Coriolis force. This chapter was published in Wind Energy

[19]. In Chapter 4, the second and third questions are addressed by simulating both a

single turbine and a small wind farm under various stability conditions with the Cori-

olis force. This chapter will be submitted to a peer reviewed journal soon. At last, the

conclusions are discussed in Chapter 5.
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Chapter 2

SENSITIVITY ISSUES IN FINITE-DIFFERENCE LARGE-EDDY
SIMULATIONS OF THE ATMOSPHERIC BOUNDARY LAYER

2.1 Abstract

The neutral atmospheric boundary layer (ABL) is simulated by finite-difference

large-eddy simulations (LES) with various dynamic subgrid-scale (SGS) models. The

goal is to understand the sensitivity of the results to several aspects of the simula-

tion set-up: SGS model, numerical scheme for the convective term, resolution, and

filter type. Three dynamic SGS models are tested: two scale-invariant models and

the Lagrangian-averaged scale-dependent (LASD) model. The results show that the

LASD model has the best performance in capturing the law-of-the-wall, because the

scale invariance hypothesis is violated in finite-difference LES. Two forms of the con-

vective term are tested, the skew-symmetric and the divergence forms. The choice of

the convective term is more important when the LASD model is used and the skew-

symmetric scheme leads to better simulations in general. However, at fine resolutions

both in space and time, the sensitivity to the convective scheme is reduced. Increas-

ing the resolution improves the performance in general, but does not better capture

the law of the wall. The box and Gaussian filters are tested and it is found that,

combined with the LASD model, the Gaussian filter is not sufficient to dissipate the

small numerical noises, which in turn affects the large-scale motions. In conclusion, to

get the most benefits of the LASD model within the finite-difference framework, the

simulations need to be set up properly by choosing the right combination of numerical

scheme, resolution, and filter type.
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2.2 Introduction

The large-eddy simulation (LES) technique is widely used in research appli-

cations where explicit resolution of three-dimensional turbulence in high-Reynolds-

number flows is important. In most LES studies, the numerical grid naturally plays

the role of a low-pass filter by which the flow motions are separated into two parts:

large-scale motions, which can be directly resolved, and subgrid-scale (SGS) motions,

which need to be parameterized in terms of SGS stresses [20, 21]. One of the most

commonly used SGS models is the Smagorinsky model [22], which assumes that the

grid resolution falls within the inertial subrange of turbulence; that the SGS motions

are locally isotropic; and that their effects can be modelled as an eddy viscosity with

a universal model coefficient (Smagorinsky coefficient). However, this assumption is

problematic in specific complex flows, e.g. wall-bounded turbulence, where the grid

resolution approaches some externally imposed scales at which the locally isotropic

assumption does not hold. Germano et al. [23] and Lilly [24] developed a dynamic

approach to obtain the Smagorinsky coefficient in different flow regions by perform-

ing additional test filtering and assuming that the coefficient is scale-invariant. Some

sort of averaging is necessary to stabilize the oscillations in the resulting coefficient

field. For some simple turbulent problems, spatial averaging can be performed along

the directions of statistical homogeneity [23, 25, 26]. For more general turbulent flow

problems where spatial homogeneity is absent, the averaging can be performed either

in time or in local space [27]. Meneveau et al. [28] developed a Lagrangian averaging

in time along trajectories of fluid particles such that this approach can be used for any

configuration [29]. In order to mitigate the assumption of scale invariance, especially

when the resolution approaches the limits of the inertial subrange [30], Porté-Agel et

al. [31] and Bou-Zeid et al. [32] developed a scale-dependent approach, in which a

power-law scale dependence was proposed and tested a priori using field measurements

[33]. Although slight differences exist in their methods, both studies used an additional

level of filtering (second test filtering) with a filter width four times that of the grid

spacing.
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Although Smagorinsky-type SGS models cannot capture backscatter and posit

an incorrect alignment between stress and strain, they have still been widely used due

to their simplicity in both concept and implementation. In most previous studies,

dynamic Smagorinsky SGS models have been used in the framework of spectral or

pseudo-spectral methods, where the sharp spectral filter was used as test or second

test filter [31, 33, 34, 35, 36, 37, 38, 39]. Fourier-transform-based spectral methods

are applicable only in homogeneous directions. Most problems of engineering interest,

however, involve non-periodic boundary conditions in all three directions, and, as a re-

sult, spectral methods are less applicable. Techniques, such as introducing additional

“buffer regions”, have been developed in order to impose non-periodic boundary condi-

tions while still retaining Fourier-spectral discretization [37]. But finite-difference (FD)

or finite volume (FV) schemes are widely used in many atmospheric and wind-energy

models, such as the Weather Research and Forecasting (WRF) model [40], Advanced

Regional Prediction System (ARPS) [41, 42], and Simulator for Wind Farm Applica-

tions (SOWFA) [7].

Compared to pseudo-spectral methods, finite difference methods in general ex-

hibit lower accuracy due to truncation errors from discretization in the horizontal

directions (in the vertical, pseudo-spectral models too use finite difference). Since

truncation errors occur at high wavenumbers, they are expected to interact with the

SGS modelling. Although LES with FD methods have been used to study different

complex physical problems ranging from fully inhomogeneous lid-driven cavity flow

[43] to reacting turbulent jets [44], as pointed out by Meneveau and Katz [30], little is

still known about the interplay between numerical and modelling issues. From a priori

investigations, Chow and Moin [45] pointed out that, when low-order FD schemes are

used, truncation errors can be so large that they dominate over the contributions from

the SGS modelling. In general, high-fidelity FD LES can be achieved in two ways: in-

creasing the order of accuracy of the numerical methods [46] or performing extra explicit

filtering [47]. The latter approach has gained much attention in the recent decade due
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to its simple application to lower-order FD codes for complex flows. For example, Gull-

brand and Chow [48] proposed a mixed model, where a non-linear term reconstructed

from the explicit-filtered velocity field is included in addition to a Smagorinsky-type

eddy viscosity model. Combined with the explicit filtering, this approach has led to

satisfactory simulations of channel flows and the atmospheric boundary layer [48, 49],

especially with complex surface topography [50]. On the other hand, when high-order

FD schemes are used, the explicit filtering is still beneficial but only marginally, because

the extra costs associated with the filtering and reconstruction process (e.g. it can be

viewed as an inverse process of filtering) are not negligible. Meanwhile, the explicit

filtering moves a great portion of energy from the resolved part to the subfilter-scale

part, which in turn reduces the effective resolution.

Besides what is mentioned here, a large number of alternative SGS models or

numerical approaches exist. Rather than a comprehensive comparison of all possible

approaches, the focus of this paper is on fourth-order FD LES with dynamic Smagorin-

sky SGS models due to their wide use, though with a scarcity of sensitivity analyses.

The interplay between numerical method, resolution, and filter type has been investi-

gated to some extent in the context of the standard dynamic Smagorinsky SGS model.

For example, Lund and Kaltenbach [47] identified problems due to numerical errors

with the dynamic Smagorinsky model coupled with a standard second-order accurate

scheme on a staggered grid of a turbulent channel flow at Reynolds number Reτ = 2000.

A study at higher Reτ = 5000 by Balaras et al. [51] using a similar numerical method

and SGS model, but with a wall model to include the effect of the viscous terms that

are not resolved, concluded that the dynamic Smagorinsky model gives good results

even at marginal resolution. The effect of two numerical schemes and two different

numerical filters, in conjunction with the standard dynamic Smagorinsky model, was

studied by Najjar and Tafti [52]. They showed that the type of filter has a significant

impact on the model coefficient, which, in turn, affects the LES results. They also con-

cluded that the behaviour of the SGS model depends heavily on the numerical scheme

and that the dynamical procedure is not guaranteed to provide an improvement over
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the constant-coefficient Smagorinsky model with all numerical schemes. Further, a

systematic investigation of the LASD model in the context of FD LES has not been

carried out to date. The only attempt was reported by Kirkil et al. [50], in which

several SGS models, including the LASD model, have been evaluated within the finite-

difference WRF-LES model. It was shown that the LASD model performed satisfactory

for the neutral ABL over flat terrain, while it had similar performance to the constant

Smagorinsky model for the transverse ridge case. The dearth of systematic investi-

gations points to the need of further studies of the interactions between numerical

schemes, filters, resolution, and SGS modelling issues.

Furthermore, with the fast development of wind-energy research and applica-

tion, LES has been widely used to study the interactions between the ABL and wind

turbine/farm [34, 37, 7, 6]. It is crucial that the characteristics of the ABL are sim-

ulated correctly, especially when the FD or FV schemes are used (e.g., in SOWFA),

before the wind turbines are considered. This paper presents a posteriori tests to an-

alyze how SGS modelling and other numerical aspects affect the simulations of the

neutral ABL in the FD framework. Although neutral conditions are rarely observed

in the real world ABL, the neutral ABL is a canonical case due to its simplicity (i.e.,

no consideration of buoyancy), the documented log-law scaling, and the abundance of

prior studies. The techniques discussed herein, coupled with a wind-turbine simulator

(not shown here), serve as the core of the Wind Turbine and Turbulence Simulator

(WiTTS) developed at the University of Delaware [19].

The chapter is organized as follows: Section 2 gives the numerical methods where

the SGS models, finite-difference schemes, and boundary treatments are introduced,

as well as the simulation set-up. Section 3 presents the results of sensitivity tests of

SGS models, resolutions, numerical schemes, and filter types, while conclusions are

presented in Section 4.
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2.3 Numerical Methods

2.3.1 Large-eddy simulation and subgrid-scale (SGS) models

For an incompressible flow, the LES model comprises filtered Navier-Stokes

equations,

∂ũi

∂t
= −ũj

∂ũi

∂xj

− 1

ρ

∂p̃

∂xi

− ∂τij

∂xj

+ fi (2.1)

with the continuity equation

∂ũi

∂xi

= 0, (2.2)

where (̃·) denotes a filtered quantity at the filter width △ (typically equal to the grid

spacing), ũi(i = 1, 2, 3) is the filtered fluid velocity, ρ is the (constant) fluid density,

p̃ is the filtered dynamic pressure, τij = ũiuj − ũiũj is the SGS stress tensor, and fi

is the body force. The molecular viscous term is ignored here considering that it is

several orders of magnitude smaller than the SGS term when the Reynolds number is

sufficiently high. In the equations, every term is resolved except τij, which is modelled

by using an SGS parametrization. One of the most widely used assumptions in SGS

modelling is the eddy-viscosity hypothesis, which links the deviatoric part of the SGS

stress tensor τ d
ij to the filtered velocity field in a linear way,

τ d
ij = τij − 1

3
δijτkk = −2νrS̃ij, (2.3)

where δij is the Kronecker delta, νr is the eddy viscosity, and S̃ij is the resolved strain

rate tensor

S̃ij =
1

2

(∂ũi

∂xj

+
∂ũj

∂xi

)
. (2.4)

A simple relationship for the eddy viscosity was proposed by analogy to the mixing-

length hypothesis [22],

νr = ℓ2
S|S̃| = (CS△)2|S̃|, (2.5)
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where ℓS is the Smagorinsky length scale, CS is the Smagorinsky coefficient, △ is the

grid spacing, and |S̃| is the characteristic filtered rate of strain defined by

|S̃| =
(
2S̃ijS̃ij

)1/2

. (2.6)

For homogeneous and isotropic turbulence, Lilly [53] determined CS ≈ 0.17 by using

the sharp spectral filter. But for a flow with mean shear, this estimate gives excessive

dissipation to the large-scale fluctuations. CS decreases as anisotropy increases and is

also a function of the mesh aspect ratio [54].

A dynamic approach based on the Germano identity (Eq. A.1 in Appendix

A.1) was developed to determine CS in different flow regions by performing a test

filtering (with wider filter width) explicitly onto the resolved velocity field, assuming

that CS is scale-invariant [23]. It was found that the resulting values of CS exhibit large

fluctuations, such that averaging is necessary to overcome the problem. If the averaging

is performed over a homogenous plane, the approach is called the planar-averaged scale

invariant (PASI) model following Bou-Zeid et al. [32] (see Appendix A.1). Based on

the PASI model, for more general inhomogeneous turbulence where a spatial average is

problematic, Meneveau et al. [28] developed a weighted Lagrangian time average along

the fluid trajectory. This approach is the so-called Lagrangian-averaged scale-invariant

(LASI) model [32] (see Appendix A.2). However, the assumption of scale-invariance

of CS, i. e. β = 1 where β is a scale-dependent coefficient (see later Eq. A.5), is

questionable. It was found that Cs obtained from the later Eq. A.6 corresponds to

the test filter scale α△ rather than grid filter scale △ [32]. Porté-Agel et al. [31] and

Bou-Zeid et al. [32] introduced scale-dependent approaches by using a second test filter

at scale △̂ = α2△ to calculate β dynamically. In the Bou-Zeid et al.’s approach, it is

assumed that the dependence follows a power law, which has been verified by a priori

field measurements [33]. This type of SGS model is so-called Lagrangian-averaged

scale-dependent (LASD) model, and the Bou-Zeid et al.’s approach is followed herein

(see Appendix A.3).
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In LES with a dynamic model, as discussed earlier, the explicit filtering is per-

formed at test or second test levels. Here, in conjunction with finite-difference methods,

two filters, i. e. box (or top-hat) and Gaussian filters, are tested for their simplicity

and wide use in applications (see Appendix A.4). Here, the filtering is performed in a

two-dimensional manner along the horizontal directions in physical space. Following

previous finite-difference LES, the trapezoidal rule is used to calculate the discrete in-

tegral [27, 51, 52]. For both box and Gaussian filters, the test filtering is performed

with a width twice that of the horizontal grid spacing △, and the filter width of the

second test filtering is four times △.

2.3.2 Numerical 3-D Navier-Stokes solver using finite-difference scheme

Equations 3.1 and 4.2 are solved by finite-difference schemes on a staggered grid

[55]. For the resolved variables, as shown in Figs. 2.1 a and b, the velocity components

are computed at the face centres of a computational cell, the off-diagonal parts of the

strain-rate tensor S̃ij are computed at the mid-points of the edges, and the diagonal

parts of S̃ij and the modified pressure p̃∗ are computed at the centre of the cell, where

p̃∗ is defined as

p̃∗ = p̃ +
1

3
ρσkk, (2.7)

and σkk is the summation of the normal SGS stresses. For the SGS variables, as shown

in Fig. 2.1c, the eddy viscosity νr is computed at the centre of the cell together with

the deviatoric normal stress components, and the deviatoric shear stress components

are stored at the mid-points of the edges. The staggered storage of the SGS stress

makes the calculation of the gradient term ∂τ d
ij/∂xj at the corresponding velocity points

straightforward. Linear interpolations are used when the off-diagonal parts of S̃ij are

needed at the cell centres or when νr are needed at the edges.

The non-linear convective term in Eqs. 3.1 are calculated at the corresponding

velocity points, and can be written at least in four forms [46],

(Div.)i =
∂ũiũj

∂xj

, (2.8)
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Figure 2.1: Sketch of a computational cell used in the staggered grid for: (a) re-
solved velocity and pressure components; (b) strain-rate-tensor compo-
nents; and (c) eddy viscosity and SGS stresses. The open circles represent
the points at the centres of faces, the solid circle represents the cell cen-
tre, and the triangles represent the mid-points of edges. The variables
are also shown where they are computed.

(Adv.)i = ũj
∂ũi

∂xj

, (2.9)

(Skew.)i =
1

2

(∂ũiũj

∂xj

+ ũj
∂ũi

∂xj

)
, (2.10)

(Rot.)i = ũj

(∂ũi

∂xj

− ∂ũj

∂xi

)
+

1

2

∂ũjuj

∂xi

, (2.11)

where (Div.)i, (Adv.)i, (Skew.)i, and (Rot.)i are referred to as divergence, advective,

skew-symmetric, and rotational forms, respectively. Note that (Skew.)i = ((Div.)i +

(Adv.)i)/2 and (Rot.)i = (Adv.)i, so there are only two independent forms, i. e. (Adv.)i

and (Div.)i, and they are analytically equivalent if the continuity constraint (Eq. 4.2)

is satisfied strictly. However, discrepancies arise when their discrete forms are imple-

mented numerically. Previous studies have shown that, for high-order FD schemes,

the aliasing errors associated with the discrete convective term are important and that

different FD treatments lead to different effects. For example, the skew-symmetric

form was found to minimize the aliasing error in both spectral and FD LES [56, 57, 58]

and in a priori examinations [45]. In this study, following Morinishi et al. [46], the

fourth-order fully conservative discrete forms can be written as follows,
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(Div.−S4)i ≡ 9

8

δ1

δ1xj

[(9

8
ũ

1xi

j − 1

8
ũ

3xi

j

)
ũ

1xi

i

]
− 1

8

δ3

δ3xj

[(9

8
ũ

1xi

j − 1

8
ũ

3xi

j

)
ũ

3xi

i

]
, (2.12)

(Adv. − S4)i ≡ 9

8

(9

8
ũ

1xi

j − 1

8
ũ

3xi

j

) δ1ũi

δ1xj

1xj

− 1

8

(9

8
ũ

1xi

j − 1

8
ũ

3xi

j

) δ3ũi

δ3xj

3xj

, (2.13)

where

δnϕ(x1, x2, x3)

δnx1

≡ ϕ(x1 + nh1/2, x2, x3) − ϕ(x1 − nh1/2, x2, x3)

nh1

(2.14)

is the finite-difference operator with stencil n acting on ϕ with respect to x1, hi is the

grid spacing in the i direction, where S4 denotes fourth-order accuracy at the staggered

grid. Note that (·) here, and only here, represents an interpolation operator as

ϕ
nx1 |x1,x2,x3 ≡ ϕ(x1 + nh1/2, x2, x3) + ϕ(x1 − nh1/2, x2, x3)

2
(2.15)

with stencil n acting on ϕ with respect to x1. The finite-difference operator and in-

terpolation operators in other directions can be defined straightforwardly in the same

way.

As shown in Fig. 2.1, as a result of the staggering, multiple interpolations of

the variables are necessary. Here, the linear interpolation is used due to its simplic-

ity. Standard second-order central difference scheme is used in calculations of S̃ij and

∂τ d
ij/∂xj. A fractional-step method [59] is used to update the velocity and pressure

fields with the continuity constraint (Eq. 4.2) satisfied, and the second-order Adam-

Bashforth scheme is used to advance in time. The Poisson equation for pressure is

discretized with fourth-order accuracy, consistent with the convective term treatment,

and solved using a parallelized multigrid approach with the damped Jacobian smoother

[60].

2.3.3 Treatment of the boundary conditions

Periodic boundary conditions are used in the horizontal directions; at the top

boundary, the slip condition, i. e. ∂ũi/∂x3 = 0, i = 1, 2 and ũ3 = 0, is used. At the
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wall (z = 0), a local similarity model [32] is used for the shear stress τwall
i,3 (i = 1, 2) as

follows,

τwall
i,3 (x, y) = τw(x, y)

ũi(x, y, △z/2)√
ũ

2

1 + ũ
2

2

, i = 1, 2, (2.16)

and

τw(x, y) = −
[

κ

ln
(

△z/2
z0

)
]2[

ũ1(x, y, △z/2)2 + ũ2(x, y, △z/2)2
]
, (2.17)

where κ = 0.41 is the von Kármán constant, z0 is the uniform aerodynamic rough-

ness length, and △z is the grid spacing in the vertical direction. Although boundary

conditions for ũ1 and ũ3 are not required at the wall due to the staggering, special

treatment of the horizontal velocity components is still necessary in the calculation of

the convective term. Here, the technique of ghost points is used to extend the velocity

components outside the vertical boundaries so that the same stencil can be used in

both the internal region and near the boundaries. Since fourth-order schemes with

seven-point stencils are used here, three levels of ghost points are needed for each ve-

locity component. Particularly, the no-penetration condition is used for the vertical

component, i. e. ũ3(−z) = −ũ3(z) and ũ3(z = 0) = 0. For the horizontal components,

we use second-order linear extrapolation to obtain the ghost-point values. In practise,

together with the wall model (later Eq. 2.16), we found that this boundary condition is

better than the no-slip Stokes boundary condition [46], i. e. ũi(−z) = −ũi(z), i = 1, 2, 3

(not shown).

2.3.4 Details of simulations and problem set-up

A neutral atmospheric boundary layer is simulated using the numerical methods

discussed above. The dimensions of the simulation domain are L = 2000 m, W = 2000

m and H = 1000 m in the x, y and z directions (x1, x2 and x3 directions), respectively,

where L,W and H represent length, width, and height. We take z0 = 0.1 m and the

friction velocity is prescribed as u∗ = 0.45 ms−1. The body force in Eq. 3.1 is set to
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be a constant pressure gradient force, i. e. fi = −(u2
∗/H)δi1 where δi1 is the Kronecker

delta function, to drive the flow. Note that an alternative friction velocity can be

predicted from the wall stress (Eq. 2.16), which is denoted as u∗,c here (subscript

‘c’ stands for ‘calculated’). It is not necessary that u∗ = u∗,c throughout the whole

simulation, but the two are supposed to be equal when the flow is fully developed

and momentum conservation is well preserved. Coriolis forcing, buoyancy forcing, and

molecular viscosity are neglected. The initial velocity field is given by

ũ =
u∗
κ

ln
z

z0

+
1

2
εL cos

(2πx

L

)
sin
(2πy

W

)
cos
(2πz

H

)
, (2.18a)

ṽ =
1

2
εW sin

(2πx

L

)
cos
(2πy

W

)
cos
(2πz

H

)
, (2.18b)

w̃ = εH sin
(2πx

L

)
sin
(2πy

W

)
sin
(2πz

H

)
, (2.18c)

where ũ, ṽ and w̃ are resolved velocity components in the x, y and z directions, respec-

tively, the sinusoidal functions are used for perturbation, and ε is chosen to be 0.0005.

Note that the initial velocity field given by Eq. 2.18 is divergence-free. Uniform

grid spacing is used in each direction and three resolutions are tested: 32 × 32 × 32,

64 × 64 × 64, and 96 × 96 × 96. The time step is fixed to be 0.1 s (the maximum

Courant–Friedrichs–Lewy number is about 0.032, 0.064 and 0.096 at the three resolu-

tions, respectively). The simulations are parallelized in the three directions by using

message-passing interface technique, and 64 processors are used for each case.

Both the divergence form (Eq. 2.8) and the skew-symmetric form (Eq. 2.10)

are tested for the convective term. The advective form (Eq. 2.9) is found numerically

unstable in our simulations (which was also found in [58]), and the rotational form

(Eq. 2.11) was reported to give large aliasing errors [45], so they are not included

here. For the SGS model, three dynamic models, i. e., PASI, LASI, and LASD, are

tested with both box and Gaussian filterings. Henceforth, the notation “SGS model-

filter-convective form” (div: divergence form; ske: skew-symmetric form) is used to

distinguish the combinations of the three aspects tested here.
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2.4 Results

2.4.1 Sensitivity to SGS model and convective scheme

Different dynamic SGS models, i. e. PASI, LASI, and LASD, are tested with

the box filter. Both the divergence and skew-symmetric forms are used in conjunction

with each SGS model. The resolution used here is 64 × 64 × 64. All simulations are

carried out up to 45,000 s (physical time) and the last 25,000 s are used for statistics.

First, the averaged Smagorinsky coefficients CS,△ from the different SGS models

are compared in Fig. 2.2. As expected, CS,△ varies significantly depending on the SGS

model. In general, the LASD model has the maximum value by taking into account the

scale dependence, while PASI and LASI models have similar predictions of smaller CS,△,

which is consistent with previous pseudo-spectral studies [32]. The larger CS,△ in the

LASD model implies that the SGS dissipation is stronger. Note that the dependence on

the choice of the convective scheme is almost negligible in the LASI and PASI models,

but is apparent in the LASD model. As discussed by Chow and Moi[45], when the SGS

dissipation is relatively small as in the LASI and PASI models, the numerical errors due

to FD truncations can be so large that the effects of the convective form are masked.

On the other hand, since more truncation errors are removed by the LASD model,

the aliasing errors due to the numerical treatments of the convective form are further

revealed. Therefore, the appropriate choice of the convective form is more important

to the performance when the LASD model is used.

In Fig. 2.3, profiles of time- and horizontal-averaged streamwise velocity com-

ponent U normalized by u∗ are plotted in semi-logarithmic scales for the various SGS

models together with the log law U = (u∗/κ)ln(z/z0). The LASD model improves

the prediction of the log law significantly in the near-wall region, while the LASI and

PASI models poorly yield the law-of-the-wall. The superior performance of the LASD

model is consistent with previous spectral studies [31, 32], suggesting that the scale

dependence is important in the near-wall region where the scales of turbulence decrease

quickly towards the wall and the grid resolution is coarser than that required to fully

resolve the production subrange. In addition, the skew-symmetric form has a superior
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Figure 2.2: Profiles of averaged Smagorinsky coefficient CS,△.

performance to that of the divergence form when the LASD model is used, since the

skew-symmetric form results in smaller aliasing errors [58, 45]. Consistent with earlier

discussion, the difference due to the convective forms is less obvious in the LASI and

PASI models.

In Fig. 2.4, the normalized mean velocity gradient Φ(z) = (κz/u∗)(∂U/∂z) is

computed for all cases and plotted as a function of z/H, in which Φ = 1 represents

the theoretic prediction of the law-of-the-wall. In the lower part z/H < 0.2, where

the log-law is expected, the nearly constant behaviour of Φ(z) is successfully achieved

in the LASD model, although the value (approximately 1.2) is slightly overestimated

(Fig. 2.4). In contrast, results with the LASI and PASI models differ more from the

law-of-the-wall and the profiles of the gradient are less constant than with the LASD

model. Particularly in the region very close to the wall, underestimations of the wind

shear are observed in the LASI and PASI models, suggesting insufficient turbulence

dissipation due to lack of consideration of the scale dependence. Furthermore, the

velocity gradient is less affected by the convective scheme in the region close to the

wall, but the dependence is more distinct with height in all cases.
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Figure 2.3: Vertical profiles of mean streamwise velocity normalized by prescribed
u∗.

A small peak (so-called “overshoot”), which is well known for the standard

Smagorinsky SGS model associated with spurious length scales introduced by numer-

ical viscous effects [61], is observed for Φ around z/H ∼ 0.1 for the LASD model,

indicating that the LASD model in the FD LES slightly overestimates the dissipation

near the wall; whereas it is absent in the LASI and PASI models where the dissipation

is relatively small, as discussed above. The overshoot was also observed for some other

SGS models used in FD LES [50], in which an additional near-wall stress term was

used to improve agreement with the law-of-the-wall. In the previous studies of the

LASD model using low-dissipative pseudo-spectral code, the overshoot problem was

mitigated [31, 32]. In the region very close to wall, i. e. the first three points, oscil-

lations of the gradient are observed in all cases, which are believed to be caused by

the wall stress treatment [61]. Note that similar oscillations have also been observed

in pseudo-spectral simulations [32].

Next, the shear stress ⟨τ13⟩ is investigated, where ⟨·⟩ denotes averaging both in

time and in each horizontal direction. Since molecular viscosity is negligible, the total

shear stress ⟨τ13⟩ has three parts: the resolved part −⟨ũ′
1ũ

′
3⟩, where ũ′

i = ũi − ⟨ũi⟩ (i =
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Figure 2.4: Normalized mean velocity gradient Φ in the lower part of the boundary
layer. The bold dashed line represents Φ = 1.

1, 2, 3), the SGS part ⟨τ13⟩, and the wall shear stress (Eq. 2.17). Further, for a constant-

pressure-driven flow without viscous effect, theoretically the vertical integration of the

total averaged shear stress normalized by u2
∗ yields a straight line with slope of -1,

which starts from a value of 1 on the wall and ends at a value of 0 up at the top of

the boundary layer. Fig. 2.5 shows the normalized total and decomposed shear stress

profiles of the ABL from current simulations. The wall shear stress is included in the

SGS component for the sake of plotting. In the near wall region, the contribution from

each component of the shear stress varies with the SGS model, i. e. the SGS stress

has the largest contribution in the LASD model, and smaller in the LASI and PASI

models. Note that the LASI model has slightly smaller SGS flux than the PASI model,

indicating that the Lagrangian averaging is slightly less dissipative than the planar

averaging. Hence, the resolved component near the wall is smaller in the LASD model,

and larger in the LASI and PASI models, since the total momentum is approximately

conserved.

In Fig. 2.6, the time- and horizontal-averaged energy spectra of streamwise

velocity normalized by u2
∗z at different heights, obtained from various SGS models,
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Figure 2.5: Normalized vertical shear stress ⟨τ13⟩/u2
∗. Bold solid line: theoretical -1

slope.

are plotted versus k1z, where k1 is the wavenumber in the streamwise direction. The

spectra are used to evaluate the performance of the SGS models in generating turbulent

structures with different length scales [50]. Previous studies [62, 31, 32, 50] pointed

out that the normalized spectra at different heights collapse to a slope proportional to

k−1
1 in the production range (k1z < 1) and to k

−5/3
1 in the inertial subrange (k1z > 1).

In Fig. 2.6a, the collapses in the two ranges are well captured by the LASD model

regardless of the convective schemes. In Figs. 2.6 (b) and (c), the slopes are flatter

than expected in the two ranges by using the LASI and PASI models, consistent with

the fact that energy dissipation is underestimated if scale dependence is not considered.

For the LASI and PASI models, the difference caused by the convective scheme is more

noticeable. At the highest resolved wavenumbers, fast decaying of the energy occurs at

all heights in all cases due to numerical dissipation associated with the finite-difference

discretization, which is consistent with the observation in [50].

The averaged streamwise energy spectra at two specific heights, i.e. z/H = 0.07

(close to the wall) and z/H = 0.41 (away from the wall), are plotted in Fig. 2.7.

The spectra are obtained by performing one-dimensional fast fourier transform (FFT)
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Figure 2.6: Normalized streamwise velocity spectra versus k1z at different heights for
(a) the LASD model, (b) the LASI model, and (c) the PASI model. Grey
dashed lines: divergence form; Black solid lines: skew-symmetric form.
The slopes of -1 and -5/3 are also shown as black dashed lines.

to the streamwise velocity component along the x-direction and are averaged in time

and in the horizontal directions. In order to show the effects of the finite-difference

discretization and the smooth filtering more clearly, the results from a pseudo-spectral

LES with the sharp-spectral LASD model are plotted as comparison. The pseudo-

spectral LES uses the same problem set-up as the finite-difference LES, and most of

the numerical details follow [32], except that the 2/3 rule, which simply cuts off the

highest 1/3 of the velocity spectra, is used here for elimination of the aliasing errors

[63], whereas the 3/2 rule was used in [32]. The skew-symmetric form is used for the

convective term for the cases shown in the figure. For the pseudo-spectral cases, the

production range and inertial subrange are well resolved and a sharp cut-off of the

spectra is evident at k1z = 4.7 and 27.7 respectively in Figs. 2.7 (a) and (b) due

to the dealiasing, which separates the resolved scales (lower 2/3 of the spectra) and

unresolved small scales (cut-off) clearly. In contrast, the separation of large-scale and

small-scale motions is less abrupt in the finite-difference LES, where the spectra are

smoothed near the cut-off wavenumbers. The smooth transition indicates that the
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Figure 2.7: Normalized streamwise velocity spectra versus k1z at heights (a) z/H =
0.07, and (b) z/H = 0.41. The skew-symmetric form is used in all cases.

effect of the finite-difference discretization is not limited to the small-scale motions but

also impacts the large-scale motions. When the LASI or PASI model is used, the -5/3

slope is poorly captured at both heights near and away from the wall.

In summary, among several dynamic SGS models tested in current FD LES, the

LASD model is the only one that provides sufficient dissipation to reduce numerical

noise, i.e. truncation and aliasing errors, and it best captures the law-of-the-wall.

However, the LASD model is more sensitive to the choice of the convective form,

with the skew-symmetric form performing better than the divergence form in general.

The energy spectra show that, compared to the pseudo-spectral LES, the large-scale

motions are affected by the truncations of the finite-difference discretization, which

further violates the assumption of scale invariance.

2.4.2 Sensitivity to resolution

Next, the LASD model is tested with three different resolutions, i. e., 32×32×32,

64×64×64, and 96×96×96, using both the divergence and skew-symmetric forms for

the convective term. The box filter is used here for the test and second test filtering

processes. As plotted in Fig. 2.8, Φ predicted from 32 × 32 × 32 is relatively poor
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Figure 2.8: Mean velocity gradient Φ for different resolutions: (a) 32 × 32 × 32, (b)
64 × 64 × 64, and (c) 96 × 96 × 96. Solid line: skew-symmetric form;
Dashed line: divergence form.

and depends obviously on the convective scheme. With the increase of resolution, the

collapse to the log law is more apparent and the sensitivity to the convective scheme

is reduced. Note that, regardless of the convective scheme, the profiles of Φ from

96 × 96 × 96 are less constant compared to 64 × 64 × 64, implying that the prediction

of the law-of-the-wall is not necessarily improved by using higher resolution. Actually,

the “overshoot” problem is more severe at higher resolution because the first few grid

points extend closer to the wall, where the ratio between the dissipation from the SGS

model and the inertial effect from resolved motions is further increased, which obscures

the correct scaling of the law-of-the-wall [61]. As suggested by [61], adjusting the aspect

ratio is more effective than only increasing the resolution in all directions to eliminate

the “overshoot”, as was shown in [50] for the LASD model in the WRF model.

In Figs. 2.9 (a) and (b), the time- and horizontal-averaged Smagorinsky co-

efficient CS,△ and the scale-dependent coefficient β are plotted vs z/H for different

resolutions. Compared to the mean velocity, the SGS coefficients are more dependent

on resolution, as expected, especially in the lower part of the ABL, but are insensitive

to the treatment of the convective scheme. In all cases, in the region near the wall,
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CS,△ decreases as height decreases towards the wall and its magnitude increases with

resolution, whereas in the upper part the classic value between 0.1 and 0.22 [32] is

approached asymptotically for all resolutions. The scale-dependent coefficient β shows

a trend similar to CS,△. Contrary to previous spectral studies [31], which found that

β asymptotically approaches 1 in the aloft region, the current results give a much

smaller prediction of β ≈ 0.6 away from the wall, suggesting that scale dependence is

important not only in the region close to the wall but also in the core region of the

flow in finite-difference LES. The amplification of the scale dependence is believed to

be caused by the fact that considerable large-scale motions are affected by the implicit

filtering at the grid-scale level due to finite-difference discretization [64, 52] as well as

the explicit filterings at the test or second test levels where a discrete smooth filter

is used. From the spectral perspective, the influence of the smooth filter is not only

limited in the inertial subrange but extends to the whole spectrum due to its non-local

effect (see Fig. 2.16), thus the self-similarity across different scales is less valid. In Figs.

2.9 (c) and (d), the profiles of SGS coefficients are collapsed for different resolutions

when they are plotted against height z normalized by the filter width △, implying that

both CS,△ and β are dependent on scale △ at a certain height z. However, the scale

dependence of β is considered to be a higher-order effect compared to that of CS,△,

so it is still acceptable to use the scale-invariant assumption of β in the LASD model

[31, 32].

In Fig. 2.10, the streamwise velocity spectra versus k1z at different heights for

the LASD model at various resolutions are plotted. The spectral energies are nor-

malized by the maximum value of the spectral energy Eu,max at the lowest height

obtained by using the divergence form, and the spectra are cutoff at 2/3 of the maxi-

mum wavenumber, consistent to the dealiasing used in the pseudo-spectral code. With

the resolution 32 × 32 × 32, the -1 slope is poorly yielded due to overestimated dis-

sipation, although it is slightly improved by using the skew-symmetric form for the

convective term. For higher resolutions, both the -1 slope in the production range and

the -5/3 slope in the inertial subrange are yielded reasonably well.
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Figure 2.9: Vertical profiles of (a) CS,△, (b) β vs z/H, and (c) CS,△, (d) β vs z/△,
for different resolutions.
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Lastly, Fig. 2.11 shows the vertical profiles of the normalized mean streamwise

velocity from each case with both time steps of △t = 0.1 s and △t = 0.05 s. Comparing

Figs. 2.11 (a) and (b), the difference caused by the various convective schemes is evident

when △t = 0.1 s; the skew-symmetric form produces a better collapse to the log law in

the lower part near the wall (z/H < 0.1). The dependence on the convective scheme

can be reduced greatly by using higher temporal resolution, as plotted in Figs. 2.11 (c)

and (d) where △t = 0.05 s is used, especially for the divergence form. Furthermore,

compared to the divergence form, the skew-symmetric form appears to be less sensitive

to temporal resolution (as well as spatial resolution), which makes it more robust in

practical applications.

In summary, in this section, the sensitivity to resolution of finite-difference LES

with the LASD model was examined. The simulations are less sensitive to resolution

when the skew-symmetric form is used for the convective term. When the resolution

in both space and time increases, the dependence on the convective scheme is reduced.

The scale dependence of both CS,△ and β is found to be significant throughout the

whole flow region in the current finite-difference LES, which in turn produces the

superior performance of the LASD model compared to other scale-invariant SGS models

discussed in Section 2.4.1. Lower resolution has poorer performance in the production

range, and higher resolution improves the prediction of the energy spectra, but higher

resolution does not guarantee a better capture of the law-of-the-wall.

2.4.3 Sensitivity to filter type

In previous studies [31, 32], sharp spectral filtering was performed in the spectral

space for the test and second test filtering processes of the LASD model. Since this

paper focuses on LES using finite-difference methods, it is more straightforward to

perform the filtering process in physical space. Two basic spatial filters, i. e. box filter

and Gaussian filter, are examined here. Both of the skew-symmetric and divergence

forms have been tested, but only the results from the skew-symmetric form are shown

here.
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Figure 2.11: Vertical profiles of normalized mean streamwise velocity for different
resolutions by using (a) LASD-box-div with △t = 0.1 s, (b) LASD-
box-ske with △t = 0.1 s, (c) LASD-box-div with △t = 0.05 s, and (d)
LASD-box-ske with △t = 0.05 s.
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Figure 2.12: Vertical profiles of (a) averaged Smagorinsky coefficients CS,△ and (b)
averaged scale-dependent coefficient β.

The time- and horizontal-averaged CS,△ and β are plotted in Fig. 2.12. It is

clear that the coefficients are highly dependent on the filter type. In general, CS,△

predicted from the Gaussian filtering is much smaller than that from the box filtering.

It is interesting to notice that, for the Gaussian filtering, the expected decrease of CS,△

is only confined in a very limited height off the wall, indicating that it fails to predict

the expected behavior of the mixing length λ = CS△ ∼ z in the log-law region [65].

Meanwhile, as plotted in Fig. 2.12 (b), β increases almost linearly with the Gaussian

filtering in the near wall region and it approximately approaches 1 in the core region

of the ABL, whereas β is much smaller and approaches a value of about 0.6 in the core

region with the box filtering, indicating a stronger scale dependence. The larger scale

dependence of the box filter introduces larger CS,△ and eventually causes larger energy

dissipation by the SGS model.

With varying SGS effects due to the filter type, the resolved velocity fields also

exhibit different features. For instance, the Gaussian filter produces relatively poor

capture of the law-of-the-wall in term of the mean stream velocity profile (Fig. 2.13 (a)),

and its normalized gradient Φ appears to be less constant and deviates further from 1
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Figure 2.13: Profiles of (a) mean streamwise velocity and (b) mean velocity gradient
Φ using the LASD model with box filtering and Gaussian filtering.

(Fig. 2.13 (b)). As discussed in Sec. 2.4.1, the poor performance of the Gaussian filter

here is attributed to insufficient SGS dissipation such that high-frequency numerical

errors contaminate the flow features.

In order to visualize the effects more clearly, Fig. 2.14 shows contours of in-

stantaneous resolved streamwise velocity component ũ at z = 50 m (within the surface

layer, i. e. z/H < 0.1) and t = 20, 000 s from both box and Gaussian filtering. The

instantaneous field from the Gaussian filtering in Fig. 2.14 (b) contains a large amount

of small-scale fluctuations whose energy could not be sufficiently dissipated by the SGS

model. On the other hand, when the box filtering is used (Fig. 2.14 (a)), large-scale

motions, such as elongated streaky structures aligned with the streamwise direction,

are clearly formed with length scale comparable to the height of the ABL [66, 67, 50],

and the small-scale fluctuations are reduced. Therefore, the effects of the SGS models

due to the choice of the filter type are not limited to the small scales, but also impact

the simulations of some large-scale flow features.

To characterize the large eddies in the ABL, the integral length scale can be
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Figure 2.14: Contours of instantaneous resolved streamwise velocity ũ at z = 50m
and t = 20000.0s from (a) LASD-box-ske and (b) LASD-gau-ske.

calculated as follows

Lij(z) ≡ 1

Rij(z, 0)

∫ ∞

0

Rij(z, r)dr, (2.19)

where Rij(z, r) ≡ ⟨ũ′
i(x, y, z, t)ũ′

j(x + r, y, z, t)⟩(i = 1, 2, 3) is the two-point correlation

function in the longitudinal direction, and ⟨·⟩ denotes horizontal and time averaging.

In Fig. 2.15, the vertical profiles of L11 and L13 from both LASD-box-ske and LASD-

gau-ske are plotted, where L11 represents the large-eddy length scales associated with

streamwise momentum transport, and L13 represents the large-eddy length scales as-

sociated with vertical momentum transport. As expected, both length scales decrease

near the wall, meaning that the eddy sizes shrink when approaching the wall. Moreover,

the box filtering introduces larger L11 and L13 than the Gaussian filtering, consistent

with earlier observations (Fig. 2.14) that the large scale motions are better reproduced

with the box filtering case but are contaminated by small scale numerical noises in the

Gaussian filtering case.

In order to show the effects of the various filters more straightforwardly, the

averaged resolved kinetic energy spectrum at z = 50 m from LASD-box-ske is calcu-

lated as a function of kz, where k =
√

k2
1 + k2

2 (Fig. 2.16). The resolved kinetic energy
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Figure 2.15: Vertical profiles of normalized integral length scales from LASD-box-ske
and LASD-gau-ske.

spectrum E(k) at each time step is calculated by performing two-dimensional FFT to

the velocity field to get the spectral energy field in the k1 − k2 plane, then integrating

the spectral energy along the circle with radius equal to k. The test and second test

filtering approaches are performed on the velocity field by using various filters and

the corresponding energy spectra are obtained and shown in Fig. 2.16 as well. The

sharp spectral filter (cut-off filter) is also used here for comparison. As expected, the

energy spectrum is sharply cut off at high wavenumbers by the sharp spectral filter

and the energy spectrum at larger scales (lower wavenumbers) is not affected. In con-

trast, the smooth filters (box and Gaussian filters) cause significant distortions of the

spectrum not only at high wavenumbers but also at low wavenumbers, i.e. the large-

scale motions are affected and the small-scale motions still contain significant amounts

of energy, which smears the distinction between resolved and SGS scales. The box

filter removes more energy than the Gaussian filter throughout the whole spectrum.

The lower energy at low wavenumbers indicates that the large-scale motions beyond

the inertial subrange are more affected by the box filter, which explains the stronger

scale-dependent behavior. Meanwhile, in the relatively high-wavenumber range, the

box filter is preferable in the FD framework, since the box filter is less “smooth” than
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Figure 2.16: Averaged resolved kinetic energy spectrum from LASD-box-ske filtered
by using different filters at height z = 50 m.

the Gaussian filter in physical space and therefore the separation of scales is less am-

biguous (but the opposite is true in spectral space, indicating that the Gaussian filter

might be more realistic in spectral LES), and the small-scale fluctuations are further

suppressed.

2.5 Conclusions

Numerous sensitivity issues regarding finite-difference LES with dynamic Smagorin-

sky SGS models were investigated for the high-Reynolds-number neutral atmospheric

boundary layer. Several conclusions can be made. First, in FD LES, the discrete trun-

cation on a particular grid acts as an implicit smooth filter, which, in combination with

the explicit filtering used in the Germano identity for dynamic Smagorinsky models,

affects not only the small-scale motions but also the large-scale motions beyond the

inertial subrange. In other words, the assumption of scale invariance is violated and

truncation errors become important compared to the contributions of the SGS models.

Dynamic Smagorinsky SGS models that do not consider scale dependence (the PASI

and LASI models) fail in providing sufficient dissipation over the truncation errors,
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which leads to the poor capture of both the logarithmic velocity near the surface and

the -5/3 region in the velocity spectra. On the other hand, if the scale dependence is

considered, as in the LASD model, the SGS dissipation is sufficient to remove a large

portion of the numerical noise and improved performances are obtained. Furthermore,

it is found that, compared to the LASI or PASI model, the simulations with the LASD

model are more sensitive to the convective term formulations, since their effects are

more evident when truncation errors are sufficiently dissipated by the SGS model. In

general, the skew-symmetric form has a better performance than the divergence form,

due to its superior conservation property and reduced aliasing errors.

Second, the sensitivity tests of grid resolution show that all the SGS models

investigated are grid-dependent, as a result of FD discretization. Although higher

resolution improves the performance overall, it is not sufficient to give an improved

prediction of the law-of-the-wall when the aspect ratio is unchanged. The dependence

on the convective term, especially for the LASD model, can be reduced by higher

resolution both in space and time.

Third, two commonly used smooth filters, box and Gaussian filters, are tested

with the LASD model. Although both of them smear the separation between large-

scale and small-scale motions, the box filter is less “smooth” in physical space and

the distinction between resolved and unresolved scales is less ambiguous. Therefore,

its performance is superior to the Gaussian filter in FD LES. The smoothing of the

Gaussian filtering makes it unable to generate sufficient dissipation to remove small-

scale numerical errors (similar to that observed with the PASI and LASI models),

which eventually affects the large-scale flow features via elongated streamwise streaks

in the neutral ABL.

Overall, among the dynamic Smagorinsky SGS models tested, the LASD model

has the best performance in capturing the law-of-the-wall, due to its capability of

suppressing the truncation errors resulting from the discretization and aliasing errors

resulting from the non-linear convective term. Moreover, as pointed out by Chow and

Moin [45], the dominance of the numerical errors over the contributions of the SGS
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models (such as the PASI and LASI models, or the LASD model with the Gaussian

filtering used here) can be significantly reduced by performing explicit filtering with

larger width over the resolved velocity fields. With a mixed SGS model, the explicit

filtering technique has been successfully implemented in wall-bounded FD LES appli-

cations [48, 49]. In their WRF model and LES investigations, Kirkil et al. [50] have

shown that the performances of this explicit-filtered mixed model and the LASD model

were comparable in simulations over flat terrain, but the mixed model was superior for

the transverse ridge case. Therefore, in future work, the mixed model with explicit

filtering will be investigated and compared with the LASD model in the framework of

FD LES for complex turbulent flows.
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Chapter 3

SELF-SIMILARITY AND TURBULENCE CHARACTERISTICS OF
WIND TURBINE WAKES IN THE NEUTRAL ABL.

3.1 Abstract

Mean and turbulent properties of the wake generated by a single wind turbine

are studied here with a new large-eddy simulation (LES) code, the Wind Turbine and

Turbulence Simulator (WiTTS). WiTTS uses a scale-dependent Lagrangian dynamical

model of the sub-grid shear stress and actuator lines to simulate the effects of the

rotating blades. WiTTS is first tested by simulating neutral boundary layers without

and with a wind turbine and then used to study the common assumptions of self-

similarity and axisymmetry of the wake under neutral conditions for a variety of wind

speeds and turbine properties. We find that the wind velocity deficit generally remains

self similarity to a Gaussian distribution in the horizontal. In the vertical, the Gaussian

self-similarity is still valid in the upper part of the wake, but it breaks down in the

region of the wake close to the ground. The horizontal expansion of the wake is

always faster and greater than the vertical expansion under neutral stability, due to

wind shear and impact with the ground. Two modifications to existing equations for

the mean velocity deficit and the maximum added turbulence intensity are proposed

and successfully tested. The anisotropic wake expansion is taken into account in the

modified model of the mean velocity deficit. Turbulent kinetic energy (TKE) budgets

show that production and advection exceed dissipation and turbulent transport. The

nacelle causes significant increase of every term in the TKE budget in the near wake.

In conclusion, WiTTS performs satisfactorily in the rotor region of wind turbine wakes

under neutral stability.
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3.2 Introduction

With the increasing demand for clean, safe, and cheap energy, wind power has

been expanding globally in recent years and it has become a dominant renewable energy

source, with over 280 GW installed worldwide by the end of 2012 [68]. In general, wind

turbines are installed in wind farms along several rows and columns. Because wind

turbines generate wakes that propagate downwind, the wakes from turbines in upwind

rows can impact negatively the performance of downwind rows. Understanding wake

losses is therefore an increasingly important topic as wind farms grow in size and in

number of turbine rows. Although a modern wind turbine can be very large in size,

e.g. > 100 m in both diameter and hub height, it still operates in the lower part of the

atmospheric boundary layer (ABL), where the wind is highly turbulent. Therefore, it

is important to study the interaction between the turbulent atmosphere and the wind

turbine wake in order to optimize the design of the wind turbine as well as the layout

of the wind farm for maximum energy extraction.

As comprehensively reviewed in [69, 16], wind turbine wakes have been exten-

sively studied in the past two decades. However, this topic is still far from being fully

understood due to the highly turbulent nature of wakes. The wake can be roughly

divided into two regions: the near wake and the far wake (although sometimes a tran-

sition region is also considered [69]). The near wake region is where the effect of the

rotor is dominant and the wake is significantly affected by blade aerodynamics, stalled

flow, and tip vortices [16]. Tip vortices are shed from the blade tip and root and prop-

agate a short distance downstream following helical trajectories. When the inclination

angle is small, the tip vortices can be interpreted as cylindrical shear layers that expand

in the wake due to turbulent diffusion and form a ring-shaped domain of high turbu-

lence intensity and great velocity gradients [69]. At a certain distance downstream,

the tip vortices break down due to instability. This distance marks the end of the

near wake region[69]. The range of the near wake region depends on wind loads and

inflow conditions. Typically, it is confined to the region from the rotor to less than

3 diameters (D) downstream [70]. Beyond the near wake, past a transitional region
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[69], the far-wake region begins in which the wake is fully developed. Hypothetically,

in the absence of ambient wind shear, velocity and turbulence intensity should remain

self-similar and axisymmetric. In this region, rotor effects are less important whereas

turbulent diffusion of momentum becomes dominant. Most effort in the literature has

been put towards understanding the far-wake behavior [16].

The modeling frameworks to study wind turbine wakes can also be roughly

divided into two groups: kinetic models and field models [69, 16]. In kinetic models,

also known as explicit models, an analytical expression of a specific wake property, such

as wind speed deficit, is explicitly given. Most kinetic models are based of self-similarity

[71, 72, 73, 74]. In some widely used wake models, e.g. the Wind Atlas Analysis

and Application Program (WAsP) [73, 75], the wake is assumed to be axisymmetric

and grow linearly with a constant velocity deficit through the wake radius while the

deficit decays with distance following a power law. However, the self-similarity and

axisymmetry assumptions are questionable in the presence of strong wind shear and

ground effects [16, 74, 76] and will be therefore evaluated in this study. Kinetic models

have achieved great success in the wind industry sector due to their simplicity and

computer efficiency.

The second approach to studying wind turbine wakes is to use so-called field

models, also known as implicit models, which solve the flow equations numerically

at every point of the flow field. In early works, a linearized form of the momentum

equation in the main flow direction was used together with a parabolic approximation,

a constant advection velocity, and a constant eddy viscosity [77]. Ainslie [78] developed

a parabolic eddy viscosity model in which the wake was assumed to be axisymmetric.

Due to the improvements in computer power, efficiency, and cost, numerical modeling

of wind turbine wakes using computation fluid dynamics (CFD) has become more

popular in recent years [79, 80, 81, 76, 82, 37, 36].

So far, directly solving the flow interactions with the blades at high Reynolds

numbers has been too computationally intensive for most practical applications, es-

pecially if multiple wind turbines are considered. Therefore, parameterizations of the
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aerodynamic forces on the rotor have been developed in the wind industry community.

An example of such a parameterization is the actuator disk model, which uses a per-

meable circular disk to represent the rotor and the integrated thrust force induced by

the wind turbine is uniformly distributed on the disk [81, 16]. This approach is easy

to implement into a classic unsteady Navier-Stokes solver and has shown satisfactory

results with relatively coarse grids [34, 35]. However, the original disk models were

not able to take into account the rotational effects of the wind turbine blades since

only drag force along the axial direction was considered. Alternatively, the actuator

line model [79, 76, 36] calculates the instantaneous drag and lift forces of each blade

element from tabulated airfoil data and distributes the forces along actuator lines rep-

resenting the blades. Since the actuator line model uses the aerodynamic information

of each blade element, it is capable of capturing detailed 3-D rotational phenomena,

such as tip vortices, and it is therefore used in this study. The disadvantage is that

both finer grid resolution and smaller time steps are required by the actuator line model

than by the actuator disk model to smoothly resolve the flow structures that form on

the fast moving blade tips.

Another important issue in using CFD for studying wind turbine wakes is how to

properly represent the ABL turbulence. As pointed out by Chamorro and Porté-Agel

[83] from their wind tunnel measurements, the turbulence properties of the incoming

ABL have significant effects on the wakes. Since the Reynolds number of such a

flow is usually very high (> 107 based on rotor diameter and free wind speed at hub

height), direct numerical simulation is still practically impossible with today’s computer

technology. Consequently, assumptions and simplified cases have been often used. In

early CFD studies of wind turbine wakes, laminar free-stream flow with uniform wind

speed has been widely used [80, 79, 82]. Troldborg et al. [84] generated a turbulent

inflow with the same spectral characteristics as the real atmosphere by exerting time

varying body forces in a plane upstream the rotor, but without mean wind shear.

The techniques of solving Reynolds Averaged Navier-Stokes (RANS) equations are

powerful in the studying of high-Reynolds number problems and their relatively high
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efficiency is attractive from the industry point of view. Crespo et al. [85, 70, 69]

developed the UPMWAKE model to calculate the wind turbine wake in the ABL

using a parabolic approximation and the κ − ϵ model for turbulence closure. However,

RANS models directly resolve only the mean flow properties and parameterize the

effects of the Reynolds stresses, whereas large-eddy simulation models directly resolve

the unsteady flow properties, not the mean flow properties, all the way down to the

filter scale and parameterize the effects of eddies smaller than that scale with so-called

sub-grid scale (SGS) models. Consequently, LES has become increasingly popular for

ABL simulations in recent years [21, 31]. Jimenez et al. [81] used a classic dynamic SGS

model [23] to show that LES can be used successfully to investigate the details of the

flow within wind turbine wakes. Calaf et al. [34, 35] studied the fully developed, neutral

boundary layer in an array of several wind turbines using LES with a scale-dependent

Lagrangian SGS model [28, 31, 32]. This SGS model is particularly suitable to study

the anisotropic turbulence with complex geometry, such as wind turbine wakes, since

it does not need any spatial averaging. The same SGS model was also used in Lu and

Porté-Agel’s [36] study of a large wind farm in a stable ABL and will be used in this

study as well.

In this chapter, a new LES code is developed to study wind turbine wakes, the

Wind Turbine and Turbulence Simulator, which uses the scale-dependent Lagrangian

model for the SGS stresses and an actuator line model for the wind turbine rotor. By

using WiTTS, the assumption of self-similarity and several wake models are examined

for a single wind turbine in a neutral ABL. Turbulence intensity and TKE budgets

are also studied. The paper is organized as follows: WiTTS is introduced in section 2;

details of the simulation setup are given in section 3; the WiTTS validation is presented

in section 4; and results of both mean flow properties and turbulence properties are

discussed in section 5.
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3.3 WiTTS: Numerical Methods and Modeling Approaches

3.3.1 Governing equations and discretization

In this study, the filtered incompressible Navier-Stokes equations

∂ũi

∂t
+ ũj

∂ũi

∂xj

= −1

ρ

∂p̃

∂xi

− ∂τ r
ij

∂xj

+ fϵi − Πδi1 (3.1)

with the continuity constraint

∂ũi

∂xi

= 0. (3.2)

The meaning of each term, associated discretization and numerical methods have al-

ready been discussed in the last chapter, except the term fϵi, which represents the body

forces from the actuator line model for the wind turbine aerodynamics.

3.3.2 Actuator line model for wind turbine aerodynamics

In this study, the wind turbine blades are modeled by an actuator line model

[79]. This model treats each blade as an actuator line which is comprised of a series

of airfoil elements along the spanwise direction. At each element with a radius r in

the (θ, x) plane where θ is the azimuthal coordinate, as shown in Fig. 3.1, the incident

tangential velocity Vθ and the normal velocity Vx are calculated by using an iterative

blade-element momentum (BEM) method [86]. Note that in a standard actuator line

model, Vθ and Vx at the blade can be directly calculated from the velocity field by

interpolation, so the BEM method is not necessary. But in our simulations, we found

that interpolating directly at the blade is a bit problematic since it uses velocities

affected by the distribution of the body forces. Instead, we interpolate the streamwise

velocity a certain distance upstream of the blade (about 3∆x), which is less affected

by the rotor, and then use this velocity to predict the velocities at the blade by the

BEM method. The local relative velocity Vrel can be expressed as

Vrel = (Vθ − Ωr, Vx), (3.3)

where Ω is the rotational speed of the turbine. Hence the angle between Vrel and the

rotor plane is ϕ = tan−1(Vx/(Ωr − Vθ)). The angle of attack is defined as α = ϕ − γ,
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where γ is the local pitch angle. The lift coefficient CL and the drag coefficient CD are

functions of α and can be found from tabulated data for a specific airfoil. Consequently,

the aerodynamic force per spanwise unit length is calculated as

f =
F

dr
=

1

2
ρV 2

relc(CLeL + CDeD), (3.4)

where ρ is the air density; c is the chord length; and eL, eD are the unit vectors in

the directions of lift and drag, respectively. A three-dimensional Gaussian distribution

function [79] is applied to spread f smoothly from each airfoil element to grid points

in the following convolution form

fϵ = f ⊗ ηϵ, ηϵ =
1

ϵ3π3/2
exp(−d2

ϵ2
), (3.5)

where d is the distance between a grid point and the element at the actuator line; ηϵ

is the regularization kernel; and ϵ is a constant to adjust the width of the distribution,

which is set equal to the grid size in this study following Mikkelsen [87] and Wu and

Porté-Agel [37]. Previous studies have shown that the predicted power is sensitive

to this value [88, 76]. Churchfield et al. [7] suggested that ε = C/4.3 such that the

Gaussian width is similar to the chord length C. Since the grid width ∆ = (∆x∆y∆z)
1/3

in this study is about half of the chord length, it means ε ≈ ∆/2. However, as shown by

Troldborg [76], a small value of ε causes spurious oscillations in the resulting velocity

field. In this study, we found that ε = ∆ works well by comparing our LES data to

the wind tunnel measurements as shown in later section 4.2.

The nacelle can be taken into account as a drag force Fx:

Fx =
1

2
ρCD,nacAnacU

2
hub, (3.6)

where Anac is the incident area of the nacelle, and CD,nac is the drag coefficient of the

nacelle. The tower of the wind turbine can also be modeled as a drag force. However,

it is neglected due to its small size compared with the resolution used in the current

numerical simulations.
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Figure 3.1: Cross-section airfoil element

3.4 Simulation Setup

The WiTTS model is used to study the neutrally-stratified turbulent boundary

layer with a single wind turbine above a flat ground surface. In this study, the simu-

lation setup generally follows the boundary layer wind tunnel tests of Saint Anthony

Falls Laboratory at University of Minnesota [83]. The streamwise length of the com-

putational domain is Lx = 4.32 m, the vertical height is Lz = 0.46 m and the spanwise

length is Ly = 0.72 m (Fig. 3.2). The wind turbine is located 0.6 m downstream

from the inlet section and at the center in the spanwise direction. The diameter of the

turbine rotor is D = 0.15 m and the hub height is h = 0.125 m. The ratio of D/h = 1.2

is similar to that found in large turbines (≥ 2MW) [37]. The computational domain

is uniformly divided in each direction by Nx × Ny × Nz = 288 × 48 × 64 grid points,

which corresponds to grid sizes of △x × △y × △z ≈ 0.015 m ×0.015 m ×0.007 m. In

the scale-dependent Lagrangian dynamic SGS model, the test filtering at 2∆ and the

second test filtering at 4∆, where ∆ =
√

∆2
x + ∆2

y, are performed in a 2-D way in each

horizontal plane by using a Gaussian filter.
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Figure 3.2: Schematic of the computational domain (not to scale)

As a consequence of the staggered grid used in this study, no boundary condition

is necessary for the horizontal velocity components at the ground surface, but the

wall model from Eq. 2.16 is used for shear stresses. The periodic conditions are

used at the spanwise boundaries and the free slip condition is used at the top, i.e.

∂ũ
∂z

= 0, ∂ṽ
∂z

= 0, w̃ = 0. At the outlet section in the streamwise direction, the weakly-

reflecting boundary condition is used:

∂ũi

∂t
+ C

∂ũi

∂x
= 0, (3.7)

where C is a characteristic speed and it is taken as the mean streamwise velocity at

the inflow section. The inflow boundary condition is imposed at the inlet section in

the streamwise direction of the domain. The inflow information comes from a separate

simulation of the turbulent boundary layer using the same code with the same domain

size and resolution but without the wind turbine. In this separate simulation, the

periodic boundary conditions are used at all horizontal boundaries. The simulation

are carried out for a period long enough for the turbulence to become fully developed.
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In order to study the influence of different flow characteristics on the performance of the

wind turbine, three different boundary layers are generated with different mean wind

speeds at the hub height: Uhub ≃ 1.6 m/s, 2.2 m/s, 3.4 m/s. The surface roughness

length is set to be z0 = 0.03 mm.

The wind turbine in the wind tunnel study uses a three-blade GWS/EP-6030×3

rotor [83, 37]. The wind turbine rotates at either constant rotational speed Ω or con-

stant tip speed ratio λ = ΩD
2
/Uhub. A list of selected cases discussed in this study is

shown in Table 3.1. Note that Cases 1-6 are numerical wind tunnel experiments using

the WiTTS code whereas Case 7 is a full-scale simulation using Simulator for Off-

shore Wind Farm Applications (SOWFA) [89], a computational fluid dynamics solver

developed at the National Renewable Energy Laboratory, USA, for the sake of cross-

comparison and generality. In SOWFA, the governing equations are solved using the

finite-volume method on unstructured meshes and the constant Smagorinsky model

(CS = 0.168) for the SGS shear stress[7]. An actuator-line model for the wind turbine

was also used in SOWFA. In SOWFA the rotor speed is neither determined by a fixed

rotational speed nor by a fixed tip-speed ratio, but by a torque controller in which the

torque comes out of integrating the aerodynamic forces from the blade elements. The

resolution in Case 7 is about 3.5 m. The Siemens SWT-2.3-93 wind turbine with rotor

diameter of 93 m and hub height of 63.4 m is used in Case 7. The mean streamwise

velocity at the hub height is about Uhub = 8.65 m/s. Note that the drag coefficient of

the nacelle in Case 7 is effectively 0 because SOWFA does not include any treatment

of the nacelle. In the table, CT is the thrust coefficient defined as follows

CT =
T

1
2
ρU2

hubA
, (3.8)

where A is the swept area of the rotor, and T is the thrust force which is equal to the

total form drag force integrated from the actuator line model by assuming that the

skin friction is negligible.
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Case Uhub (m/s) u∗ (m/s) z0(mm) λ Ω (rpm) CD,nac CT

1 2.2 0.102 0.03 4.25 N/A 0.85 0.461
2 2.2 0.102 0.03 N/A 1120 0.85 0.461
3 2.2 0.102 0.03 N/A 1500 0.85 0.375
4 1.6 0.075 0.03 4.25 N/A 0.85 0.450
5 3.4 0.150 0.03 4.25 N/A 0.85 0.550
6 2.2 0.102 0.03 4.25 N/A 0.3 0.476
7 8.65 0.386 9.0 N/A N/A 0.0 0.560

Table 3.1: Setup details of the seven cases simulated in this study. Cases 1-6 are
numerical wind tunnel experiments using the WiTTS code and Case 7 is
a full-scale simulation using SOWFA. Uhub: the mean streamwise compo-
nent of velocity in the free upstream at hub-height level; u∗ is the friction
velocity; z0: surface roughness length; λ: tip-speed ratio of rotor; Ω: ro-
tational speed of rotor; CD,nac: drag coefficient of nacelle disk; CT : thrust
coefficient.

3.5 WiTTS Validation

The WiTTS results of Case 1 are compared with the wind tunnel measurements

reported in [83]. The vertical profiles of the time-averaged, resolved, streamwise com-

ponent of velocity u are plotted at several downstream sections in Fig. 3.3. Note that,

from this point on, (·) denotes a time average instead of the test filtering used in earlier

sections and (̃·) is neglected for simplicity. In general, the WiTTS results match well

with the wind tunnel data, especially in the region above the hub, although an over-

estimation of wind speed below the hub is also observed. This overestimation has two

possible contributors: one is from the “overshoot problem”, shown in Fig. ?? (b) and

Fig. 3.3 at x/D = −1 by the overestimation of mean wind shear ϕm, and the other is

the absence of the tower in our simulation. However, the overestimation is mainly in

the region below the rotor near the wall and its magnitude is small compared with the

deficit in the rotor region. The velocity deficit is confined generally within the region

of the turbine rotor and its maximum occurs behind the nacelle since the nacelle has

a relatively large drag coefficient compared with the blades. The velocity deficit re-

gion, i.e. wake region, expands slowly downstream while its magnitude decreases. The

velocity almost recovers back to its upstream profile after 20D downstream.
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Figure 3.3: Comparison of profiles of time-averaged mean streamwise component of
velocity at several downstream sections on the vertical central plane.
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Figure 3.4: Comparison of profiles of turbulence intensity Ix at several downstream
sections on the vertical central plane.

Fig. 3.4 compares the resolved streamwise turbulence intensity Ix, which is

defined as the root-mean-square (rms) of the resolved streamwise velocity fluctuation

component u′ = u − u divided by Uhub, resulted from the WiTTS and the experiment.

The simulated vertical profiles of Ix agree well qualitatively with the wind tunnel data,

especially for the location of the maximum and minimum values. Both WiTTS and

the wind tunnel data show that in general turbulence intensity is increased in the wake

by the wind turbine and at each downstream section the maximum occurs near the

top-tip height, due to the high wind shear. The global maximum appears near ∼5-7D

downstream. Unlike velocity, turbulence intensity recovers much slower and it is still

noticeable after 20D especially in the region above hub height. Note that near the

ground an overestimate appears due to the less accurate scaling of the law-of-the-wall

discussed earlier. But still, this numerical problem appears only in the region near the

wall and does not seem to affect the rotor region, which is the focus of this paper.
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The vertical profiles of the kinematic shear stress −u′w′ including its SGS part

are compared in Fig. 3.5. In the rotor region, the wake exhibits two opposite behaviors

above and below the hub height. Above the hub height, the shear stress (equal and

opposite in sign to the turbulent momentum flux) is positive and enhanced by the wind

turbine, which implies a stronger downward turbulent momentum flux with the wind

turbine than without it. Two maxima are found: the first one at the top-tip height,

lasting almost throughout the entire wake, and a second maximum near the hub height

in the near wake region < 2D. Below the hub height, shear stress is enhanced too but

with a negative sign in the wake < 10D, which implies a stronger upward turbulent

momentum flux with the turbine than without it. This suggests that entrainment

occurs in such a way that enhanced downward momentum flux is found above the hub

height and enhanced upward momentum flux below the hub height.

In summary, although some discrepancies exist between the results of WiTTS

and the experiments in the region near the wall, in most part of the boundary layer

and in the wake region they match well. Since we are interested in the rotor region,

which is away from the wall, WiTTS appears to be a valid choice for this study.

3.6 Results

3.6.1 Mean velocity properties

The self-similarity of a wake after a bluff body has been studied for decades

[90, 91]. In a fully developed wake, the time-averaged, resolved, streamwise velocity

deficit δU(x, y, z) = uinflow(z) − u(x, y, z), normalized by its maximum δUmax(x), can

be expressed as one function as:

δU(x, y, z)

δUmax(x)
= f(ξ), (3.9)

where f(ξ) is a self-similar shape function of ξ(x, y, z) = r(y, z)/r 1
2
(x), r is the distance

from the centerline of the wake, and r 1
2
(x) is the half-width, which is defined as the

spanwise distance between two points on a profile at which the mean deficit is half

of its maximum. The assumption of self-similarity is critical in several wind turbine
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Figure 3.5: Comparison of profiles of the kinematic shear stress −u′w′ at several
downstream sections on the vertical central plane.
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Figure 3.6: Self-similarity profiles of time-averaged resolved streamwise velocity
deficit in the horizontal plane at the hub height for: (a) Case 1; (b)
Case 4; (c) Case 5; (d) Case 6. The velocity deficits are normalized by
its value at the centerline. The y-axis is the radial coordinate r = d/2
normalized by the half-width r 1

2
at that section.

wake models [73, 74, 92]. However, this assumption is still arguable considering that

a rotating wind turbine is much more complicated than a still bluff body. In order to

clarify it, the normalization is carried out upon the profiles of δU for Case 1, 4, 5, and

6 in the horizontal plane at hub height and in the vertical central plane, respectively. A

theoretical Gaussian function obtained with the hypothesis of uniform eddy viscosity

([91], p. 154) in the following form is used for comparison:

f(ξ) = exp(−ξ2 ln 2). (3.10)

As shown in Fig. 3.6, in the bulk region of the wake, the self-similarity assump-

tion with the Gaussian shape works reasonably well in the horizontal plane, especially

for |ξ| ≤ 1. The deviation from the Gaussian shape increases with the radius towards

the edge of the wake where the shear is strong. Also, in the near wake, e.g. x/D ≤ 3,
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Case 6 shows a small but noticeable deviation from the Gaussian curve. This implies

that the self-similarity in the near wake depends on the specific design of the rotor

and nacelle. An extreme example showing the effect of the nacelle design is plotted

in Fig. 3.7, where the non-dimensional mean streamwise velocity deficit δu/Uhub of

Case 1 and Case 7 are compared. Recall that Case 1 is a wind-tunnel-scale simulation

by WiTTS with nacelle, while Case 7 is a full-scale simulation by SOWFA without

nacelle. Clearly, the discrepancy is significant in the near wake region. In Case 1, a

single maximum deficit is found along the centerline. In contrast, two deficit maxima

are observed in Case 7, each centered approximately at half the rotor radius. After

6D downstream, the two maxima merge together gradually at the centerline with the

expanding of the annular shear layer. The two cases become similar only after about

7D, and the self-similarity for Case 7 appears much later than for Case 1. Nevertheless,

the specific design of a turbine only has a significant effect in the near or intermediate

wake region, but in the far-wake region, e.g., x/D > 7, the wake is less influenced by

the turbine design and shows self-similar properties well.

Similarly, vertical profiles of velocity deficit are shown in Fig. 3.8. Basically,

self-similarity holds well in the upper half of the profiles, although small deviations

are also found near the wake edges. In the lower parts of the profiles, however, self-

similarity is preserved up to ξ ∼ −1. Below that, it is invalidated by the strong shear

near the ground, especially for Case 5 in Fig. 3.8 (c), in which u∗ is the strongest

among the four cases. In summary, the assumption of self-similarity is verified in the

bulk region of the wake both horizontally and vertically, but it only holds in the far

wake region since in the near wake the design of the nacelle has a significant impact.

Also, the self similarity is less valid where wind shear is strong, e.g. near the edges of

the wake or near the ground.

To evaluate wake effects or develop wake models, it is important to study how

the wake develops with distance. Since self-similarity is often assumed, the evaluation

of δUmax(x) is critical, and different relationships are used in different wake models.

As shown in Fig. 3.6 and 3.8, the maximum always appears near the centerline of the

51



x/D

y/
D

0 2 4 6 8 10 12 14 16
-2

-1

0

1

2 0.8

0.4

0

δu/Uhub
(b)  Case 7

x/D

y/
D

0 2 4 6 8 10 12 14 16
-2

-1

0

1

2 0.8

0.4

0

δu/Uhub
(a)  Case 1
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7. The deficit is normalized by Uhub.
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wake in cases where the nacelle effect is not negligible. Therefore, δUhub is often used,

since it is easier to measure. By fitting data from field measurements, Barthelmie et al.

[3] proposed:

δUhub

U∞
= c1(

x

D
)c2 , (3.11)

where U∞ is the mean wind speed upstream and c1 and c2 are constants with values

of (1.03, -0.97) or (1.07, -1.11), which are equally plausible.

The widely-used Jensen’s model [73, 75] assumes a top-hat function for f(ξ) in

Eq. 3.9, such that δUmax(x/D) = δU(x/D) is constant inside the wake at x/D which

yields:

δU

U∞
= a′(

1

1 + 2kwake
x
D

)2 (3.12)

based on a linear expansion of the wake. Here, a′ = 2a = (1−√
1 − CT ) is twice of the

induction factor a, CT is the thrust coefficient, kwake = A/ ln(hhub/z0) is a wake decay

constant, A ≈ 0.5 [83], and z0 is the surface roughness length. The wake diameter

Dw(x) at distance x is determined by:

Dw(x) = (1 + 2α0
x

D
)D, (3.13)

where α0 is a constant rate of expansion of the wake radius.

With similar assumptions of top-hat profiles and linear-expansion of the wake,

an analytical modeling was proposed by Frandsen et al. [74] using momentum conser-

vation in the wake as follows:

δU

U∞
=

1

2
± 1

2

√
1 − 2

A0

A(x)
CT . (3.14)

Here A0 is the incident rotor area and A(x) is the area of the cross section of the wake

at distance x. The “+” applies when a′ > 0.5 and “−” applies when a′ ≤ 0.5. In the

absence of wind shear, the cross section of the wake is a circle, i.e. A(x) = π(Dw

2
)2,

and

Dw(x) = (βk/2 + α
x

D
)1/kD. (3.15)
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Here β = 1
2

1+
√

1−CT√
1−CT

, k = 3 and

α = βk/2[(1 + 2α0
x

D
)k − 1]/(

x

D
). (3.16)

Recently, based on LES results, Bastankhah and Porté-Agel [92] proposed a

new analytical model from conservation of mass and momentum. The self-similarity

property is used with a uniform Gaussian distribution of the velocity deficit as follows:

δUhub

U∞
= 1 −

√
1 − CT

8(k∗x/D + ε)2
, (3.17)

where k∗ = ∂σ/∂x is the growth rate of the wake, σ is the standard deviation of the ve-

locity deficit that will be discussed later, ε = 0.2
√

β, and β = 0.5(1+
√

1 − CT )/
√

1 − CT .

By using the Gaussian distribution, the velocity deficit at any position (x, y, z) can be

found as

δu(x, y, z)

U∞
=

δUhub(x)

U∞
exp(− 1

2(k∗x/D + ε)2
[(

z − zh

D
)2 + (

y

D
)2]), (3.18)

where zh is the hub height.

In Fig. 3.9, we present the non-dimensional velocity deficit at hub height

δUhub/Uhub from our LES results together with the wake model predictions described

above. The LES results show that in the near wake region, the curve shapes highly

depend on the incoming wind conditions and nacelle designs. Interestingly, Case 7,

which has no nacelle, shows an increase of the deficit with distance from almost zero to

its maximum at about 6D to 7D, which corresponds to the merge of the two maxima

of deficit at the centerline shown in Fig. 3.7 (b). For those cases with higher drag of

the nacelle, the maximum appears faster with larger magnitude. In the far wakes, all

the cases decrease gradually, and the rate of decay decreases with distance. In Fig.

3.9 (a), the Barthelmie’s empirical model with two sets of suggested parameters is also

plotted. Since this model is based on field measurements, it gives fair prediction to

some of our LES data in the far wakes when c1 = 1.03, c2 = −0.97 are used. How-

ever, the magnitudes are underestimated by both choices. Moreover, the curves of the

deficits do not converge for different conditions such that it is hard to fit all curves by
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Figure 3.9: Non-dimensional time-averaged streamwise velocity deficit at hub height
with LES and with several wake models. The velocity deficits are normal-
ized by upstream mean wind speed at hub height Uhub. The symbols are
LES results and lines are wake model results. The Barthelmie’s model
(Eq. 3.11) is used in (a) and c1 = 1.03, c2 = −0.97 are used for the
black solid line and c1 = 1.07, c2 = −1.11 are used for the red solid line;
the Jensen’s model (Eq. 3.12) is used in (b); the Frandsen’s model (Eq.
3.14)is used in (c); and the Bastankhah’s (Eq. 3.17) model is used in (d).
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where D is the rotor diameter and σ is the standard deviation of mean
velocity deficit: (a) in the horizontal plane at the hub-height level, rep-
resentative of horizontal wake expansion, and (b) in the vertical central
plane, representative of vertical wake expansion.

using only one or two relationships. The Jensen’s model and the Frandsen’s model are

used in Fig. 3.9 (b) and (c), respectively. Since both models start from the top-hat

assumption of the deficit distribution, they underestimate the velocity deficit at the

centerline significantly. The Bastankhah’s model plotted in Fig. 3.9 (d) appears to be

the best of the three candidates. It successfully captures the non-converging curves

due to different CT and matches reasonably well with each individual case. However, it

still underestimates the magnitude and overestimate the rate of decrease of the deficit

with distance in the far wake. The discrepancies are possibly caused by the assumption

that the wake grows isotropically in all directions perpendicular to the wind direction,

without consideration of the azimuthal variation caused by the ambient wind shear, as

discussed next.

In order to quantify the wake growth, the standard deviation σ (square root of

the variance σ2) of the mean velocity deficit δu(x) at each cross section is often treated
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as a proxy for the width (or spread) of the wake. The variance is calculated as follows:

σ2 =
1

M0

∫ ∞

−∞
(x − µ)2δu(x)dx = M2/M0 − µ2. (3.19)

Here µ = M1/M0 is the mean and M0,M1 and M2 are the zeroth, first, and second

moments, respectively, defined as:

M0 =

∫ ∞

−∞
δu(x)dx, M1 =

∫ ∞

−∞
xδu(x)dx, M2 =

∫ ∞

−∞
x2δu(x)dx. (3.20)

For a Gaussian distribution, a spread of 4σ includes approximately 95% of the area

under the distribution thus it is often used as the “boundary” of the wake. Accord-

ingly, the non-dimensional standard deviation normalized by the rotor diameter can

be calculated horizontally at the hub-height level and vertically in the vertical central

plane, respectively (Fig. 3.10). The prediction from the Jensen’s model Eq. 3.13 is

also shown as a comparison, in which α0 = 0.05 is chosen. For the horizontal expan-

sion of the wake at the hub-height level, the linear assumption used in the Jensen’s

model actually works well. The LES results approximately follow the same rate of

linear expansion, although they grow a bit faster in the region 5 < x/D < 10 and a

slightly slower past 10D (Fig. 3.10 (a)). On the other hand, for the vertical expansion

of the wake (Fig. 3.10 (b)), the LES results depart significantly from the Jensen’s

wake model. The expansions are slower overall and the discrepancies increase with

distance, which implies an anisotropy in the wake growth. Another linear relationship

1 + 0.07x/D was used in Fig. 3.10 (b) to better fit the curves, i.e. α0 = 0.035. Note

that this fitting is not perfect since the LES curves appear less linear in the far wakes,

but it is used here only for its simplicity.

To examine this anisotropy, contours of non-dimensional velocity deficit δu/δumax,

where δumax is the maximum of the deficit at the cross section, are plotted at several

vertical cross sections downstream in Fig. 3.11 for Case 1. The boundary of the wake

is represented by the contour line of δu/δumax = 0.136, corresponding to the value at

4σ of a normal distribution. As shown in Fig. 3.11 (a), (b), the anisotropy is relatively

small all the way to about x/D ≈ 8, as the contours are qualitatively symmetric and
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Figure 3.11: Contours of non-dimensional mean velocity deficit of Case 1 on the cross
sections at (a) x/D=2, (b) x/D=8.0, (c) x/D=14.0 and (d) x/d=18.0.
The velocity deficit is normalized by the maximum of deficit δUmax

at each section. The black solid line represents the contour line of
δu/δumax = 0.136. The white and red dashed lines are the predicted
wake boundary from the Jensen’s model and the Frandsen’s model,
respectively.
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circular, which suggests that the wake models produce reasonably good predictions.

However, the wake expansion is still slightly slower vertically than horizontally, due

to vertical wind shear, as shown by the more elliptic than circular shape. But the

difference between the axes are small so the shape doesn’t not change too much. In the

further downstream wake regions (Fig. 3.11 (c), (d)), besides the vertical wind shear,

the anisotropy is primarily caused by the impact of the wake with the ground, which

causes the wake to spread out laterally near the ground and the elliptic shape to be

destroyed. However, this effect is limited in the lower part and the rest of the wake is

less affected.

Looking back at the Bastankhah’s model, it is clear that ignoring the anisotropic

wake expansion causes an overestimate of the area of wake in the far wake region,

especially when the wake hits the ground. Therefore, the mean velocity deficit is

underestimated due to conservation of mass and momentum, whereas the decay rate

is overestimated. Here, a simple modification is proposed to take the anisotropic wake

expansion into account. Instead of using the same σ in all directions, an elliptical

Gaussian function corresponding to σy ̸= σz can be used in the following relationship

δu(x, y, z)

U∞
=

δUhub(x)

U∞
exp(−(

y2

2σ2
y

+
(z − zh)

2

2σ2
z

)). (3.21)

As shown in Fig. 3.10, we can simply use the linear estimations of σy and σz as

σy

D
= ky

x

D
+ ε,

σz

D
= kz

x

D
+ ε (3.22)

where ky and kz are expansion rates of the wake in the horizontal and vertical directions,

respectively, and ε is defined in Eq.3.17. As a consequence of Eq. 3.21, by equating the

momentum loss to the total thrust force following the same procedure of Bastankhah

and Porté-Agel [92], Eq. 3.17 can be rewritten as

δUhub

U∞
= 1 −

√
1 − CT

8σyσz

D2

. (3.23)

Note that Eq.3.23 coincides to Eq.3.17 when σy = σz.
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Figure 3.12: Comparisons of the modified Bastankhah’s model and Bastankhah’s
original model for non-dimensional time-averaged streamwise velocity
deficit at hub height. The symbols are LES results and the dashed lines
in (a) are from the original Bastankhah’ model and in (b) are from the
modified model.

The modified model Eqn.3.23 is tested by using the present cases and ky =

0.025, kz = 0.0175 from the observation of Fig. 3.10. Note that the expansion rates are

not constant but vary case by case, as shown in [92] and [93]. Comparisons between the

modified model and the original model are shown in Fig. 3.12. As discussed earlier,

the Bastankhah’s original model underestimates the values of velocity deficit in the

far wakes in Fig. 3.12(a), meanwhile the modified model reduces this underestimation

noticeably and matches better with the LES results in Fig. 3.12(b). It shows that

the anisotropy in the wake expansion is important to get the correct estimation of

the velocity deficit. Note that the linear fit of the expansion rate is only a first-order

approximation. Higher-order fittings are possible and can be embedded easily into the

current model.
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Figure 3.13: Turbulence intensity of Case 1: (a) streamwise component Ix, (b) span-
wise component Iy and (c) vertical component Iz.

3.6.2 Turbulence properties

The turbulence intensity in the wake of a wind turbine is important to the

performance and wind load of the wind turbines sitting behind. In Fig. 3.13, contours

of the three components of the resolved turbulence intensity of Case 1 are plotted in

the vertical central plane. In the near wake region, the nacelle induces a significant

increase of Ix that lasts only about 2D downstream. An increase in Ix also happens at

the top-tip level of the rotor, which continuously increases and reaches its maximum

at about 5D downstream in this case and lasts until about 15D. Therefore, this effect

of Ix is very important to downstream wind turbines in a modern wind farm with a

typical spacing of about 8D ∼ 10D. An interesting finding is that a low turbulence

intensity region forms past the wind turbine beneath the rotor level in the wake. This

decreased turbulence intensity is caused by the net effect of the reduced wind shear

induced by the turbine and the background wind shear [70].
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Compared with the streamwise component, the other components Iy and Iz are

less significant, as expected (Fig. 3.13b and c). The spanwise intensity Iy also shows

an asymmetry due to wind shear that is larger above hub height than below. At the

hub-height level, Iy slightly increases not directly past the nacelle but at a distance

of about 0.5D downstream. The maximum of Iy occurs roughly at the same distance

as Ix, at about 6 − 7D, but at a vertical location that is lower than the top-tip level.

The flow separation at the edge of the nacelle induces a significant increase of Iz in

the near wake, while a small increase of Iz is observed at the tips of the rotor. Due to

its dominance, Ix is of particular interest and will be simply referred as the turbulence

intensity I in this study, as done in many other works [16].

In order to show the wind turbine effect on turbulence intensity, the added

turbulence intensity can be defined as [70]:

△I =
√

I2
wake − I2

∞ (3.24)

where I∞ is the turbulence intensity in the free upstream. Although an exact descrip-

tion of the 3D distribution of the turbulence intensity is complex, in practice it is useful

to model the maximum added turbulence intensity in a relatively simple way. As dis-

cussed earlier, the maximum always appears near the top-tip level of the annular shear

layer of the wake. In the near wake region, by assuming that the production of turbu-

lent kinetic energy (TKE) is much larger than its dissipation, Crespo and Hernández

[70] proposed a theoretical expression for the maximum added turbulence intensity

△Im:

△Im = 0.75a = 0.362[1 − (1 − CT )1/2], (3.25)

where a is the induction factor and CT is the thrust coefficient. In Fig. 3.14, △Im at

the top-tip level within x < 3D from the LES cases are plotted with the theoretical

model. In general, the WiTTS results show very good agreements with the theoretical

model in the range 0.3 < CT < 0.6, where △Im increases mainly with CT in the near

wake region.
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Figure 3.14: The maximum added turbulence intensity △Im of the LES cases v.s.
the theoretical model from Crespo and Hernández (1996).

For the far wakes, by fitting the UPMWAKE results in the region 5 < x/D < 15

with 0.07 < I∞ < 0.14, Crespo and Hernández [70] proposed that the maximum added

turbulence intensity is related to the induction factor a and free-upstream turbulence

intensity I∞ as follows

△Im = 0.73a0.8325I−0.0325
∞ (

x

D
)−0.32. (3.26)

Alternatively, Quarton [94] proposed an empirical relationship

△Im = 4.8C0.7
T I0.68

∞ (
x

xN

)−0.57 (3.27)

where xN is the estimated length of the near wake using the definition by Vermeulen

[72] as

xN =

√
0.214 + 0.144m(1 −

√
0.134 + 0.124m)

(1 −
√

0.214 + 0.144m)
√

0.134 + 0.124m

r0

dr/dx
, (3.28)

where m = 1√
1−CT

, r0 = R
√

M+1
2

and R is the radius of the rotor. In Eq. 3.28, dr/dx

is the expansion rate of the wake which has three contributors: ambient turbulence,

(dr/dx)2
a = 2.5I0 + 0.005, rotor generated turbulence, (dr/dx)2

r = 0.012Bλ, and shear
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generated turbulence, (dr/dx)2
m = (1−m)

√
1.49+m

9.76(1+m)
, where B is the number of blades and

λ is the rotor-tip speed ratio. A modification form of the Quarton’s model based on

the wind tunnel measurements was proposed by Hassan [95] as

△Im = 5.7C0.7
T I0.68

∞ (
x

xN

)−0.96. (3.29)

Those three models are actually quite similar to each other in form considering

that a and CT are strongly linked. The biggest discrepancy is that △Im slightly de-

creases with I∞ in Eq. 3.26, while it increases with I∞ in Eq. 3.27 and .3.29. The

three models are tested for all cases shown here and the results are compared with

the LES data. The results are shown in Fig. 3.15, where only Case 2 is omitted since

it is very close to Case 1. The LES results show that, although the incoming turbu-

lence intensity is the same for Cases 1 to 6, the added turbulence intensities are still

scattered caused by the differences in wind speed, rotation speed of rotor, or nacelle

design. But all cases share a very similar pattern, i.e., the △Im increases quickly in the

near wake region until it reaches a maximum, then it gradually decreases. The point

where △Im is maximum varies depending on the specific case, but in general it is in

the range between about 4D to 8D. It is clear that neither of the three wake models

match well with the LES results in the near or intermediate wake regions. The Quar-

ton’s model overestimates the added intensity significantly, while the Crespo’s model

underestimates both the magnitude of the added intensity and its rate of decaying with

distance. The Hassan’s model appears to have better match to the LES results, but

still it underestimates the magnitude in the far wake regions.

Based on the observations, a modification to the Hassan’s model is proposed

here as follows

△Im = 5.7C0.5
T I0.68

∞ (
x

xN

)−0.96. (3.30)

Note that the only explicit change made here is the power of CT . Since xN is also a

function of CT , the change also affects the estimation of xN for each case. As shown in

Fig. 3.15 (d), although the magnitude of △Im is still underestimated in the far wake at

distances greater than 16D and the rate of change is slightly overestimated, the current
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Figure 3.15: The added turbulence intensity at the top-tip level of rotor with compar-
isons of several wake models. The symbols are LES results and dashed
lines are wake model results. The Quarton’s model (Eq. 3.27) is used
in (a), the Crespo’s model (Eq. 3.26) is used in (b), the Hassan’s model
(Eq. 3.29) is used in (c), and our new model (Eq. 3.30) is used in (d).

model improves the prediction and fits the curves of LES results better compared to

the other three models. The modification is purely empirical and simple, thus a more

comprehensive investigation is expected in future studies.

It is also interesting to study the budget of turbulent kinetic energy (TKE) in

the wind turbine wakes. In Fig. 3.16, the following four terms of the TKE budget,

averaged over Case 1 through 5, are plotted in the vertical central plane: advection of

TKE by mean flow

−uj
∂k

∂xj

, (3.31)

transport of TKE by the eddies

−∂ku
′
i

∂xi

, (3.32)

TKE production by shear

u
′
iu

′
j

∂ui

∂xj

(3.33)
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Figure 3.16: The budget of turbulent kinetic energy averaged over all WiTTS cases.
TA: TKE advection by mean flow; TT: TKE transport by eddies; TP:
TKE production; TD: TKE dissipation. All terms are normalized by
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and dissipation

−2νrS
′
ijS

′
ij, (3.34)

where (·) denotes time average, k = 1
2
((u

′
1)

2 + (u
′
2)

2 + (u
′
3)

2) is TKE, u
′
i is the velocity

fluctuations, S
′
ij is the rate of strain tensor of the velocity fluctuations as follows

S
′
ij =

1

2
(
∂u

′
i

∂xj

+
∂u

′
j

∂xi

), (3.35)

and νr is eddy viscosity from Eq. ??. All terms are normalized by its corresponding

u3
∗/D of each case.

In general, the TKE advection by the mean flow and the TKE transport by the

eddies behave in a very similar manner: a large positive value after the nacelle occurs

but is limited within 3D; opposite signs on either sides of the rotor are observed within

1D upwind and downwind; and a relatively strong negative value is generated at near
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the top-tip level which lasts about 5D downstream due to the presence of the TKE

maximum at about 5D. Moreover, the magnitude of the advection by mean flow is

larger than the transport by eddies in the near wake region. Due to the asymmetry of

the vertical wind shear, the advection and transport are both weak at the lower levels

beneath the rotor.

The TKE production caused by wind shear at the top-tip level of the rotor

is significant. The nacelle forms two regions of enhanced TKE production, above

and below its edges. The high production region above the nacelle merges with the

high production region at the top-tip level at about 3D. The TKE dissipation mainly

happens in the near wake region past the nacelle and is weak in the rotor region,

consistent with the assumption used to derive Eq. 3.25. In the far wake, a local

maximum of dissipation happens in the upper part above the hub level but below the

top-tip level, whereas the dissipation near the ground appears to be unaffected by the

turbine.

3.7 Conclusions

In this study, a new large-eddy simulation code, the Wind Turbine and Turbu-

lence Simulator (WiTTS), is developed to study the wake generated from a single wind

turbine in the neutral ABL. A scale-dependent Lagrangian dynamic model is used for

the SGS stress and the actuator-line model is used to take into account the rotational

effect of the rotor. The WiTTS results match well with wind tunnel measurements,

although the scaling of the law-of-the-wall shows a classic ”overshoot” problem near

the ground. The mean velocity deficit shows good self-similarity properties following

a normal distribution in the horizontal plane at the hub-height level. Self-similarity is

a less valid approximation in the vertical near the ground, due to strong wind shear.

The wake expansion is found to be anisotropic due to wind shear and impact with

the ground, such that the wake grows faster horizontally than vertically. several wake

models of the velocity deficits are examined and compared against our LES results. A

modification to the Bastankhah’s model is proposed to take into account the anisotropic
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expansion of the wake in a simple way by assuming two different variances in the verti-

cal and in the horizontal directions, rather than the same one in both directions. The

results show that the modification improves the prediction in the far wake regions.

Aligned with the mean wind direction, the streamwise component of turbulence

intensity is the dominant one among the three components and thus it is further studied

here. The highest turbulence intensity occurs near the top-tip level. The WiTTS

results prove that the theoretical model proposed by Crespo and Hernández works

well to predict the maximum added turbulence intensity △Im in the near wake region.

In the far-wake, the LES results are used to test several wake models for the added

turbulence intensity. An empirical modification is also proposed to the Hassan’s model

for better fitting in the far wakes. The budget of turbulence kinetic energy from the

WiTTS are is also evaluated. It is found that the advection of TKE by the mean flow

is important in the near wake and the transport of TKE by eddies has a similar pattern

but lower magnitude. The TKE production is affected significantly by the nacelle in

the near wake and at the top-tip level of the rotor, lasting several rotor diameters

downstream. The TKE dissipation is relatively small in the whole wake, although it is

significantly increased by the nacelle wake within 2D.
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Chapter 4

WIND TURBINE WAKES UNDER VARIOUS ATMOSPHERIC
STABILITY CONDITIONS

4.1 Abstract

The effects of various stability conditions in the atmospheric boundary layer

(ABL) on the wakes of a single wind turbine and a small wind farm are studied with

large-eddy simulations (LES). The interactions between geostrophic forcing, stabil-

ity condition, and Coriolis forcing produce complex 3D structures in both mean and

turbulent properties in the wind turbine/farm wakes, which also influence the ABL’s

temperature distribution. The wakes are significantly deformed and stretched by the

wind veering corresponding to the Coriolis forces. As a result, the common assumption

of Gaussian-type self-similarity of the mean velocity deficit is found to be invalid in the

single turbine wake. The wind farm wakes are less developed and less deformed but

have higher velocity deficits and turbulence levels than single turbine wakes. By fixing

the geostrophic wind, the power extraction of the wind farm depends on trade-offs

between upstream wind speed and ambient turbulence level.

4.2 Introduction

Wind turbine wakes, the low-wind-speed and high-turbulence flow regions be-

hind wind turbines due to extraction of momentum from the upstream winds, are

known to be the largest contributors to energy losses in wind farms [16, 4, 6]. It is

therefore important to investigate wake properties in order to mitigate their negative

impact. Residing in the lower part of the atmospheric boundary layer (ABL), the wind

turbine wakes interact with the atmospheric dynamics in a complex way.
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Wind turbine wakes have been studied primarily under the assumption of a

neutral ABL, where the mean potential temperature profile is uniform and constant

[34, 34, 96, 37, 97, 19]. However, neutral stability is actually rare, because in reality

the ABL is always affected by buoyancy effects due to different thermal conditions

[17]. Typically, when the ground is warmer than the ambient air (e.g., in daytime),

the ABL is unstable since the air parcels near the ground are warmer and lighter than

those above, which triggers buoyant convection with enhanced turbulence (also known

as “convective boundary layer”). In contrast, when the ground is cooler than the

ambient air (e.g., at night), the ABL is stable, i.e., buoyant convection and turbulence

are suppressed and a low-level jet (LLJ) may occur near the top of the ABL [17].

The interactions between atmospheric stability and wind farms have been ob-

served in various studies. Satellite data provided empirical envidence that surface

temperature varies diurnally due to wind farm wakes, i.e., the surface is warmed by up

to 0.72 K at night, but the warming is very weak in the daytime [14]. On the other

hand, a field campaign at the San Gorgonio wind farm, California, indicated surface

warming at night but surface cooling in daytime [12]. Similar trends have been reported

from mesoscale model simulations and were attributed to enhanced turbulence mixing

in the wakes [12, 13]. A mesoscale modeling study of the effects of wind farms on the

ABL throughout a diurnal cycle [15] found that the impact of the wind farm can last

up to 60 km downwind at night and that the LLJ is completely eliminated within the

wind farm, but little impact in the daytime was observed due to the pre-existing rapid

mixing. They also reported surface warming at night inside the wind farm by about

0.5 K, but cooling up to -0.3 K downwind. From power generation data, Wharton and

Lundquist [98] found a correlation between power generation and stability condition,

i.e., the power generated at a given wind speed at hub height is about 15% higher

under the stable condition than the strong unstable condition. Similar trends have

also been suggested in vertical wind profiles from meteorological tower and SODAR

measurements [99]. However, the opposite finding, i.e., higher power during stable

conditions, has been reported by Vanderwende and Lundquist [100] from their nacelle
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wind measurements at an onshore wind farm.

The somewhat ambiguous observations indicate the need for a more careful

study of the details of the interactions between the wind turbine wakes and the stability

conditions, which, however, has not been performed until very recently. From wind

tunnel measurements of a single miniature wind turbine under both neutral and stable

conditions [83], the dependence on the stability conditions on both mean velocity deficit

and turbulence intensity in the wake was shown. From high-resolution large-eddy

simulations [101, 102], the details of flow structures in the near wake regions after a

single turbine under two stable conditions were revealed. A more systematic LES study

considering both stable, neutral, and unstable conditions on a single turbine wake was

performed [103] for the first time. The wake exhibited a very asymmetric expansion

in the vertical and lateral directions depending on the stability conditions, based on

which an analytical wake model was proposed as a revision for the stability conditions.

In their study, the wind speed is fixed at the hub height for all stability conditions and

the Coriolis forcing was omitted.

Besides the single turbine, the stability effects on wind farm wakes have also

been studied primarily using LES. Churchfield et al. [7] simulated wind farm wakes

under both neutral and unstable conditions. They concluded that the coherent turbu-

lent structures formed under different levels of atmospheric stability have important

effects on wind turbine structural response, power production, and wake evolution.

LES of infinite large wind farms (by assuming periodicity in the horizontal directions)

suggested increased boundary-layer heights and decreased surface momentum and heat

fluxes for both stable and unstable conditions [36, 104]. Under stable conditions [36], it

was found that the Coriolis force causes skewed spatial wake structures and an increase

of temperature near the ground. On the other hand, under unstable conditions, where

the vertical mixing due to wind turbines is not important, the enhanced entrainment

flux at the top of the boundary layer causes a decreased vertically-integrated tempera-

ture but an increased land surface temperature [104]. The effects of configuration and

stability on a large but finite offshore wind farm have also been studied [105]. It was
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found that, when the wind speed at hub height is fixed, in general the total power in-

creases as the ABL becomes more unstable due to faster wake recovery, but not always,

since local effects, such as wind acceleration between two adjacent turbines, become

important under some particular layout designs and stability conditions.

Despite the great progress gained, previous studies have been limited in several

aspects. On one hand, besides the variations in turbulence levels and vertical wind

shear, the stability effects are strongly coupled with other important factors in a real

ABL that may influence the wake properties, such as the Coriolis forcing, geostrophic

forcing, and surface heat and momentum fluxes. On the other hand, it is unclear how

the overlaps between multiple wakes differ from the single turbine wake scenario under

various stability conditions. Therefore, we aim to go a little further in both directions

in this LES study. Similar to the work of Abkar and Porté-Agel [103], stable, neutral,

and unstable conditions are considered here. The geostrophic wind speed at the top of

the ABL [106, 36] and the Coriolis frequency are fixed for all stability conditions. The

wind speed as well as the wind direction inside the ABL are allowed to evolve with

height according to the balance between geostrophic, Coriolis, and stability-related

shear forcings. Moreover, both a single wind turbine and a finite wind farm with five

turbines aligned in the streamwise direction are simulated in this study.

The paper is organized as follows: Section 4.3 briefly describes the numerical

methods; some validation cases are shown in Section 4.4; the ABL properties are

discussed in Section 4.5; the detailed results, including mean flow properties, turbulence

statistics and vortical structures, for both the single turbine case and wind farm case

are presented and discussed in Section 4.6; at last, conclusions are given in Section 4.7.

4.3 Numerical Methods

In this study, the Wind Turbine and Turbulence Simulator (WiTTS) developed

at the University of Delaware is used. The base version of WiTTS is an LES solver

of the 3D, unsteady, incompressible, neutral ABL with wind turbines inside. The
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Navier-Stokes equations are solved by the fractional-step method [59] in the finite-

difference framework, where a fourth-order, fully conservative, central scheme [46] is

used for the convective term in the skew-symmetric form. The Poisson equation for

pressure is solved by a fourth-order multigrid method [60]. The subgrid-scale (SGS)

motions are modeled by the Lagrangian-average scale-dependent (LASD) model [32]

with test and second test filterings in the physical space using a box filter. The wind

turbine is modeled by the actuator line model, as introduced in Section 3.3.2 [79]. The

simulations are parallelized by domain decomposition using Message Passing Interface

(MPI). More details and some validations of WiTTS can be found in [19] and [18].

In order to take the stability and the Coriolis effects into account, following [36],

the governing equations of WiTTS are slightly modified as follows

∂ũi

∂t
+ ũj

∂ũi

∂xj

= −1

ρ

∂p∗

∂xi

− ∂τij

∂xj

+ δi3g
θ̃ − ⟨θ̃⟩

θ0

+ fcεij3(ũi − Ugi) + fi, (4.1)

plus the continuity constraint

∂ũi

∂xi

= 0. (4.2)

Here ũi(i = 1, 2, 3) is the filtered fluid velocity, ρ is the (constant) air density, p∗ is the

modified pressure including the trace part of the stress tensor, τij is the deviatoric part

of the SGS stress tensor, θ̃ is the resolved potential temperature, θ0 is the reference

temperature, ⟨·⟩ represent a horizontal average, g = 9.8 m/s is the gravitational accel-

eration, fc is the Coriolis parameter, Ugi is the geostrophic wind, εijk is the alternating

unit tensor, and fi is the body force for the actuator line model [79, 19]. Note that

the Boussinesq approximation is used here for the buoyancy term (the third term on

the RHS of Eq. 4.1) due to stability, and a filtered transport equation for potential

temperature is coupled as follows:

∂θ̃

∂t
+ ũj

∂θ̃

∂xj

= − ∂qj

∂xj

, (4.3)

where qj = ũjθ − ũj θ̃ is the SGS heat flux that needs to be modeled.
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Eq. 4.3 is integrated in time by a fourth-order four-stage Runge-Kutta method,

and the nonlinear term is discreterized by the fourth-order fully conservative central

scheme [46]. The SGS heat flux can be modeled by the eddy-viscosity approach as

qj = −DT
∂θ̃

∂xi

= − νT

PrSGS

∂θ̃

∂xi

, (4.4)

where DT is the SGS eddy diffusivity for heat, νT is the SGS eddy viscosity for mo-

mentum fluxes, and PrSGS is the SGS Prandtl number. Although DT can be obtained

in the same LASD manner as νT [107, 36], we prefer to use the LASD model for νT

only but prescribe a constant PrSGS here to obtain DT , in order to save computational

cost [7, 105].

On the ground surface, a wall model following the Monin-Obukhov similarity

theory is embedded for the momentum shear stress as follows [108, 36],

τi3,wall = −
(

urκ

ln(z/z0) − ΨM

)2
ũi

ur

(i = 1, 2). (4.5)

Here, ũi is the instantaneous local velocity component at the first point of the wall

(z = △z/2), ur =
√

ũ2
1 + ũ2

2, κ = 0.41 is the von Kármán constant, z0 is the surface

roughness height and set to be 0.016 m in all cases, and ΨM is the correction for the

stability condition with the local Obukhov length L = − u3
∗θ̃

κgq3,wall
(where u∗ is the friction

velocity and q3,wall is the surface heat flux). For the stable conditions, ΨM = −4.8 z
L

was suggested in [106]; for the unstable conditions, following Stull [17] and Arya [109],

ΨM = 2 ln
(

1+X
2

)
+ ln

(
1+X2

2

)
− 2 tan−1(X) + π

2
is used, where X =

(
1 − 15 z

L

)1/4

.

Similarly, a wall model for the surface heat flux is used for the stable conditions

as follows,

q3,wall =

(
u∗κ(θs − θ̃)

ln(z/z0) − ΨH

)2

, (4.6)

where θs is the prescribed surface temperature, θ̃ is the instantaneous local temperature

at the first point of the wall, and ΨH = −7.8 z
L

is used for the stable conditions [108, 36]

(although ΨH = 2 ln
(

1+X2

2

)
was proposed for the unstable conditions [17, 109], it is

not used here since q3,wall is proscribed). Eqs. 4.5 and 4.6 are linked in a nonlinear

way and they are solved by an iteration process in the simulations.
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4.4 Validations of WiTTS under Various Stability Conditions

In this section, the version of WiTTS including the Coriolis and stability ef-

fects is validated by simulating the following two cases: the first is a buoyancy-driven

convective planetary boundary layer (PBL) used in Moeng and Sullivan [110], where

the turbulence generated by buoyancy is dominant; The second case is a moderately

stable ABL following the GABLS (GEWEX Atmospheric Boundary Layer Study) ini-

tiative [106], where the turbulence generated by wind shear is dominant. Both cases

are without wind turbines.

4.4.1 Convective planetary boundary layer

Following [110], the domain size is 5 km×5 km×2 km in the x, y and z directions

with the resolution of Nx × Ny × Nz = 96 × 96 × 96, respectively. The total physical

time of the simulation is 9000 s, the surface heat flux q3,wall = 0.24 Km/s, geostrophic

wind speeds (Ug, Vg) = (10, 0) m/s and Coriolis frequency fc = 1×10−4 s−1. The initial

potential temperature is 300 K below the initial boundary layer height of 937 m and

increases by a total of 8 K across 6△z, and it increases with a lapse rate of 3 K/km

above. More details of the problem setup can be found in [110]. Two PrSGS values

of 0.5 and 1.0 are tested here. Time- and horizontal-averaged simulation results from

both WiTTS and the literature are compared in Fig. 4.1. In general, the current LES

data match well with the literature. Note that the momentum fluxes are normalized

by the square of the Deardorff convective velocity w∗ defined as [110]

w∗ =
( g

θ0

q3,wallzi

)1/3

. (4.7)

Here, zi is the PBL height diagnosed using the “maximum gradient method” [1] at every

time step. A relatively large deviation of the mean spanwise velocity V is observed

in the lower part of the PBL. The LES results from WiTTS are not very sensitive

to the value of PrSGS for the convective PBL, where the turbulence diffusivity is

strong. Even when the literature data are not available, such as in Fig. 4.1 (b) and

(d), the profiles from both PrSGS = 0.5 and 1.0 are well collapsed, although small
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Model References
CORA Sullivan et al. [111] and Koren [112]
IMUK Raasch and Etling [113] and Raasch and Schröter [114]
LLNL Kosovic [115]
UIB Cuxart et al. [116]
WU Cuijpers and Duynkerke [117] and Dosio et al. [118]
MO Brown et al. [119] and Beare and MacVean [120]

Table 4.1: References for some models in the GABLS cases.

deviations in Θ are observed at about z/zi = 1.0, where the vertical gradient of Θ

is large. A slightly better match of the normalized momentum flux is observed for

PrSGS = 1.0 than that for PrSGS = 0.5 (Fig. 4.1 (c)). Therefore, in the rest of

this study of unstable ABL, PrSGS = 1.0 will be used. Hereafter, ⟨...⟩ represents a

horizontal average, overbar denotes the time average, and the time- and horizontal-

averaged velocities and potential temperature are presented in the upper cases, and

the tilde hat is omitted for the resolved properties for simplicity.

4.4.2 Stable atmospheric boundary layer: the GABLS case

Compared to the convective PBL, the simulation of a stable ABL is well known

to be more challenging, since turbulence dissipation is suppressed and therefore the

results are more sensitive to numerical errors. According to the GABLS description,

the domain size is 400 m × 400 m × 400 m in the x, y and z directions, with a initial

potential temperature profile consisting of a mixed layer (with potential temperature

265 K) up to 100 m with an overlying inversion of strength 0.01 K/m above. Prescribed

surface cooling of 0.25 K/h, geostrophic wind speed of (Ug, Vg) = (8, 0) m/s and the

Coriolis frequency of fc = 1.39×10−4 s−1 (corresponding to latitude 73◦ N) are applied

for 9 h, and the statistics are performed over the last hour. A large amount of data

are available from various participants of the GABLS project and can be found online

at http://gabls.metoffice.com/, and some of them are selected here to compare with

the WiTTS results, as shown in Table 4.1. A good summary and intercomparison of
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Figure 4.1: Vertical profiles of time- and horizontal-averaged (a) wind speeds, (b)
potential temperature Θ, (c) normalized total momentum flux (resolved
+ SGS terms) and (d) total heat flux (resolved + SGS terms) of the
Convective PBL using two PrSGS values compared with the data from
literature [1]. Note that the literature data were not available in (b) and
(d).

78



××××××
×××

×××
×××
×××
×××
×××
×××
×××
×××
×××
×××
×××
×××
×××
×××
×××
××

z 
[m

]

-0.015 -0.01 -0.005 0

100

200

300

〈θw〉 [Km/s]

×× ×××
×××

×××
×××

×××
×××

×××
×××

×××
×××
×××
×××
×××
×××
×××
×××
×××
×××

z 
[m

]

-0.08 -0.06 -0.04 -0.02 0

100

200

300

〈uw〉 [m2/s2]

×××
×××
×××
×××
×××
×××
×××

×××
×××

×××
×××××××

×××
×××

×××
×××

×××
×××

×

Θ [K]

z 
[m

]

263 264 265 266 267

100

200

300

× ×××××
×××

×××
×××

×××
×××

×××
×××

×××
×××
×××
×××

×××
×××

×××
×××
×××
××

××××
×××
×××
×××
×××
×××
×××

×××
×××

×××
×××

×××
×××

×××
×××
×××
×××
×××
×

Mean winds [m/s]

z 
[m

]

0 2 4 6 8 10

100

200

300

GABLS cases
WiTTS, PrSGS=0.375
WiTTS, PrSGS=0.5
WiTTS, PrSGS=1.0×

UV

Figure 4.2: Vertical profiles of time- and horizontal-averaged (a) wind speeds, (b) po-
tential temperature Θ, (c) total momentum flux (resolved + SGS terms)
and (d) total heat flux (resolved + SGS terms) of the stable ABL simula-
tions using three PrSGS values compared with the data from the GABLS
cases.

those models have been given in [106]. In all simulations, resolution of 6.25 m in each

direction is used monotonically. Three PrSGS values (0.375, 0.5 and 1.0) are considered

here in the current LES for comparison.

In Fig. 4.2, several time- and horizontal-averaged profiles, i.e., the mean winds

(streanmwise and spanwise components), mean potential temperature, momentum flux

⟨uw⟩ and heat flux ⟨θw⟩, are compared between the current results and the GABLS

cases. Unlike the convective PBL in Section 4.4.1, a clear dependence of the results on

the values of PrSGS is observed. When PrSGS = 0.375 and 0.5 are used, the results
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are almost collapsed and fall within the envelop of the GABLS cases. Meanwhile, for

PrSGS = 1.0, large discrepancies are observed especially for profiles of Θ and heat flux.

Therefore, in the rest of this study of stable ABL, PrSGS = 0.5 will be used.

The wind directions have been clearly veered at different heights due to the

Coriolis effect and an obvious low-level jet (LLJ) is formed in U at about 200 m, which

is one of the distinctive characteristics in the stable ABL caused by the momentum

balance between the Coriolis force and vertical divergence of momentum flux [121],

whereas the spanwise component V has a maximum below 100 m. The vertical profiles

of the mean temperature reveal varying curves with height, while a linear behaviour

is observed in the momentum and heat fluxes. Those complex features have been

successfully captured by WiTTS. Moreover, various models produced scattered results

for both mean and turbulence properties. Consistent with the observations in [106],

the main deviations occur at the top of the boundary layer, but less in the lower part

where the wind turbines may sit in. Given the difficulty of simulating the stable ABL,

which is very sensitive to the numerical configuration, the current results indicate a

notable success of WiTTS.

4.5 Atmospheric Boundary Layers without Wind Turbines

The simulations are divided into two stages: first, the precursor stage, in which

the fully developed ABL is generated without the presence of any wind turbine. The

horizontal periodicity is assumed at this stage. Second, the formal stage, in which the

wind turbines are added and the flow information from the precursor simulations is

provided as initial and inflow conditions.

In this section, the atmospheric boundary layers simulated in the precursor stage

are introduced. The computational domain size is Lx×Ly×Lz = 640 m×640 m×640 m

in the streamwise, spanwise and vertical directions, respectively, with the number of

grid points Nx × Ny × Nz = 96 × 96 × 96. The transport and variability from flow

scales larger than the domain size are neglected. Three different stability conditions

are considered, i.e. stable, neutral, and unstable. For stable and unstable conditions,

80



u * [
m

/s
]

10000 15000 20000 25000 300000.2 0.2

0.3 0.3

0.4 0.4

0.5 0.5

0.6 0.6(a) Stable

u * [
m

/s
]

4000 6000 8000 10000 12000 14000 160000.2 0.2

0.3 0.3

0.4 0.4

0.5 0.5

0.6 0.6(b) Neutral

Time [s]

u * [
m

/s
]

2000 3000 4000 5000 6000 7000 8000 90000.2 0.2

0.3 0.3

0.4 0.4

0.5 0.5

0.6 0.6(c) Unstable

Figure 4.3: History of u∗ averaged over the horizontal plane for (a) stable, (b) neutral
and (c) unstable ABLs. The black dashed lines represent the starting
time of performing statistics and formal simulations.
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the initial potential temperature profile is prescribed to be 300 K constantly from the

ground up to 200 m with an overlying inversion of strength 0.01 K/m aloft, while in

the neutral the constant 300 K is prescribed everywhere. The Coriolis frequency is

set to be f = 1.03 × 10−4 s−1 for all conditions. The geostrophic wind is fixed as

Ug = 11.0 m/s and Vg = 0.0 m/s in the streamwise and spanwise directions above

450 m by a Rayleigh damping layer, which also absorbs the gravity waves [36, 106].

The periodic boundary condition is used in all horizontal directions, and the stress-

free/flux-free condition is used at the upper boundary. For the bottom boundary,

the surface temperature decreases with a constant rate of −0.25 K/h in the stable

ABL, and the constant surface heat flux q3,wall = +0.04 Km/s is used for the unstable

condition. PrSGS = 0.5 and 1.0 are used in the stable and unstable ABLs, respectively,

according to the sensitivity tests from Section 4.4. The physical time is about 9.3 hours

in the stable ABL, 6.5 hours in the neutral ABL, and 5.0 hours in the unstable ABL,

respectively, and statistics are performed over roughly the last 2000 s for all conditions,

where the simulations are in quasi-equilibrium, as shown in Fig. 4.3.

In Fig. 4.4 (a), the vertical profiles of the time- and spatial-averaged horizon-

tal velocity components are plotted for the three stability conditions. Although the

geostrophic wind is fixed above, the variability in the lower part of the boundary layer

is seen according to the stability. For the streamwise component U , which is domi-

nant over the three components (W is not shown), the wind shear increases with more

stable conditions, which is consistent with Abkar and Porté-Agel [103]. Moreover, the

wind veering, i.e., change of wind directions at different heights caused by the balance

between the Coriolis, shear stress, and geostrophic forcing, is most noticeable in the

stable ABL, especially at the height of the rotor region of the wind turbine. To force

the wind turbine to face the wind direction at hub height, following Lu and Porté-Agel

[36], we rotate the horizontal wind field accordingly in the formal simulations. The

rotated wind speed profiles are shown in Fig. 4.4 (b), where the subscript R means

“rotated”. After the rotation, the spanwise component VR is null at hub height but

has opposite signs above and below the hub height (negative above and positive below
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Figure 4.4: Vertical profiles of time- and horizontal-averaged (a) velocity components
U (solid lines) and V (dashed lines), (b) rotated velocity components UR

(solid lines) and VR (dashed lines), and (c) potential temperature Θ for
stable (blue), neutral (black), and unstable (red) ABLs. The thin dashed
black lines represent the top-tip, hub, and bottom-tip levels of the wind
turbine, respectively.
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Figure 4.5: Vertical profiles of time- and horizontal-averaged kinematic shear stresses
(a) −⟨u′w′⟩, (b) −⟨v′w′⟩, and (c) heat flux ⟨θ′w′⟩ for ABLs under various
stability conditions. The thin dashed black lines represent the top-tip,
hub, and bottom-tip levels of the wind turbine, respectively.
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Stability Uhub (m/s) UR
hub (m/s) α (degree) τwall (m2/s2) q3,wall (Km/s) L (m)

Stable 8.24 8.42 23.5 0.084 -0.0115 156.4
Neutral 7.6 7.8 14.9 0.13 0.0 ∞
Unstable 7.4 7.5 10.9 0.17 0.04 -137.9

Table 4.2: Some parameters of the various stability conditions. Here, Uhub and UR
hub

are the mean streamwise velocities at the hub height before and after
the rotation, respectively, α is the rotation angle, and τwall = (τ 2

13,wall +

τ 2
23,wall)

1/2 is the total wall shear stress. L is the Obukhov length.

for the stable and neutral conditions, but positive above and negative below in the

unstable ABL). The streamwise component UR at hub height has the maximum value

in the stable ABL and it is slightly higher in the neutral than in the unstable case. The

vertical profiles of time- and spatial-averaged potential temperature under the three

stability conditions are plotted in Fig. 4.4 (c). A large temperature gradient appears in

the lower part of the stable ABL, whereas the profile is almost constant in the unstable

ABL due to the stronger turbulence mixing and the higher mixing layer compared to

the stable case.

The vertical profiles of time- and spatial- averaged total shear stresses and heat

flux for the three stability conditions are plotted in Fig. 4.5. They are calculated by

the summation of the resolved, SGS, and wall-model components. The profiles of the

streamwise stress τ13 (Fig. 4.5 (a)) show a linear behavior for all conditions, but the

magnitude decreases for more stable conditions. Due to the wind veering, the averaged

spanwise stress τ23 is non-zero near the ground (Fig. 4.5 (b)), which is largest in

magnitude in the stable ABL. The heat flux (Fig. 4.5 (c)) is zero in the neutral ABL

as expected, but negative in the stable ABL and positive in the unstable ABL. More

parameters are presented in Table 4.2.

4.6 Atmospheric Boundary Layers with Wind Turbines

In formal runs, two cases are investigated under the three stability conditions:

A) An isolated single turbine;

B) A wind farm consisting of five turbines aligned in the streamwise direction.
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Both cases use non-periodic boundary conditions where the inflow and initial

conditions come from the precursor simulations, as shown in Section 4.5. As mentioned

earlier, in all cases the horizontal wind components are rotated in order for the wind

turbines to face the maximum wind speed at hub height. Hereafter, all results are

based on the rotated coordinates and the subscript R is dropped for simplicity.

The wind turbine used here is the RePower 5 MW horizontal-axis wind turbine.

The hub height is 87.6 m and the diameter of the rotor is D = 126 m. The tip speed

ratio is fixed as λ = ΩD
2
/UD = 5.3 for all simulations, where Ω is the rotational speed

of the rotor, and UD is the streamwise velocity average over the rotor-disk region 0.5D

upstream.

4.6.1 Single-turbine wakes

The single-turbine simulations use the same domain size and resolution as the

precursor simulations except in the x direction, where the domain is elongated to

Lx = 1920 m with Nx = 288 correspondingly. The initial condition is generated by

simply duplicating the flow field in the x direction from the precursor simulations,

thanks to the periodic boundary conditions used. The wind turbine is located at

x0 = 250 m, y0 = 320 m. The data of the last hour from the precursor simulations are

used as inflow conditions, and the statistics are performed over the last half hour for

all simulations here.

Consistent with Abkar and Porté-Agel [103], the normalized time-averaged re-

solved velocity u/Uhub, where the overbar denotes the time average and Uhub is the

time- and space-averaged inlet wind speed at hub height, shows a strong dependence

on the atmospheric stability (Fig. 4.6). The wake is longest in the stable ABL (Fig.

4.6 (a)) due to reduced turbulence mixing, is shorter in the neutral ABL (Fig. 4.6

(b)), and it recovers fastest when the ABL is unstable (Fig. 4.6 (c)) where the ambient

turbulence is enhanced by buoyant convection.

As shown in Fig. 4.6, in the stable ABL, the wake barely expands in the vertical

direction and the lower edge of the wake does not contact with the ground. In the
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Figure 4.6: Contours of non-dimensional time-averaged streamwise velocity compo-
nent u/Uhub in the vertical central plane of single turbine wakes under
various stability conditions. The colored lines represent the streamwise
velocity relative to Uin, the time-averaged values at the same (y, z) coor-
dinates but at x/D ≈ −2.0.
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neutral ABL, the wake slowly expands in the vertical direction and the contact with

the ground occurs at about 4.0D. In the unstable ABL, the vertical expansion of the

wake is fast in the near wake region and the contact happens around 3.0D. The wake

reaches a maximum height at about 5 − 6D, after which it decreases as a result of the

wake recovery.

Complex 3D structures are formed in the wind turbine wakes as shown in mean

velocity components in the y−z planes (Fig. 4.7), due to both wake rotation and wind

veering. In the stable ABL, a strong vertical gradient of the lateral velocity component

exists, i.e., v is negative above the hub-height level, and positive below, due to the

wind veering, as discussed in Section 4.5. Correspondingly, the wake is significantly

stretched in the lateral direction (opposite above and below the hub height level) with

the wake propagation, which is also found in [36]. The stretching of the wake enhances

its lateral mixing, which also helps the recovery of THE velocity deficit. The stretch is

less evident in the neutral and unstable ABLs due to weaker wind veering and faster

turbulence mixing. Note that, in the unstable ABL, the stretching is in the opposite

direction than in the stable ABL, but at x/D = 10.0 the velocity deficit is much weaker.

Moreover, the wake rotation plays an important role in skewing the velocity

deficit distribution in the near wake regions (x/D = 1.2 in Fig. 4.7). The velocity

deficit is larger on one side of the rotor region coinciding with upward motions of the

velocity vectors. As the mean wind is vertically sheared, the upward motion advects airs

with lower momentum from lower heights to upper heights, while the opposite occurs

on the other side. Since the mean wind shear increases with more stable conditions,

the skewness in strongest in the stable ABL. At further downstream, the wake rotation

is gradually dissipated but it lasts much longer in the stable ABL.

In most wake models [73, 75, 74, 92, 19, 103], the self-similarity of the mean

velocity deficit in the wake has been used as a fundamental assumption and has been

verified yielding a Gaussian shape by previous LES studies without consideration of the

Coriolis force [19, 103]. However, the Gaussian-type self-similarity assumption becomes

questionable considering the skewing and stretching of the wakes. As shown in the left
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Figure 4.7: Structures of single turbine wakes in the y − z planes at several down-
stream locations for various stability conditions. The contours are the
time-averaged streamwise velocity deficit △u/Uhub and the velocity vec-
tors (only lateral and vertical velocity components, i. e., v and w) are
plotted at every 3 × 3 points. The rotor region of the turbine is repre-
sented by the red circle.

88



(z
-z

m
a

x )
/r

1
/2

0 0.2 0.4 0.6 0.8 1
-3

-2

-1

0

1

2

3

Vertical

(a) Stable

(z
-z

m
a

x )
/r

1
/2

0 0.2 0.4 0.6 0.8 1
-3

-2

-1

0

1

2

3

Vertical

(b) Neutral

(y
-y

m
a

x )
/r

1
/2

0 0.2 0.4 0.6 0.8 1
-3

-2

-1

0

1

2

3

x/D=5.0
x/D=7.0
x/D=9.0
x/D=11.0
Gaussian

Horizontal

(y
-y

m
a
x )

/r
1

/2

0 0.2 0.4 0.6 0.8 1
-3

-2

-1

0

1

2

3

Horizontal

∆u/∆umax

(z
-z

m
a

x )
/r

1
/2

0 0.2 0.4 0.6 0.8 1
-3

-2

-1

0

1

2

3

Vertical

(c) Unstable

∆u/∆umax

(y
-y

m
a

x )
/r

1
/2

0 0.2 0.4 0.6 0.8 1
-3

-2

-1

0

1

2

3

Horizontal

Figure 4.8: Self-similarity profiles of time-averaged resolved streamwise velocity
deficit of single turbine wakes under various stability conditions in the
vertical central plane (left column) and in the horizontal plane at hub-
height level (right column). The velocity deficits are normalized by the
maximum value of each profile, and the y-axis is the distance to the loca-
tion where the maximum value occurs and normalized by the half-width
r1/2. The analytical Gaussian profile is presented by the black solid line.
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column of Fig. 4.8, in the vertical direction, the normalized profiles collapse well to

the Gaussian profile, although deviations near the ground surface and the upper edge

of the wake are discernible due to strong vertical wind shear, consistent with previous

observations [19].

On the other hand, in the horizontal plane at the hub-height level (right column

of Fig. 4.8), when the ABL is stable, the normalized velocity deficit profile at the

distance of x/D = 5 still reveals a significant “near-wake” impact that differs drastically

from further downstream profiles. At far-wake regions, the profiles are almost collapsed,

but to a shape skewed from the Gaussian profile as a result of the lateral stretching.

In the neutral ABL, since the wind veering is much weaker, the normalized profiles are

much closer to the Gaussian function, although deviations are still discernible. In the

unstable ABL, the magnitudes of velocity deficits are weak in the far-wake regions and

turbulence is strong, which causes some wiggling in the profiles, but the deviations are

observable. In general, the Gaussian-type self-similarity is not valid when stability and

wind veering are important.

Statistically, for a time-averaged property ϕ(x, y, z) in the wake (e.g., streamwsie

velocity deficit), the following calculation can be performed in every y − z plane:

ϕM =

∫∞
−∞
∫∞

−∞ ϕdydz∫∞
−∞
∫∞

−∞ dydz
, (4.8)

µy =

∫∞
−∞
∫∞

−∞(y − yc)ϕdydz∫∞
−∞
∫∞

−∞ ϕdydz
, µz =

∫∞
−∞
∫∞

−∞(z − zc)ϕdydz∫∞
−∞
∫∞

−∞ ϕdydz
, (4.9)

σ2
y =

∫∞
−∞
∫∞

−∞(y − yc − µy)
2ϕdydz∫∞

−∞
∫∞

−∞ ϕdydz
, σ2

z =

∫∞
−∞
∫∞

−∞(z − zc − µz)
2ϕdydz∫∞

−∞
∫∞

−∞ ϕdydz
, (4.10)

Γy =

∫∞
−∞
∫∞

−∞(y − yc − ys)
3ϕdydz∫∞

−∞
∫∞

−∞ ϕdydz
, Γz =

∫∞
−∞
∫∞

−∞(z − zc − zs)
3ϕdydz∫∞

−∞
∫∞

−∞ ϕdydz
, (4.11)

where yc and zc are y and z coordinates of the rotor center, ϕM is the mean value of

the variable in the plane, µy and µz denote deviations of the fucntion center from the

rotor center, σ2
y and σ2

z are variances in the y and z directions, and Γy and Γz are the
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skewness in the y and z directions. The variances represent the growth of the wake,

and the skewness is a quantification of the asymmetry of the wake from the Gaussian

distribution.

As presented in Fig. 4.9 (a), the differences in mean velocity deficits caused

by stability are not clear in the very near wake regions (e.g., before 0.6D), but they

are more revealed downstream. For most of the downstream region, wake recovery

is fastest in the unstable ABL. Meanwhile, the mean velocity deficit is higher in the

stable ABL than in the neutral ABL, but the two curves becomes very close in the

far wake regions (e.g., > 10D). In Fig. 4.9 (b), clear deviations of the deficit center

from the rotor center are revealed in the far wake regions. In the vertical direction,

the deviation is related to vertical wind shear and ground effect, while in the lateral

direction, the deviation is mainly caused by wind veering and wake rotation.

Constrained by the vertical wind shear in the ABL and by the ground surface,

the wake expansion is faster in the lateral direction than in the vertical direction under

all stability conditions, represented by the larger values of σy than σz in Fig. 4.9 (c).

Due to the strong turbulent mixing, both σy and σz are amplified in the unstable ABL

than in the neutral ABL. In the stable ABL, however, the expansion is strongest in the

lateral direction but smallest in the vertical direction (“squished shape”), corresponding

to the strongest effects of vertical wind shear and lateral wind veering. As shown in

Fig. 4.9 (d), skewness of the wake from the Gaussian shape is most drastic in the stable

ABL, especially in the lateral direction, consistent with Fig. 4.8. The unstable ABL

induces relatively strong skewness in the vertical direction due to its quick contact with

the ground surface. The skewness in the neutral ABL is almost negligible.

Next, turbulence properties of the wind turbine wake and their correlations to

the stability conditions are discussed. In Figs. 4.10 and 4.11, the resolved added

turbulence kinetic energy (TKE) and total kinematic shear stress −u′w′ are plotted at

several downstream y−z planes. The resolved added TKE (will be referred to as added

TKE hereafter for simplicity) is defined as the difference between the resolved TKE in

the domain and that from the inflow. In general, the added TKE is more concentrated
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Figure 4.9: Statistics of single turbine wakes under stable (blue), neutral (black),
and unstable (red) conditions, for: (a) mean streamwise velocity deficit
△uM normalized by Uhub; (b) mean coordinates of the wake normalized
by D; (c) variances normalized by D2; and (d) skewness normalized by
D3. From (b) to (d), the solid lines are variables in the lateral direction
and dashed lines are in the vertical direction.

92



above the hub height level, while the shear stress has opposite signs above and below

the hub height levels. Different complex 3D features according to stability conditions

are revealed in both the distributions of the added TKE and shear stress.

Specifically, when the ABL is stable, the bulk of the enhanced added TKE in

the wake rarely reaches the top-tip level, but strongly expands in the lateral direction.

The peak added TKE (i.e., the maximum value in the whole domain) occurs around

7D. A good correlation between the shear stress and the added TKE is observed,

indicating that the shear production is dominant in the TKE budget; in the neutral

ABL, the large added TKE in the wake occurs approximately at the upper edges of

the rotor region. The peak added TKE, as well as the peak shear stress (i.e., the

maximum value in magnitude), are located roughly around 5D. The strong turbulence

in the unstable ABL induces strongest dissipations of the added TKE and shear stress,

which are discernibly convected in the vertical direction. The peak added TKE and

peak shear stress are observed at locations close to the turbine (before 3D) among all

stability conditions. In addition, the magnitude of the peak added TKE increases with

the stability in the ABL.

Due to the various stability conditions, distinctive instantaneous vortical struc-

tures in the wind turbine wakes are revealed in terms of the Q-criterion [122] (Fig.

4.12), where a positive value of Q:

Q =
1

2

(
| Ωij |2 − | Sij |2

)
> 0, (4.12)

indicates that the Euclidean norm of the vorticity tensor Ωij dominates over that of the

rate of strain Sij [123]. The Q criterion is a Galilean invariant vortex definition, with

the additional condition that the pressure is lower than the ambient value [124]. In the

stable ABL, after some distance downstream where the helical tip vortices break down,

a series of coherent hairpin-like structures are observed, approximately aligned along

the streamwise direction, which produce important secondary turbulence in the wake

contributing to the high TKE in the far wake regions. These coherent vortical struc-

tures are believed to be triggered by the Kelvin-Helmholtz (K-H) instability, similar to
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Figure 4.10: Time-averaged resolved added TKE [m2/s2] in several downstream y−z
planes of single turbine wakes under various stability conditions. The
planes reside at x/D = 1, 3, 5, 7, 9, 11 and 13, respectively. The dashed
circles show the rotor area in each plane. The maximum value of re-
solved added TKE over the whole domain is also shown in each case.
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Figure 4.11: Time-averaged total kinematic shear stress −u′w′ [m2/s2] in several
downstream y − z planes of single turbine wakes under various stability
conditions. The planes reside at x/D = 1, 3, 5, 7, 9, 11 and 13, respec-
tively. The dashed circles show the rotor area in each plane.
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Figure 4.12: Instantaneous vortical structures for single turbine wakes under various
stability conditions. The iso surfaces are Q = 0.01 s−2. The rotor of
turbine is represented by the black solid circle, and only a portion of
the computational domain is shown.
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those observed in the high-Reynolds-number, stably stratified, turbulent wakes after

a towed bluff body [125]. In the neutral and unstable ABLs, those coherent vortical

structures are absent and structures with finer scales dominate. In the neutral ABL,

the structures are more concentrated near the wake regions, whereas they are more

spread out in the whole domain by strong convection motions in the unstable ABL.

The corresponding instantaneous vertical velocity component w are plotted in

the horizontal plane at hub height in Fig. 4.13 at the same time instants shown in

Fig. 4.12. In the stable ABL, different features are observed in the near/intermediate

wake and far wake regions, i.e., the opposite directions of w occur on the two sides of

the center line representing the rotation of the wake up to about 6D, after which the

alternating directions of w become aligned in the streamwise direction, as manifested

by the roll-up vortices generated and evolving due to the K-H instability. In contrast,

the variability of the wakes in the lateral direction (wake meandering) is more apparent

in the neutral and unstable ABLs, where large-scale turbulent motions are formed.

The potential temperature distributions due to wind turbine wakes are presented

in Fig. 4.14 under stable and unstable conditions. In terms of the time-averaged

potential temperature deficit ∆θ = θ − θin (where the script in denotes the values

in the inflow y − z plane), clear spatial variations at O(10−1) K are observed in the

wake in the stable ABL, correlated to the mean flow structures. Caused by the counter

clockwise (with respect to the streamwise direction) mean wake rotation and wind

veering (please refer to Fig. 4.7), a warming forms on the side of the rotor region

where the downward motion of mean flow brings warmer air down from above, while a

cooling happens on the other side where the opposite advection occurs. Away from the

rotor region, the temperature variation is reduced. Aloft, the air is slightly cooled, while

near the ground surface the temperature can either increase or decrease depending on

local flow patterns with strong interactions with the ground surface. On the other

hand, as shown in Fig. 4.14 (b), the redistribution of temperature is much weaker (at

about O(10−3) K to O(10−2) K) and more uniform in the unstable ABL, where both

velocity and temperature are well mixed even without the presence of wind turbine.
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Figure 4.13: Contour plots of instantenous vertical velocity component w [m/s] in
the horizontal plane at the hub height for single turbine wakes under
various stability conditions. The time instants are the same as plotted
in Fig. 4.12.
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Figure 4.14: Time-averaged potential temperature deficit △θ [K] in several down-
stream y − z planes of single turbine wakes under various stability con-
ditions. The planes reside at x/D = 1, 3, 5, 7, 9, 11 and 13, respectively.
The dashed circles show the rotor area in each plane.
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Consistent with Lu and Porté-Agel [104], a relatively strong decrease of temperature

occurs roughly at the height of ABL and a weak warming inside the ABL, especially

near the ground surface, are observed as a result of downward heat flux from aloft to

the lower regions. Note that a small cooling also occurs locally near the ground surface

corresponding to the mean wake rotation.

4.6.2 Wind farm simulations

In this section, we consider a wind farm of 5 turbines aligned in the rotated

streamwise direction, in order to study the wake interactions under various stability

conditions. The distance between two neighboring turbines is 4D. The same computa-

tional domain and resolution are used as in the single turbine simulations, except that

the streamwise length here is 2560 m with 384 grid points.

As discussed in Wu and Porté-Agel [97], the cumulative effect of multiple wakes

under neutral conditions form a “wind-farm wake” with two regions: in the first region

below the top-tip level (called the “core region” hereafter), a statistical equilibrium

state is formed roughly after the third turbine; and a larger downwind variation is

experienced due to expansion of the wakes in the second region above the turbines

(called the “outer region” hereafter).

In general, those two regions are also observed here, as shown in Fig. 4.15,

where the contours of time-averaged velocity deficit are presented. In the stable ABL,

the vertical expansion of the wake is severely restricted, to the point that the height of

the upper edge becomes almost constant for the last three turbines and the lower edge

barely contacts with the ground. In the neutral ABL, the upper edge of the wake grows

in an almost linear way and most of the wake comes in contact with the ground, and

an equilibrium is reached in the core region roughly from the fourth turbine. In the

unstable ABL, unlike the single turbine case (Fig. 4.6), the wake height continuously

increases (expect some local reductions at the rotors) but with a reduced rate once

the equilibrium state is reached, roughly at the fourth turbine. The local reduction is
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Figure 4.15: Contours of non-dimensional time-averaged streamwise velocity compo-
nent U/Uhub in the vertical central plane for a wind farm under various
stability conditions. The colored lines represent the streamwise velocity
relative to Uin, the time-averaged upstream values at the corresponding
heights.
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Figure 4.16: Statistics of wind farm wakes under stable (blue), neutral (black), and
unstable (red) conditions, for: (a) mean streamwise velocity deficit △uM

normalized by Uhub; (b) mean coordinates of the wake normalized by
D; (c) variances normalized by D2; and (d) skewness normalized by
D3. From (b) to (d), the solid lines are variables in the lateral direction
and dashed lines are in the vertical direction. The thin black dashes
lines represent the locations of the turbines (i.e., T2 to T5, and T1 is
at x/D = 0.0).

attributed to the local acceleration of the wind speed at the rotor tips due to a sudden

velocity decrease (hence lower pressure) in the following wake.

The statistics of the mean streamwise velocity deficit in the wind farm wakes

are calculated (see Eqns. 4.8 to 4.11) and plotted in Fig. 4.16. Compared to the

single turbine wakes, there are several points worth mentioning here. First, as shown

in Fig. 4.16 (a), the normalized mean velocity deficits are largest after the second

turbine for all stability conditions, but an equilibrium is reached further downstream.

Second, the mean velocity deficit after the second turbine is higher in the neutral ABL
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than in the stable ABL, which is the contrary of the single turbine case, while the

unstable condition still has the lowest deficit. Third, Fig. 4.16 (b) shows that the

deficit centers in the wind farm wakes well collapse to the centerline of rotors, i.e., the

deviations are almost negligible. Fourth, as shown in Fig. 4.9 (c) and (d), both the

variances and skewness are much smaller in the wind farm cases than in their single

turbine counterparts under all stability conditions, implying narrower wake expansions

as well as less (but still discernible) deformations, especially in the stable ABL. The

reductions can be attributed to two reasons: immature wake developments (i.e., the

wakes in the wind farm have much less time and distance to develop between two

streamwisely aligned turbines) and strongly enhanced turbulence mixing.

Compared to the single turbine case, the enhanced wind shear and the stronger

velocity deficit produce much larger turbulence in the wind farm wakes regardless of the

stability condition, as shown in terms of added TKE in Fig. 4.17. The added TKE in

the wind farm wakes is strongest in the stable ABL and weakest in the unstable ABL.

In addition, the peak added TKE occurs much later compared to the single turbine

wakes, as a result of sequentially added turbulence production from each turbine in the

array until the gradual reach of the equilibrium state further downstream. Also due

to the equilibrium state, the values of the peak added TKE in the wind farm cases are

nonlinearly increased by a factor of around 2.5 from the single turbine cases (not by

a factor of 5 as one would expect from 5 turbines versus 1). Moreover, in all stability

conditions, the distributions of added TKE are less spread out but more confined at

the upper edge of the rotor region, although the deformation due to wind veering is

still noticeable.

The instantaneous vortical structures at some selected time instants in the wind

farm cases are shown in Fig. 4.18. Due to enhanced turbulence, a great amount of

vortical structures with a wide range of scales are generated in the wind farm wakes

under all stability conditions. Compared with the single turbine case, in the stable

ABL, the coherent hairpin-line vortices are more revealed between the second and the

fourth turbine, but gradually break up after that due to interactions with small-scale
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Figure 4.17: Time-averaged added TKE [m2/s2] in several downstream y − z planes
of wind farm wakes under various stability conditions. The planes reside
at x/D = 1, 4, 7, 10, 13 and 16, respectively. The dashed circles show
the rotor area in each plane. The maximum value of resolved added
TKE over the whole domain is also shown in each case.
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Figure 4.18: Instantaneous vortical structures for a wind farm wake under various
stability conditions. The time instants are the same as shown in Fig.
4.12 and the iso surfaces Q = 0.015 s−2 are plotted.
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Figure 4.19: Time-averaged potential temperature change △θ [K] in several down-
stream y − z planes of wind farm wakes under various stability condi-
tions. The planes reside at x/D = 1, 4, 7, 10, 13 and 16, respectively.
The dashed circles show the rotor area in each plane.

vortical filaments. For the neutral and unstable conditions, some large vortical fila-

ments are also formed possibly by two mechanisms: the merging of small-scale vortices

and the breakup of the hairpin-like structures due to strong turbulent stretching and

mixing [126].

Compared to the single turbine case, the patterns of temperature redistribution

are almost maintained but their magnitudes are considerably augmented in the wind

farm case, as shown in Fig. 4.19. Just like the mean flow, the temperature distribution

also reveals an equilibrium behavior at the last two turbines. With the presence of the
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wind farm, in the stable ABL, the air above the hub height level is cooled and the air

below is warmed, with some local variations. In the unstable ABL, the temperature

variations near the ground surface are more revealed as a result of enhanced mean flow

motions.

Finally, it is important to investigate how the power generation of the wind

farm is affected by the various stability conditions. Here, the extracted power by each

turbine is simply estimated by

P = Ur × T, (4.13)

where Ur is the resolved streamwise velocity averaged over the rotor disk of each turbine,

and T is the total thrust force obtained by the actuator-line model (including the

nacelle, although its effect is very small). There are two factors that are strongly linked

to mean wind power extraction: mean upstream wind speed at the rotor region and

ambient turbulence level in the ABL. Higher mean upstream wind speed means higher

available wind energy density, while higher turbulence levels reduce wake losses in the

wind farm. However, it is hard to have those two factors to be favorable simultaneously

in a real wind farm. Note that, with fixed geostrophic forcing, the mean wind speed

at the hub height increases with the stability in the ABL, whereas the turbulence level

changes in the opposite direction. The trade-off between those two factors arise from

the subtle relationship between the atmospheric stability and wind power extraction.

In Fig. 4.20, both time-averaged absolute and relative powers extracted by the

wind farm are plotted, where the relative power is with respect to the first turbine.

It is clear that the absolute power extracted by the first turbine of the wind farm

is well correlated to the mean wind speed variation due to stability (Fig. 4.20 (a)),

i.e. largest in the stable and smallest in the unstable. The power drop from the first

turbine to the second is drastic but the change becomes relatively small in the rest

of the wind farm [4] as a result of the approaching of the equilibrium state in the

core regions. With remarkably higher upstream wind speed in the stable ABL (the

hub height wind speed is about 8% and 12% higher than those in the neutral and

unstable ABLs, respectively), largest overall absolute power is extracted (about 34%
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Figure 4.20: Time-averaged relative power extractions of the wind farm under various
stability conditions: (a) absolute power and (b) relative power with
respect to the first turbine.

and 24% higher than in the neutral and unstable ABLs, respectively). Although the

mean upstream wind speed is slightly higher in the neutral ABL than in the unstable,

the overall absolute power extraction is lower as a result of slower wake recovery in the

neutral ABL with weaker atmospheric turbulence. In fact, the overall relative power

extraction (Fig. 4.20 (b)) is highest in the unstable ABL and lowest in the stable ABL,

which highlights the influence of wake recovery, and shows a good correlation with the

corresponding turbulence levels in the ABL.

4.7 Conclusions

Clear correlations between the properties of turbine wakes and the atmospheric

stability conditions are revealed by large-eddy simulations. Both a single turbine wake

and wind farm wakes are studied. For the single turbine wake, the stability-related

turbulence and vertical wind shear in the ABL significantly contribute to the wake

growth and its recovery. Coupled with the wind veering due to Coriolis forcing and
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the wake rotation due to turbine motion, the wake shape can be remarkably deformed

during its propagation, especially in the stable ABL. As a result, the commonly-used

hypothesis of Gaussian-type self similarity is violated. In addition, wave-like oscilla-

tions and coherent vortical structures are observed in the far-wake regions in the stable

ABL. Clear spatial variations of temperature are observed in the stable ABL due to

the wake effects, which are correlated to the mean flow patterns, whereas the influence

on temperature is much weaker in the unstable ABL.

Compared to the single turbine wake, the velocity deficits and turbulence are

much larger in the wind farm wakes. On the other hand, the deformations and asym-

metries are not as strong in the wind farm wakes, due to less development and stronger

turbulence mixing. Corresponding to the wave-like oscillation of the wakes in the stable

condition, a peak at relatively low frequency is observed in the wind power spectrum.

The mean power extraction of the wind farm is also strongly stability dependent. It is

hard to conclude which stability condition is most favorable for the power extraction,

because it is strongly dependent on the subtle trade off between mean upstream wind

speed and ambient turbulence level under various stability conditions. This suggests

that the energy efficiency of a wind farm can be improved by increasing turbulence

while keeping a high hub-height wind speed (for instance, add obstacles or vertical axis

wind turbines on the ground), especially when the ABL is stable or neutral.

Several limits of the current work are worth mentioning here, which will be con-

sidered in future studies. First, although clear trends are revealed, only a few stability

conditions and a constant Coriolis frequency are considered, which are not enough to

perform comprehensive quantifications. Second, constant surface temperature or heat

flux conditions are prescribed here, which may not be realistic since they can vary in

wakes, as shown in [36, 104]. Third, some of our preliminary results (not shown here)

indicate that the rotational direction of the turbine may play an important role in the

wake properties by interacting with the wind veering (especially in the stable ABL

where the wind veering is most significant), which will be further studied. Moreover,

instead of focusing on the quasi-steady state of the ABL, the diurnal as well as spatial
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variations will be studied in future. Last but not least, more wind directions and wind

farm layouts will be investigated, which are known to affect power generation. Nev-

ertheless, the current study suggests that the wake properties, hence the wind farm

performance, are a very complex but delicate topic, which can vary significantly from

morning to evening, from summer to winter, from Netherland to India, or from the

northern to the southern hemisphere. One has to be cautious to use some universal

models or hypothesis to study this problem.
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Chapter 5

CONCLUSIONS

In this dissertation, a finite-difference LES code is developed to study the in-

teractions between wind turbine wakes and the atmospheric boundary layer. From

the LES results, it was found that the growth of a wind turbine wake is not isotropic

but constrained in the vertical direction by the underlying mean wind shear and by

the ground. Moreover, influenced by atmospheric stability and Coriolis effect, com-

plex 3d flow structures with substantial stretching and skewing are generated in the

wind turbine wakes, challenging the commonly used assumption of Gaussian-type self-

similarity.

The atmospheric stability plays an important role in estimations of wind energy

generation. On one hand, the available wind speed varies with stability, i.e., the wind

speed is higher at the rotor region when the ABL is stable (for a fixed geostrophic wind

and surface roughness). On the other hand, the wake recovery varies with stability, i.e.,

wakes recover faster (thus the wake losses are minimized) when the ABL is unstable

due to its strong turbulence mixing. As a competition of those two factors, it is not

possible to conclude which stability condition is favored from the perspective of energy

output in a wind farm.

Wind turbine wakes alter the temperature distribution in downstream, mainly

by mean flow advection rather than by turbulence mixing. The variation in temperature

is more noticeable in the stable ABL, where the wake rotation advects the highly

sheared temperature profile. In the unstable ABL, the spatial variation of temperature

due to wind turbine wakes is much weaker. Near the ground surface, an overall tendency

of warming is observed in both stability conditions, but cooling can also happen locally

depending on the specific flow patterns.
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The observations made here provide new insights on wind turbine wakes and

their interactions with the ABL, which can be used in developing wake models, optimiz-

ing wind farm layouts, reducing fatigue load and power fluctuation, and understanding

potential environmental impacts. Since the ABL is a complex system, which involves

various mechanisms that may influence wind energy, the current study is still far from

sufficient to provide a comprehensive understanding. Considering the fast growth of

wind energy globally, this study represents an additional small step towards increasing

the power efficiency while reducing its cost, financially and environmentally, in order

to make wind energy more competitive over traditional fossil fuels.
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[97] YT. Wu and F. Porté-Agel. Simulation of turbulent flow inside and above wind

farms: model validation and layout effects. Boundary-Layer Meteorol., 146:181–

205, 2013.

122



[98] S. Wharton and JK. Lundquist. Atmospheric stability affects wind turbine power

collection. Environ. Res. Lett., 7:014005, 2012.

[99] S. Wharton and JK. Lundquist. Assessing atmospheric stability and its im-

pacts on rotor-disk wind characteristics at an onshore wind farm. Wind Energy,

15:525–546, 2012.

[100] BJ. Vanderwende and JK. Lundquist. The modification of wind turbine per-

formance by statistically distinct atmospheric regimes. Environ. Res. Lett.,

7:034035, 2012.

[101] K. Bhaganagar and M. Debnath. Implications of stably stratified atmospheric

boundary layer turbulence on the near-wake structure of wind turbines. Energies,

7:5740–5763, 2014.

[102] K. Bhaganagar and M. Debnath. The effects of mean atmospheric forcings of

the stable atmospheric boundary layer on wind turbine wake. J. Renewable

Sustainable Energy, 7:013124, 2015.
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[114] S. Raasch and M. Schröter. Palm–a large-eddy simulation model performing on

massively parallel computers. Meteorol. Z., 10:363–372, 2001.

[115] B. Kosovic. Subgrid-scale modelling for the large-eddy simulation of high-

reynolds-number boundary layers. J. Fluid Mech., 336:151–182, 1997.

124



[116] J. Cuxart, P. Bougeault, and JL. Redelsperger. A turbulence scheme allowing for

mesoscale and large-eddy simulations. Quart. J. Roy. Meteorol. Soc., 126:1–30,

2000.

[117] JWM. Cuijpers and PG. Duynkerke. Large eddy simulation of trade wind cumu-

lus clouds. J. Atmos. Sci., 50:3894–3908, 1993.

[118] A. Dosio, JVG. de Arellano, AAM. Holtslag, and PJH. Builtjes. Dispersion of a

passive tracer in buoyancy- and shear-driven boundary layers. J. Appl. Meteorol.,

42:1116–1130, 2003.

[119] AR. Brown, SH. Derbyshire, and PJ. Mason. Large-eddy simulation of sta-

ble atmospheric boundary layers with a revised stochastic subgrid model.

Quart. J. Roy. Meteorol. Soc., 120:14851512, 19940.

[120] RJ. Beare and MK. MacVean. Resolution sensitivity and scaling of large-eddy

simulations of the stable boundary layer. Boundary-Layer Meteorol., 112:257–

281, 2004.

[121] FTM. Nieuwstadt. The turbulent structure of the stable, nocturnal boundary

layer. J. Atmos. Sci., 41:2202–2216, 1984.

[122] JCR. Hunt, A. Wray, and P. Moin. Eddies, stream, and convergence zones in

turbulent flows. Technical Report CTR-S88, Center for Turbulence Research,

Stanford University, 1988.

[123] G. Haller. An objective definition of a vortex. J. Fluid Mech., 525:126, 2005.

[124] J. Jeong and F Hussain. On the identification of a vortex. J. Fluid Mech.,

285:69–94, 1995.

[125] PJ. Diamessis, GR. Spedding, and JA. Domaradzki. Similarity scaling and vortic-

ity structure in high-Reynolds-number stably stratified turbulent wakes. J. Fluid

Mech., 671:52–95, 2011.

125



[126] ND. Sandham and L. Kleiser. The late stages of transition to turbulence in

channel flow. J. Fluid Mech., 245:319–348, 1992.

126



Appendix A

DYNAMIC SGS MODELS

A.1 Planar-averaged scale-invariant (PASI) SGS model

Germano’s identity can be written as

Lij = ũiũj − ũiũj = Tij − τ ij, (A.1)

where (·) denotes a test filtering with filter width of △ = α△ and α is usually taken

as 2; Lij is the resolved stress; and Tij = ũiuj − ũiũj is the SGS stress at the test filter

scale. The Smagorinsky model is used for the deviatoric part of Tij as follows,

Tij − 1

3
Tkkδij = −2(CSα△)2|S̃|S̃ij. (A.2)

Next Eqs. 2.3 and A.2 are substituted into Eq. A.1 to obtain the error

eij = Lij − C2
S,△Mij, (A.3)

where

Mij = 2△2
(
|S̃|S̃ij − α2β|S̃|S̃ij

)
, (A.4)

and

β = C2
S,α△/C2

S,△. (A.5)

The parameter β is the ratio between the coefficients at the test filter scale and at the

filter scale. By minimization of the error using a least-square approach, and assuming

that β = 1 (i.e. CS is scale-invariant) [24], the Smagorinsky coefficient at the test filter

scale is obtained as

C2
S =

⟨LijMij⟩
⟨MijMij⟩

, (A.6)

where ⟨·⟩ is a spatial average along the horizontal direction that eliminates numerical

instability.
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A.2 Lagrangian-averaged scale-invariant (LASI) SGS model

On the basis of the PASI model, for general inhomogeneous turbulence where a

spatial average is problematic, Meneveau et al. [28] developed a weighted Lagrangian

time average along the fluid trajectory as follows

C2
S =

JLM

JLM

, (A.7)

with

JLM =

∫ t

−∞
LijMij

(
x(t′), t′

)
W (t − t′)dt′ (A.8)

and

JLM =

∫ t

−∞
MijMij

(
x(t′), t′

)
W (t − t′)dt′, (A.9)

where W (t − t′) = (1/T )exp((t − t′)/T ) is the weighting function and T is chosen as

T = 1.5△(JLMJMM)−1/8. The exponential form of W (t − t′) allows using forward

relaxation-transport equations to replace the backward time integrals as follows

DJLM

Dt
=

∂JLM

∂t
+ ũ · JLM =

1

T∆

(LijMij − JLM) (A.10)

and

DJMM

Dt
=

∂JMM

∂t
+ ũ · JMM =

1

T∆

(MijMij − JMM). (A.11)

By using first-order numerical time and space schemes, Eq. A.10 and A.11 can be

solved easily and economically to update JLM and JMM at each timestep.

A.3 Lagrangian-averaged scale-dependent (LASD) SGS model

The assumption of scale-invariance of CS, i. e. β = 1, is questionable. Porté-

Agel et al. [31] and Bou-Zeid et al. [32] introduced scale-dependent approaches by

using a second test filter at scale △̂ = α2△ to calculate β dynamically. Following the

Bou-Zeid et al. approach, by applying the Germano identity and minimizing the error

at the second test filter scale, the coefficient at this scale can be obtained as

C2
S,α2△ =

JQN

JNN

, (A.12)
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where JQN and JNN are Lagrangian-averaged QijNij and NijNij, respectively, and

Qij = ̂̃uiũj − ̂̃ui
̂̃uj, Nij = 2△2

( ̂|S̃|S̃ij −α4β2|̂̃S|̂̃Sij

)
. Assuming that β is scale-invariant

(this assumption is more reasonable than the scale-invariant assumption of CS), such

that β = C2
S,α2△/C2

S,α△ = C2
S,α△/C2

S,△, implies that,

C2
S,△ = C2

S,α△/β =
JLM/JMM(

JQN/JMM

JNN/JLM

) . (A.13)

A.4 Test and second test filters in the physical space

The spatial filtering to a variable f at location x is defined as the following

convolution form

f̃(x) =

∫ +∞

−∞
G̃(x,x′)f(x′)dx′, (A.14)

where G̃ is the filter kernel satisfying the property of
∫ +∞

−∞
G̃(x,x′) = 1. (A.15)

Here, in conjunction with the finite-difference methods, two filters, i. e. box (or top-hat)

filter and Gaussian filter, are tested for their simplicity and wide use in applications.

Specifically, for a filter width △̃i, the kernel of the 1D box filter is written as

G̃(xi − x′
i) =





1

△̃i
, if |xi − x′

i| ≤ △̃i

2
;

0, otherwise.
(A.16)

Note that in the finite-difference discretization, the box filtering is implicitly applied

at the filter width of the grid spacing [52]. For the 1D Gaussian filter, the kernel is

G̃(xi − x′
i) =

(
γ

π△̃i

2

)1/2

exp

(
−γ|xi − x′

i|2

△̃i

2

)
, (A.17)

where γ = 6 is generally used [91, 61]. Here, the filtering is performed in a 2D manner

along the horizontal directions in the physical space, i. e.

f̃(x) =

∫ +∞

−∞
G̃(x1 − x′

1)G̃(x2 − x′
2)f(x′)dx′. (A.18)

Following previous finite-difference LES, the trapezoidal rule is used to calculate the

discrete integral [27, 51, 52].
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and is not used for commercial purposes.(see below)

Creative Commons AttributionNonCommercialNoDerivs License
The Creative Commons Attribution NonCommercialNoDerivs License (CCBYNCND)
permits use, distribution and reproduction in any medium, provided the original work is
properly cited, is not used for commercial purposes and no modifications or adaptations are
made. (see below)
Use by commercial "forprofit" organizations
Use of Wiley Open Access articles for commercial, promotional, or marketing purposes
requires further explicit permission from Wiley and will be subject to a fee.
Further details can be found on Wiley Online Library
http://olabout.wiley.com/WileyCDA/Section/id410895.html

Other Terms and Conditions:
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+19786462777.


