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The loads and forms of nutrients, metals, and carbon in coastal seas have 

impacts on nearshore marine ecosystems. These solutes can undergo biogeochemical 

transformations in the shallow seabed aquifer, which is controlled by chemistry in 

surface water and groundwater and the benthic exchange that drives this mixing. This 

dissertation focuses on quantifying the effect of waves on ambient groundwater 

discharge, understanding how wave pumping compares to other driving mechanisms, 

and understanding how wave-induced benthic exchange varies on second-to-decadal 

temporal scales and spatial scales ranging from meters to the globe. 

A laboratory study on the influence of waves on seepage meter measurements 

confirmed the utility of and quantified potential uncertainties associated with seepage 

meters. Tank tests showed seepage meters were efficient in measurement of both 

ambient discharge and recharge. Results of wave tank tests indicated that although 

waves did induce some net discharge through the seepage meter, measured fluxes were 

well below the theoretical rates expected for waves traveling over a flat seabed. 

A field and modeling study investigated how wave, current/bedform, and 

tidally-induced benthic exchange compare and how these fluxes vary over time at a 

shallow estuarine location. Field measurements showed wave-induced exchange greatly 

exceeded exchange driven by currents or tides over the study duration. Darcy-

calculation of fluxes from high-resolution pressure measurements were used to validate 

an analytical solution with field measurements of wave pumping for the first time. 

Results of the numerical models showed the effect of aquifer properties on benthic 
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exchange—seabed aquifers with low hydraulic diffusivity had higher fluxes, shallower 

exchange, and shorter residence times. 

A global modeling study quantified the rates and temporal and spatial variability 

of wave pumping over the Earth’s oceans. Global wave pumping between 1979 and 

2010 averaged 1.8x105 km3/yr, which is equivalent to an average of 6.1 m/yr over the 

entire global shelf area. Seasonally, winter wave pumping rates exceed summer values 

by about one-third except in the circumpolar oceans where ice-cover drastically reduces 

wave pumping during winter months. Results of a regional analysis showed that 

extreme (top 10%) of wave pumping events drive about one-fifth of annual wave 

pumping. 

These studies provide better estimates of wave pumping rates on a variety of 

scales and quantify the uncertainties associated with measurement of benthic exchange 

in the presence of waves. Thus, the findings have important implications for 

understanding chemical cycling in the seabed aquifer and, thus, for management of 

coastal ecosystems, and preservation of the recreational and economic resources they 

provide.



1 

INTRODUCTION 

1.1 Problems in Coastal Seas 

Increased pollution in coastal seas has been accompanied by degradation of 

coastal ecosystems around the globe. This continuing degradation is expected to increase 

unless pollutant loads can be reduced, especially nutrients, which are among the most 

globally widespread pollutants. However, nutrient loading is predicted to increase in the 

future. For instance, nitrogen loads are expected to increase over much of the world 

because of continuing population growth and land use changes [e.g., Vitousek et al., 

1997; Seitzinger et al., 2009]. Increased nutrient loads in the last century have led to 

eutrophication of coastal seas and estuaries, which in turn resulted in decreased 

biodiversity, blooms of toxic algae, reduced oxygen concentrations, and loss of fisheries 

and fishkills in dead zones. While it is clearly important to accurately measure nutrient 

loads, and to understand their fate once they reach coastal seas, nutrients are especially 

difficult to measure because of the complex physical and biochemical pathways nutrients 

travel through in coastal settings. 

Rivers and fresh, terrestrial submarine groundwater discharge (SGD) carry the 

bulk of terrestrial nutrients to global seas [Vitousek et al., 1997]. While SGD volumes are 

typically less than river discharge groundwater, elevated solute concentrations in 

groundwater result in SGD often contributing a disproportionately high percentage of 

nutrients and other solutes to coastal waters compared to rivers. In the Delaware Inland 

Bays, where topographic relief is low and aquifer permeability is high, about one-third of 

recharge discharges as SGD [Russoniello et al, 2016] and groundwater discharge 

accounts for greater than 50% of the total nitrogen load [Volk et al., 2005]. A review of 
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regional studies by Slomp and Cappellen [2004] showed this trend is widely true—

nitrogen and phosphorous loads in fresh SGD frequently exceed river loading. A recent 

global study that combined a global 228Ra-based SGD estimate with a global nutrient 

dataset found SGD carries 1.4 times more dissolved inorganic nitrogen (DIN) and 1.7 

times more dissolved inorganic phosphorous (DIP) than rivers [Cho et al., 2018]. 

Effective nutrient management for protecting coastal ecosystem health requires accurate 

estimates of both loading and source, including spatial and temporal variability. Thus, it 

is critical to improve our understanding of the factors that promote reduction or increase 

of nutrients or other contaminant loads prior to discharge or may help to mitigate or 

exacerbate nutrient loads once they the reach marine waters. 

1.2 Role of FSeabed Aquifers in Chemical Cycling 

Nonconservative transport along groundwater flowpaths is caused by 

biogeochemical transformations in coastal and marine aquifers [Sawyer et al., 2014; 

Russoniello, 2016; Fernandez, 2012; Kroeger and Charette, 2008; Spiteri et al., 2008; 

Santoro, 2008; Heiss et al., 2017]. These transformations may reduce (i.e. through 

denitrification) [Tobias et al., 2001; Charette, 2007] or increase (i.e. by mobilizing 

ammonium produced by decomposition of organic matter) [Kroeger and Charette, 2008; 

Santoro, 2008] concentrations of different chemical species in groundwater prior to 

discharge. These changes are stimulated by mixing with marine water near the point of 

discharge [e.g. Robinson et al., 2007; Heiss et al., 2017], so they depend on both the 

chemistry of ground and surface waters as well as the rate of exchange between surface 

water and groundwater in shallow seabed aquifers. Therefore, coastal nutrient chemistry 

cannot be understood without understanding the mechanisms that drive such exchange.  

Reactions affecting solute loading to surface waters are particularly prevalent in 

shallow seabed sediments where groundwater and surface water mix, creating ‘hot spots’ 

and ‘hot moments’ of biogeochemical activity that may transform nutrients prior to 
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discharge [McClain et al., 2003; Roy et al., 2012]. The extent of biogeochemical 

transformation that occurs in this active zone is controlled by the supply of reactants from 

upwelling groundwater, sediments, and surface water driven into the benthic zone, as 

well as the reaction timescale and residence time of surface water in the benthic zone 

[Zarnetske et al., 2011; Gu et al., 2012; Harvey et al., 2013; Gomez-Velez et al., 2015]. 

These factors are a function not only of groundwater and surface water chemistry, but 

also, just as importantly, on the physical mechanisms that drive benthic fluxes and the 

resulting subsurface flowpaths. Therefore, characterizing these fluxes – the rates, 

residence times, and depths of exchange – and how they vary in time and space is a 

necessary precursor to understanding chemical processing in the seabed aquifer. 

1.3 Benthic Exchange Mechanisms in Coastal Seas 

Benthic flux in marine and estuarine waters may be driven by a wide variety of 

mechanisms, many of which have been studied and modeled [see reviews in Huettel and 

Webster, 2001; Boudreau et al., 2001; Santos et al., 2012]. For instance, Santos et al. 

[2012] discusses 12 mechanisms that drive benthic flux, and there are others, including 

tidal pumping [e.g. Wang and Davis, 1996; Sawyer et al., 2013] and density-bathymetry 

interactions [Konikow et al., 2013]. Most of these mechanisms are present in both limnic 

and marine environments. The fluxes associated with each mechanism vary in time and 

space [e.g. Riedl et al., 1972; Sawyer et al., 2013], and different drivers operate over 

different spatial scales. While these drivers may play important roles in particular 

settings, wave pumping, and currents-over-bedforms have been identified as the most 

important drivers of benthic exchange in coastal settings [e.g. Santos et al., 2012; Sawyer 

et al., 2013]. 

Coastal currents driven by tides, wind, and waves drive benthic flux by interacting 

with seabed bathymetry. This process has been investigated mostly in streams [e.g. 

Cardenas and Wilson, 2006; Cardenas and Wilson, 2007], but unlike currents in fluvial 
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environments, coastal currents change direction periodically as tides and winds change, 

which affects bedform shape. Pressure gradients induced by currents drive recharge in 

bedform troughs and discharge at peaks with exchange depths approximately equal to one 

bedform wavelength [Cardenas and Wilson, 2007; Elliott and Brooks, 1997; Thibodeaux 

and Boyle, 1987]. 

Surface gravity waves drive benthic exchange in coastal environments. Waves 

interact with bathymetry to drive recharge in the troughs between bedforms and discharge 

near bedform peaks [e.g. Huettel et al., 2003; Webb and Theodor, 1968; 1972]. 

Topography enhances wave-induced benthic flux across beds [Precht and Huettel, 2003], 

but wave-driven exchange also occurs over a flat seabed. In this mechanism, pressure 

oscillations associated with the peaks and troughs of surface gravity waves propagate 

along the seabed, which create pressure gradients in the aquifer that drive flow from 

high-pressure regions beneath wave crests to low-pressure regions beneath wave troughs 

[e.g. Reid and Kajiura, 1957; Riedl et al., 1972; King et al., 2009]. 

1.4 Methods to Quantify Benthic Exchange 

Benthic exchange rates have been measured in laboratory and field experiments, 

quantified with numeric models, and calculated from analytical solutions. Each of these 

methods has strengths and weaknesses, and each plays a role in achieving a greater 

understanding of benthic exchange and its effect on chemistry in coastal waters. 

Field and laboratory experiments permit measurement of the actual exchange 

process but are limited by the equipment and methods used in these measurements. 

Measuring these fluxes is difficult because relatively slow velocities and the short length 

and time scales of most exchange mechanisms necessitate high-resolution measurement 

equipment. Even with sensitive equipment, uncertainties may still be high. Nevertheless, 

a number of laboratory and field studies have successfully quantified rates, depths or 

residence times of benthic exchange driven by current-bed interaction [e.g. Elliott and 
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Brooks, 1997; Sawyer et al., 2011], waves [e.g. Yamamoto et al, 1978; Precht and 

Huettel., 2004], and other mechanisms. Field observations may help to identify processes. 

For instance, boils in surface water can indicate advective groundwater discharge [e.g. 

Moosdorf and Oehler, 2017], and wave pumping was initially considered following 

observations that seabed sediments were more oxic than could otherwise be explained 

[Riedl et al., 1972].  

Numerical models allow investigation of different exchange mechanism alone or 

together and are especially useful to understand systems that cannot be measured in the 

laboratory or field. Examples include effects of heterogeneity [e.g. Sawyer and Cardenas, 

2009], interacting mechanisms [e.g. Cardenas and Wilson, 2006], mechanisms with 

fluxes below sensor limits [e.g. Konikow et al., 2013], and a parameters range beyond 

what could be tested in a lab setting [e.g. Shum, 1992]. These models can vary in 

complexity to consider different governing equations, boundary conditions, and seabed 

morphology and aquifer characteristics. They can also be combined with chemistry 

models to understand reactive transport in the seabed aquifer [e.g. Shum, 1993; Cardenas 

et al, 2008; Bardini et al., 2012]. 

Analytical models are generally the easiest method to quantify benthic exchange 

rates, as they are typically based on hydrodynamic and seabed parameters that are 

relatively easy to measure. Analytical solutions have been developed to describe most of 

these benthic exchange drivers. For instance, wave-induced exchange may be calculated 

from wave parameters, water depth, and aquifer characteristics [e.g. Mu et al., 1999; 

King et al., 2009]. Analytical solutions are also generally relatively easy to solve, though 

some require numerical solution [e.g. Mu et al., 1999]. Analytical models must also be 

validated against field and numerical studies to confirm their veracity. These solutions 

consider fewer system characteristics, which may yield greater uncertainty than more 

complex numerical models. A strength, though, is that the simplicity of these models 

permits calculate benthic exchange rates over much larger areas than would be possible 
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with field measurements or numerical models [e.g. Riedl et al., 1972; King et al., 2012; 

Sawyer et al, 2013]. Results from these large-area models allows scientists and managers 

to place benthic exchange in the context of the larger system and to more accurately 

understand the effect of chemistry over a large area. 

1.5 Broader Significance 

Exchange of water through the benthic zone is a significant and dynamic 

component of estuarine fluid budgets that directly influences chemistry of surface water 

and groundwater. Quantifying benthic exchange rates and patterns is critical for 

understanding and managing processes that promote healthy coastal ecosystems.  
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INVESTIGATION OF SEEPAGE METER MEASUREMENTS IN STEADY 
FLOW AND WAVE CONDITIONS 

This work has been published as Russoniello, C. J. and Michael, H. A. (2015), 
Investigation of Seepage Meter Measurements in Steady Flow and Wave Conditions. 
Groundwater, 53: 959–966. doi:10.1111/gwat.12302 
Copyright © 2015 National Ground Water Association 

ABSTRACT 

Water exchange between surface water and groundwater can modulate or generate 

ecologically important fluxes of solute across the sediment-water interface. Seepage 

meters can directly measure fluid flux, but mechanical resistance and surface water 

dynamics may lead to inaccurate measurements. Tank experiments were conducted to 

determine effects of mechanical resistance on measurement efficiency and occurrence of 

directional asymmetry that could lead to erroneous net flux measurements. Seepage meter 

efficiency was high (average of 93%) and consistent for inflow and outflow under steady 

flow conditions. Wave effects on seepage meter measurements were investigated in a 

wave flume. Seepage meter net flux measurements averaged 0.08 cm/hr—greater than 

the expected net zero flux, but significantly less than theoretical wave-driven 

unidirectional discharge or recharge. Calculations of unidirectional flux from pressure 

measurements (Darcy flux) and theory matched well for a ratio of wave length to water 

depth <5, but not when this ratio was greater. Both were higher than seepage meter 

measurements of unidirectional flux made with 1-way valves. Discharge averaged 23% 

greater than recharge in both seepage meter measurements and Darcy calculations of 

unidirectional flux. Removal of the collection bag reduced this net discharge. The 

presence of a seepage meter reduced the amplitude of pressure signals at the bed and 
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resulted in a nearly uniform pressure distribution beneath the seepage meter. These 

results show that seepage meters may provide accurate measurements of both discharge 

and recharge under steady flow conditions and illustrate the potential measurement errors 

associated with dynamic wave environments.  

2.1 Introduction 

Water exchange between surface water and groundwater in saline and fresh 

environments impacts ecologically important solute fluxes (e.g. Johannes 1980; Slomp 

and van Cappellan 2004; Moore 2010). Measurement of these fluxes can be difficult 

because fluid and solute discharge patterns are heterogeneous (e.g. Michael et al. 2003; 

Rosenberry 2005; Rosenberry and Pitlick 2009), and discharge rates vary on temporal 

scales of seconds to decades (e.g. Anderson and Emmanuel 2010; Smith et al. 2009; 

Rosenberry et al. 2012; Sawyer et al. 2013). However, accurate measurements are critical 

for quantifying fluid and solute fluxes. Indirect methods are often used to estimate 

groundwater-surface water exchange (see e.g. Burnett et al. 2006; Rosenberry et al. 

2008). Methods include naturally-occurring tracers such as salinity (Ganju 2011), Ra and 

Rn (e.g., Corbett et al. 1997; Burnett and Dulaiova 2003), temperature (e.g. Johnson et al. 

2008; Henderson et al. 2009), Darcy calculations from in situ pressure measurements 

(e.g. Woessner and Sullivan 1984; Gardner et al. 2009; Kennedy et al. 2010), and 

subsurface electrical resistivity measurements (Stieglitz et al. 2008). The only method to 

directly measure these fluxes is with a seepage meter (e.g. Lee 1977; Rosenberry et al. 

2008). Seepage meters are inexpensive, enabling deployment at multiple locations for 

characterization of spatial and temporal distributions of water and conservative solute 

fluxes.  

Despite the utility of seepage meters, they can incur measurement error. 

Resistance, or head loss, through the seepage meter results in reduced mechanical 

efficiency: the percentage of the true flow that a seepage meter measures. Mechanical 
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efficiency measured in laboratory tests ranges from 57% (Erikson 1981) to 95% 

(Rosenberry and Menheer 2006). Flux asymmetry results when mechanical efficiency is 

greater for groundwater discharge than recharge (e.g. Lee 1977; Erikson 1981). Such 

asymmetry could partially explain higher rates of saline discharge than recharge often 

measured in the field (e.g. Michael et al. 2005; Martin et al. 2007; Santos et al. 2009), 

despite the expectation that these components of recirculated sea water should balance 

over some spatial and temporal scale. 

Wave and current interactions with seepage meters can drive excess flux that 

would not exist in calm waters (e.g. Cable et al. 1997; Rosenberry 2008; Smith et al. 

2009), leading to questions about seepage meter accuracy in dynamic surface waters (e.g. 

Shinn et al. 2002; King et al. 2009; Rosenberry et al. 2013). Though effects of currents on 

seepage meter measurements have been studied and quantified in a controlled laboratory 

setting (Libelo and MacIntyre 1994; Rosenberry 2008), wave impacts have not received 

similar attention. Wave-driven flux across the sediment-water interface (hereafter the 

bed) has been measured in the field at frequent intervals (seconds) (Smith et al. 2009), 

but over longer time scales (hours), wave height and net flux do not appear to be 

correlated (e.g. Cable et al. 2006). However, concurrent forces that could contribute 

additional flux, such as current-bed interactions or pumping by marine fauna cannot be 

controlled for in the field. While many studies have investigated wave-induced flux 

across the bare seafloor (e.g. Webb and Theodor 1968; Yamamoto et al. 1978; King et al. 

2009), to our knowledge wave-induced flux into seepage meters has not been 

investigated in the laboratory.  

The goal of this study was to examine seepage meter measurements in the 

presence of steady groundwater flow and surface water waves. The objectives were to: 

(1) determine the magnitude and asymmetry of mechanical efficiency of Lee-type 

seepage meters (Lee 1977) used by the authors in this and other studies and (2) determine 
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seepage meter-measured fluxes in the presence of waves and compare them to those 

calculated from pressure gradients and an analytical model.  

2.2 Methods 

2.2.1 Seepage Meter Design 

Seepage meters constructed from ends of 55-gallon steel drums (57 cm diameter, 

15 cm height) (see Russoniello 2012 for description) were installed with 5 cm headspace 

above the bed. Plumbing supplies and quick-connect fittings (minimum inner diameter 

(I.D.) of 0.95 cm) were used to attach 61 cm x 76 cm 2 mil thick polypropylene autoclave 

collection bags (approximately 40 L capacity), which were selected for durability and to 

minimize effects of bag rigidity and elasticity noted by Murdoch and Kelly (2003). 

Collection bags were purged of air after they were prefilled with water to minimize 

anomalous inflation (e.g. Shaw and Prepas 1989; Libelo and MacIntyre 1994). The bags 

were pre-filled with approximately 2 L water when net groundwater discharge was 

expected. Bags were filled to a capacity that ensured they would not dry (< 10 L) when 

net groundwater recharge was expected.  

2.2.2 Tank Experiments  

A series of tank experiments was conducted to determine the mechanical 

efficiency and asymmetry of the seepage meter design used in this and other studies 

(Russoniello et al. 2013; Sawyer et al. 2014) over a range of hydraulic gradients in both 

inflow and outflow directions. The tank, modeled after Belanger and Montgomery (1992) 

and Rosenberry and Menheer (2006), was constructed from a plastic cylinder (1.52 m 

diameter x 1.83 m tall; Figure A.1). A circular plywood diffuser (1 cm holes, ~8 cm 

spacing) was installed 10 cm above the tank bottom. 15 cm coarse (crushed) gravel, 15 

cm of fine (pea) gravel, and 60 cm sand were placed on top. Inlets/outlets through the 

tank walls were installed below the diffuser and above the sediment. A bucket hung 
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outside the tank was connected to the bottom inlet by a hose. A constant head was 

maintained in both the tank and bucket. In recharge experiments, tap water was allowed 

to overflow the tank and the bucket was lowered below the tank water level. In discharge 

experiments, tap water was allowed to overflow the bucket and the bucket was raised 

above the tank water level. The hydraulic gradient was controlled by changing the bucket 

elevation and was measured between the tank water surface and water level in a 

manometer tapped into the tank beneath the diffuser. Flux through the entire tank was 

measured by collecting discharge from the tank over a given time period – from the tank 

overflow pipe for discharge experiments and the bucket for recharge experiments (see 

Figure A.1). The flux through the tank was compared to flux through seepage meters to 

calculate a mechanical efficiency (Em): 

𝐸𝐸𝑚𝑚 =  100% × � 𝑞𝑞𝑠𝑠𝑠𝑠 
𝑞𝑞𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

�,  
 (2.1) 

where qsm is flux per unit area measured by seepage meter and qtank is flux per unit 

area through the tank. 

2.2.3 Wave Flume Experiments 

Flume experiments were conducted to measure wave-induced water exchange 

across the bed with and without seepage meters in a 20 m (length) x 1.22 m (height) x 1.5 

m (width) wave flume (Figure 2.1a; see Orzech and Kobayashi 1997 for flume 

description). Water depth and wave characteristics associated with each experiment are 

hereafter called wave parameter sets. A sand layer thickened from zero at the offshore 

end to approximately 70 cm at the onshore end. Wave-driven flux across the bed was 

determined near the flume midpoint (30 cm sand depth) using three methods: seepage 

meter measurement, calculation of Darcy flux from measured pressure gradients, and 

calculation from theory. The unidirectional, phase-averaged, theoretical wave-driven flux 

at a point along a flat planar bed can be calculated from King et al. (2009) as:  
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𝑞𝑞𝑡𝑡ℎ =
2𝐾𝐾𝐾𝐾 tanh2𝜋𝜋𝐿𝐿 𝑑𝑑

𝐿𝐿 cosh2𝜋𝜋𝐿𝐿 ℎ
   

 (2.2) 

where hydraulic conductivity (K), wave amplitude (a), wave length (L), water 

depth (h), and impermeable layer depth (d) are known (Figure 2.1a & d; Table 2.1). 
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Figure 2.1: Wave flume experimental set-up and wave-induced flux. a) Cross sectional 
schematic of wave flume with seepage meter and pressure sensors installed. 
b) Five seepage meter configurations (I-V). c) Diagram of terminology as 
illustrated by hypothetical data. Instantaneous flux is shown as solid red and 
blue lines, which are discharge and recharge components, respectively. 
Unidirectional flux (q) is the discharge or recharge component of flux 
averaged over multiple wave periods, plotted as dotted red and blue lines, 
respectively. Net flux is the period-averaged sum of the discharge and 
recharge flux components, plotted as a bold dashed black line. These 
hypothetical data illustrate an asymmetric scenario where discharge is 
greater than recharge. d) Diagram of wave parameters and location of 
recharge and discharge beneath a surface wave (adapted from King et al. 
2009). 
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Five wave parameter sets (A-E) (Table 2.1) with four unique values of non-

dimensional wave length (Lw = L/h) were chosen to span Lw = 5.2, the value associated 

with maximum theoretical flux (Equation 1.2). In two wave parameter sets Lw was 

equivalent but amplitude differed. For each wave parameter set, experiments were run 

with five configurations: no seepage meter (bare bed) (I), a seepage meter with no 

collection bag (II), a seepage meter with a collection bag (III), and a seepage meter and 

collection bag with an in-line 1-way valve (66% ± 2% efficiency; Appendix S1) oriented 

to capture discharge (IV) or recharge (V) only (Figure 2.1b). Configurations IV and V 

were suggested by King et al. (2009). Net flux, unidirectional discharge, and 

unidirectional recharge were measured with seepage meters in configurations III, IV and 

V, respectively (Figure 2.1c). The average value of 2 duplicate experiments (one for one 

hour and another for one-half hour) is reported for each wave parameter set. In 2 of 20 

experiments, the 1-way valve malfunctioned and the experiment was re-run. 

All 25 flume experiments (configurations I-V with wave parameter sets A-E) 

were also run for 7.5 minutes to measure pressure gradients. The differential pressure 

between six locations in the wave flume (Figure 2.1a) and an outside container with a 

water level equal to the still-water level of the flume (established by siphon after every 

calibration) was measured. The pressure difference between the ends of water-filled 0.16 

cm I.D. polyethylene vacuum tubing was measured with Validyne DP 15 sensors linked 

to a Validyne CD280 dual voltage modulator. The polyethylene tubing was routed 

through the sediment to the side wall of the flume to avoid interference that could affect 

measurements. Raw voltage was recorded at 20 Hz with a DATAQ DI-149 data recorder 

connected to a Windows PC. Voltage was converted to pressure by applying slope and 

intercept calibration values, which were determined daily or when measured still water 

levels between experiments had drifted. Pressure was measured by two sensors at the 

seepage meter center (S3 at the bed and S6 15 cm beneath the bed) and four sensors (S1, 

S2, S4, and S5) located along the bed 20 cm and 40 cm ahead of and behind the seepage 
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meter center (Figure 2.1a). Flux was calculated for each 20 Hz measurement interval 

(hereafter instantaneous flux; Figure 2.1c) from the measured pressure gradient between 

S3 and S6 and sediment K (2.1x10-4 ± 3.8x10-6 m/s; Appendix S1) using Darcy’s Law. 

This measurement of pressure difference across the top 15 cm likely somewhat 

underestimates flux since it is driven by the pressure gradient at the bed surface and the 

gradient decays with depth. This error varies across experimental conditions since the 

pressure signal decay with depth is dependent on wave parameters (e.g., Smith et al., 

2009). Unidirectional recharge and discharge components of Darcy flux were calculated 

as the average of the discharge or recharge component of flux over the 7.5 minute 

experiment (Figure 2.1c).  

There was an observed difference in bare-bed pressure wave amplitude among the 

five sensors (Figure 2.1; configuration I). While we would expect these bare-bed 

measurements to have a phase-offset, we would not expect measured the pressure wave 

amplitude and wavelength to vary among sensors. We interpret the discrepancies as 

measurement error, though there could be small spatial differences in amplitude. The 

average deviation from the mean amplitude for the 5 sensors ranged from -25% to 29%. 

However, the deviation from the mean for each sensor was consistent over the 

experiments (differing across experiments by only 7% on average). Because we compare 

only across seepage meter configurations (not between sensors), we do not expect that 

these differences significantly affected the comparisons. However, the differences do 

affect the absolute Darcy flux measurements. 

Table 2.1: Characteristics of the five wave parameter sets (A-E) in wave flume 
experiments.  

Wave Parameter Set Symbol Unit A B C D E 
Wave Period T s 1.00 1.00 1.00 1.30 1.75 
Wave Amplitude a m 0.052 0.049 0.032 0.045 0.036 
Mean Water Depth h m 0.305 0.270 0.270 0.270 0.270 
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Wave Length L m 1.38 1.33 1.33 1.89 2.68 
Relative Wavelength  Lw = L/h - 4.52 4.92 4.92 7.00 9.92 

2.3 Results 

2.3.1 Tank Experiments 

The mean mechanical efficiency of the three seepage meters (Equation 1.1) was 

98% ± 16%, 75% ± 9%, and 105% ± 18% (overall mean = 93%) over the range of 

hydraulic gradients (Figure 2.2). Because seepage meters were constructed with identical 

materials and efficiency was greater than 100% in some cases, we infer that much of the 

variability was due to sediment heterogeneity, which is consistent with previous tank 

studies (e.g. Belanger and Montgomery 1992; Rosenberry and Menheer 2006) and field 

studies (e.g. Michael et al. 2003; Cardenas et al. 2004; Rosenberry 2008). The significant 

effect of heterogeneity even in controlled tank experiments highlights the need for 

multiple seepage meters to characterize average flux in field investigations. 
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Figure 2.2: Measured flux through three seepage meters (SM1-SM3) and the tank for 14 
values of hydraulic gradient. The slope of the regression lines are the 
seepage meter efficiency. Corresponding correlation coefficients (R2) values 
are shown in the legend. Heavy grey line is the 1:1 line representing a 
seepage meter efficiency of 100%.  

Mechanical efficiency was consistent for individual seepage meters across the 

range of positive and negative hydraulic gradients (Figure 2.2). A t-test to determine 

whether the slope of mechanical efficiency vs. hydraulic gradient (determined by linear 

regression) was non-zero was rejected at the 95% level of significance. A t-test to 

determine whether the slope of mechanical efficiency vs. hydraulic gradient was different 

for values with positive and negative hydraulic gradients was rejected at the 99% level of 

significance. Thus, mechanical efficiencies were consistent across the range of tested 

hydraulic gradients and symmetric for inflow and outflow.  
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2.3.2 Wave Flume Experiments 

2.3.2.1 Seepage Meter Measurements of Wave-Induced Flux 

The net wave-driven flux measured by seepage meters should be zero since 

recharge should equal discharge. At high Lw values, net seepage meter discharge was at 

or near zero. However, in a few cases low net discharge was observed, with an overall 

average of 0.08 cm/hr (range of 0.0 to 0.2 cm/hr; Figure 2.3a). While this net flux can be 

considered an error or anomalous measurement, it is on average 6.5% of the wave-driven 

recharge or discharge as predicted by theory (Figure 2.3a). Thus, the seepage meter is not 

measuring only the discharge component of flow, and theoretical flux would be a high 

upper bound on wave-induced error. 
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Figure 2.3: Flume experiment data. a) Net flux measured with a seepage meter (SM) 
and unidirectional flux predicted by theory. b) Unidirectional flux obtained 
from pressure gradients (Darcy flux), seepage meter measurements, and 
theory. Letters at top denote the wave parameter set. Note that two wave 
parameter sets (B and C) have Lw values of 4.92, but are offset for clarity. 

2.3.2.2 Comparison of Methods to Measure Unidirectional Flux 

There were differences in unidirectional flux measured and calculated by the three 

methods (Figure 2.3b). Unidirectional fluxes calculated from vertical pressure gradients 

matched theoretical values well for low Lw, but were much larger for high Lw, conditions 

for which longer wavelengths relative to water depth likely resulted in greater disturbance 
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to surface wave orbitals (more interaction in Figure 2.3). Unidirectional fluxes measured 

by seepage meters with 1-way valves were always less than Darcy and theoretical 

unidirectional fluxes (37% and 46%, respectively). All three methods consistently yielded 

fluxes in the same direction. Wave-driven unidirectional discharge should theoretically 

equal recharge, but discharge averaged 23% greater than recharge in both seepage meter 

measurements and Darcy fluxes with a seepage meter (configuration III). Darcy-

calculated discharge was 33% greater than recharge across a bare bed (configuration I).  

We note that the 1-way valves likely induced measurement error. The presence of 

the 1-way valve disrupted the pressure beneath the seepage meter. This changed the flow 

system, causing flow to be diverted into or out of the seepage meter, depending on the 

configuration. This disruption, combined with the valve inefficiency (see Appendix S1) 

indicates that these 1-way valves are not ideal for characterizing 1-way fluxes with 

seepage meters. 

2.3.2.3 Effect of the Seepage Meter on Pressure and Flux Across the Bed  

The seepage meter affected pressure along the bed beneath it. The amplitude of 

pressure fluctuations inside the meter (S2, S3 and S4; Figure 2.1a) was on average 9% 

less and Darcy flux 13% less than along a bare bed for the same wave conditions. The 

presence of a seepage meter also reduced the spatial variation in pressure beneath it, 

observed as a reduced temporal phase offset in the pressure sensors. The phase offsets at 

S2 and S4 relative to S3 over a bare bed were -0.25 s and -0.16 s on average, 

respectively. However, beneath a seepage meter, the offsets were reduced to nearly 

zero—averages were -0.07 s and 0.00 s at S2 and S4, respectively. This indicates that the 

pressure along the bed inside the seepage meter was nearly uniform at a given time. The 

presence of the collection bag also affected measurements. The skew measured with the 

pressure sensors was greater with a bag attached; discharge exceeded recharge by 7% 

without a bag and 23% with the bag. 
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2.4 Discussion  

Our measurements show that waves can induce anomalous net flow into seepage 

meters. These fluxes may be near zero or within measurement error, which is 

approximately 0.02 cm/hr for a two-hour measurement period for the scales used in this 

study. Measured wave-induced net fluxes (average 0.08 cm/hr) were similar in magnitude 

but less than field measurements made with the same seepage meters (values averaged 

0.5 cm/hr in Russoniello et al., 2013 and 0.3 cm/hr in Sawyer et al., 2014) and with other 

seepage meters in a range of settings (see review in Taniguchi et al. 2002). Conditions 

during field deployments with our seepage meters were much lower energy than flume 

conditions (5 cm amplitude waves in 30 cm of water for the case with the greatest net 

flux). In other field studies, wave heights often exceed those in the flume experiments 

[e.g. Cable et al., 2006; Smith et al., 2009]. However, water depths are generally also 

greater [e.g. Lee, 1977; Cable et al., 2006; Santos et al., 2009]. Because wave amplitude 

and water depth have opposite effects on wave-driven flux, these factors tend to offset. 

Anomalous net wave-induced flux may result if mechanical efficiency varies with 

either flux magnitude or direction. Waves become non-sinusoidal in shallow water (h< 

½L) with peaks that are larger and of shorter duration compared to troughs. Beneath such 

waves, a seepage meter with reduced mechanical efficiency at greater fluxes would 

preferentially impede recharge, resulting in a net discharge measurement. Greater 

efficiency in the discharge compared to recharge direction (as would occur if the 

collection bag collapsed over the tube, for example; e.g. Asbury 1990) would also result 

in net discharge measurement in spite of net-zero actual flux. Tank experiments 

demonstrated that our seepage meters were not prone to these mechanical inefficiencies 

in still water, but such inefficiencies may occur in more dynamic settings and have been 

observed in other studies (e.g. Lee 1977; Erikson 1981). 

Mechanical efficiency is impacted by seepage meter design. Mechanical 

efficiency was relatively high for the seepage meters used in this study (see compilation 
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in Rosenberry and Menheer 2006), likely because the large I.D. hose and fittings used in 

construction reduced head loss and turbulence (e.g. Rosenberry et al. 2008). The 

Reynold’s Number (Re) for flow in the hose fittings is: 

𝑅𝑅𝑅𝑅 = 4 𝑞𝑞 𝐴𝐴𝑠𝑠𝑠𝑠
𝜋𝜋 𝜈𝜈 𝐷𝐷𝐹𝐹

   
 (2.3) 

where q is the flux across the bed within the seepage meter area, Asm is the 

seepage meter area, DF is the hose fitting inner diameter, and ν is the kinematic viscosity 

of the water. In the wave flume, the flow rate through the 0.95 cm I.D. seepage meter 

outflow tubes was always below the 28 cm/hr required to ensure laminar flow (Re < 

2300; White 2003). In studies where seepage meters had smaller 0.56 cm I.D. fittings 

(e.g. Erikson 1981; Belanger and Montgomery 1992), flow must remain below 16 cm/hr, 

which is close to the maximum instantaneous flux calculated from pressure gradients in 

our flume experiments (12.5 cm/hr). Because seepage meter design impacts turbulent 

flow, inner diameters for all hose fittings should be reported. 

Anomalous flux may also be caused by interactions between waves and the 

collection bag. The bags in this study were above wave base in the shallow flume and 

visibly disturbed by passing waves. Pressure gradients were measurably different with the 

bag than without it, so it is likely that a bag-related mechanism is partially responsible for 

the anomalous discharge measurements (possible solutions are discussed in Rosenberry et 

al. 2008). Collection bag characteristics affect seepage meter measured flux (e.g. 

Murdoch and Kelly 2003; Libelo and Macintyre 1994), and likely also influence wave-

induced artifacts. Such artifacts should be negligible if seepage meters are deployed in 

deeper water and calm conditions. 

 In settings where the salinity of discharging water is variable and different 

from that of the surface water, seepage meters are often used to measure the salinity of 

the discharging water (e.g. Michael et al. 2005; Mulligan and Charette 2006; Martin et al. 

2007). Wave pumping may result in errors in this salinity measurement. In such settings, 
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often coastal, the salinity of the pre-filled water in the bag is generally different than that 

of the discharging water, so determination of discharge salinity requires a measurement 

of both volume and salinity of the bag before and after deployment.  The calculation of 

discharge salinity from these measurements requires two assumptions. The first 

assumption is that the salinity of water in the seepage meter headspace is equivalent to 

the salinity of the discharging water. This requires an equilibration period during which 

groundwater discharging into the seepage meter completely replaces surface water 

trapped in the headspace during seepage meter installation. Waves may induce mixing 

between saline surface water and fresher water within the seepage meter headspace 

during this equilibration period because there is no collection bag to prevent mixing; this 

could prevent complete equilibration of the headspace. Incomplete flushing would result 

in measured discharge with salinity higher than the true value. The second assumption is 

that water pre-filled in the collection bag does not mix back into the headspace during 

measurement. If waves induce such mixing, and if pre-filled water is more saline than 

discharging groundwater, measured discharge salinity would be lower than the true value. 

2.5 Conclusion 

This study shows that (1) these seepage meters are slightly inefficient, but equally 

so in both recharge and discharge directions under steady-flow conditions, (2) dynamic 

interactions between waves and a seepage meter induce a small anomalous net flux under 

some wave conditions that, when measurable, is much less than theoretically-predicted 

unidirectional fluxes, and (3) wave-induced discharge can exceed recharge, despite the 

symmetry observed in steady-flow tank experiments. These results provide insight into 

the utility of seepage meters deployed in field settings, especially coastal environments 

where waves are common. Improved understanding of seepage meter functioning and 

wave influence will lead to better interpretation of field measurements and improved 



 24 

estimation of fluid and chemical fluxes between aquifers and adjacent surface water 

bodies. 
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ABSTRACT 

Hydrodynamically-driven benthic exchange of water between the water column 

and shallow seabed aquifer is a significant and dynamic component of coastal and 

estuarine fluid budgets. Associated exchange of solutes promotes ecologically important 

chemical reactions, so quantifying benthic exchange rates, depths, and residence times 

constrains coastal chemical cycling estimates. We present the first combined field, 

numerical, and analytical modeling investigation of wave-induced exchange. Temporal 

variability of exchange was calculated with data collected by instruments deployed in a 

shallow estuary for 11 days. Differential pressure sensors recorded pressure gradients 

across the seabed, and up-and down-looking ADCPs recorded currents and pressures to 

determine wave parameters, surface-water currents, and water depth. Wave-induced 

exchange was calculated 1) directly from differential pressure measurements, and 

indirectly with an analytical model based on wave parameters from 2) ADCP and 3) wind 

data. Wave-induced exchange from pressure measurements and ADCP-measured wave 

parameters matched well, but both exceeded wind-based values. Exchange induced by 

tidal pumping and current-bedform interaction – the other primary drivers in shallow 

coastal waters was calculated from tidal stage variation and ADCP-measured currents. 

Exchange from waves (mean = 20.0 cm/d; range = 1.75 to 92.3 cm/d) greatly exceeded 
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exchange due to tides (mean = 3.7 cm/d) and current-bedform interaction (mean = 

6.5x10-2 cm/d). Groundwater flow models showed that aquifer properties affect wave-

driven benthic exchange: residence time and depth increased and exchange rates 

decreased with increasing hydraulic diffusivity (ratio of aquifer permeability to 

compressibility). This new understanding of benthic exchange will help managers assess 

its control over chemical fluxes to marine systems. 

3.1 Introduction 

Estuaries and coastal seas are ecologically important systems that host diverse 

biological assemblages and reactive mixing zones driven by land-sea chemical gradients. 

Seabed sediments host high rates of chemical reactivity, and hydrodynamic mixing of 

water and solutes between seabed sediments and the overlying water column is an 

essential control on solute fluxes and reaction rates in these coastal ecosystems. In this 

work, we describe such mixing as benthic exchange, as defined in Boano et al. (2014). 

The benthic zone reactivity resulting from such hydrodynamic exchange has important 

effects on carbon and nitrogen cycling [e.g. Shum and Sundby, 1996]. Benthic 

photosynthesis generates organic carbon at rates that equal or vastly exceed those of the 

overlying pelagic zone [e.g. Huettel et al., 2014; Nelson et al., 1999] by exploiting the 

high terrestrial-sourced nitrogen concentrations. On a larger scale, remineralization 

within sandy coastal sediments may account for 4–13% of total respiration on continental 

shelves [Huettel et al., 2014], and 44% of global denitrification is hosted within 

continental shelf sediments [Seitzinger et al., 2006]. Clearly, understanding benthic 

exchange of fluid and solutes and quantifying the reaction rates accompanying such 

exchange is crucial for quantifying and managing nutrients and other chemicals in our 

coastal waters. 

Solute reaction rates and removal efficiency are controlled by benthic exchange 

rate, exchange depth, and the residence time of water in these shallow seabed aquifers 
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[e.g., Seitzinger et al., 2006]. Benthic exchange rates control the flux of solutes to the 

benthic exchange zone [e.g. Sawyer, 2015]. Benthic exchange depth, which defines 

reaction zone volume, is controlled by the length and time scales of the hydrodynamic 

forcing mechanism [e.g. Jeng et al., 2001; Shum, 1993; Cardenas and Wilson, 2006] as 

well as the aquifer depth [e.g. Harrison et al., 1983; King et al., 2009] and hydraulic 

diffusivity [e.g. Jeng et al., 2001; Mu et al., 1999; Ferris, 1952], a ratio relating aquifer 

permeability to compressibility. Residence times, controlled by benthic exchange rates 

and depths, determine the time available for reactions to occur – removal efficiency is 

highest along shallow flowpaths with short residence times when the residence timescale 

matches the reactions timescale [Harvey et al., 2013; Gomez-Velez et al., 2015]. These 

three controls all vary with spatial and temporal pressure variations induced by surface 

water hydrodynamics, which in turn depend on the seabed morphology and hydraulic 

properties of the shallow aquifer [e.g. Elliott and Brooks, 1997; Reid and Kajiura, 1957; 

Merritt et al., 2004]. Furthermore, exchange rates are especially high in dynamic 

estuarine and coastal waters because of shallow water depths and variable bathymetry, 

dynamic weather and tides, and a highly permeable seabed [e.g. Santos et al., 2012; 

Sawyer et al., 2013]. Therefore, quantifying these three physical controls – benthic 

exchange rates, depths, and residence times — is crucial for understanding chemical 

cycling in coastal waters. 

Currents [e.g. Ziebis et al., 1996], tides [e.g. Merritt et al., 2004], and waves [e.g. 

Thibodeaux and Boyle, 1987], have been identified as major hydrodynamic drivers of 

benthic exchange in shallow coastal waters. Tidally-induced exchange is easily 

quantifiable because tides are predictable and easily measured, and the resulting 

exchange is unidirectional over measurement timescales and relatively uniform in space 

[e.g. Michael et al., 2003; Sawyer et al., 2013]. Exchange induced by waves and currents 

is more difficult to quantify because they vary at small spatial and temporal scales that 

are difficult to measure, and because gross fluxes can be large, though net fluxes are zero 
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[e.g. Riedl et al., 1972; Santos et al., 2012]. Analytical and numerical models are 

excellent tools with which to estimate rates of exchange, especially over large areas [e.g. 

Riedl et al., 1972; King, 2012; Sawyer et al., 2013]. However, these predictions require 

assumptions that may not always be reasonable, and depend on the available temporal 

and spatial resolution of field measurements of controlling parameters. These fluxes 

cannot be directly measured with traditional seepage meters because they cannot resolve 

the temporal and spatial scales associated with waves, seabed currents, and bedforms 

[e.g. Rosenberry 2008; Smith et al., 2009; Russoniello and Michael, 2014], though 

automated seepage meters have resolved wave-induced flux variations at temporal 

resolutions as short as 15 seconds [Rosenberry and Morin, 2004]. Heat can be used as a 

tracer to estimate fluxes and exchange depth, but it cannot be used to separate the 

components of exchange linked to different drivers [e.g. Wilson et al., 2016] and 

temperature-based methods lack the spatial (centimeters) and temporal (seconds) 

resolution to resolve exchange from individual waves [e.g. Briggs et al., 2012]. 

Radioactive tracers such as Ra and Rn are unable to measure benthic exchange because 

the short residence times associated with the driving mechanisms are less than required to 

reach tracer equilibrium [e.g. Michael et al., 2011]. Other methods, such as eddy 

correlation measurements [e.g. Crusius et al., 2008; Berg et al., 2009], can determine 

chemical fluxes near the seabed, but resolve fluxes on timescales much longer than those 

of benthic exchange. While fluxes may be determined from accurate measurements of the 

seabed pressure gradients or water column current velocities, such measurements require 

high temporal and spatial resolution, and the sensors must incur no large observer effect 

on the measured pressure gradients—a set of conditions which heretofore has been met 

only in laboratory conditions [e.g. Yamamoto, 1978; Sawyer, 2011; Russoniello et al., 

2015]. 

Studies have used analytical models informed by environmental data to 

investigate the relative importance of different benthic exchange mechanisms at estuarine 
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[e.g. Sawyer et al., 2013] and global [e.g. Santos et al., 2012] scales. However, these 

estimates have not been based on site-specific field data, as no study has measured the 

magnitude or temporal variability of wave-induced benthic exchange and its driving 

forces in the field at any scale. In this study, we calculated benthic exchange rates, depths 

and residence times from high-resolution measurements of seabed pressure gradients and 

water column velocity profiles at a typical coastal site. We calculated absolute and 

relative exchange rates and examined temporal variability in benthic exchange induced 

by waves, tides, and currents. We also compared a number of different methods to 

calculate wave-induced benthic exchange in order to assess the accuracy of each in 

relation to the difficulty and cost of implementation. Finally, we investigated how the 

parameters most relevant for reactivity - wave-induced benthic exchange depths and 

residence times - vary with changing environmental conditions using numerical models. 

Ultimately these findings will inform geochemists and managers about benthic exchange 

and its effect on coastal chemical cycling and nutrient fluxes. 

3.2 Background 

3.2.1 Field Site 

Indian River Bay, one of the Delaware Inland Bays, is a shallow (<3m depth), 

microtidal (range ≈ 0.5m) bay with an area of 37.9 km2 (Figure 3.1). The Inland Bays 

host tourism and fisheries that are economically important to the State of Delaware [e.g. 

Latham and Lewis, 2012], but the bays have been subject to environmental declines 

linked to eutrophication due to development of nearby communities and historic and 

current agricultural activity [e.g. Walch et al., 2016]. Previous studies have characterized 

the onshore and offshore hydrogeologic system at this site [e.g. Bratton, 2004; 

Russoniello et al., 2013; Sawyer et al., 2014; Andres et al., 2017]. 
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Figure 3.1: Site map. a.) State of Delaware, USA. Diamonds indicate 3 weather stations. 
b.) Holts Landing field site and vicinity. Star indicates tripod location. Dark 
shaded region indicates area from which wind fetch reaches tripod. 

3.2.2 Analytical and Empirical Equations for Calculation of Benthic Exchange 
Rates 

Sawyer et al. [2013] identified waves, current/bedform interactions, and tides as 

the main physical drivers of benthic exchange in the Inland Bays (Figure 3.2). In this 

study, benthic exchange due to waves, current/bedform interactions, and tides are 

quantified using hydraulic gradients calculated from measured pore pressures and by 

applying measured hydrodynamic and environmental data to analytical and empirical 

equations. The equations used to calculate the exchange rates are given below. 
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Figure 3.2: Schematic illustrating benthic flux drivers, groundwater flowpaths, and 
parameters controlling each driver for a.) waves, b.) currents over bedforms, 
and c.) tidally-induced benthic exchange. d.) Representation of terms used to 
describe different components of wave-induced benthic exchange. See 
section 3.1.3 for a description of these terms. 

Waves over a flat seabed drive surface water into the benthic zone beneath the 

wave peak (high head) out beneath the wave trough (low head) (Figure 3.2a). An 

analytical solution for wave-induced benthic exchange (qw) across a flat seabed was 

developed by King et al. [2009]: 

𝑞𝑞𝑤𝑤 = 𝐾𝐾ℎ𝑤𝑤
𝐿𝐿𝑤𝑤 cosh2𝜋𝜋𝜋𝜋𝐿𝐿𝑤𝑤

    (3.1) 

where K is hydraulic conductivity, hw is wave height, Lw is wavelength, and d is 

water depth. Wavelength was calculated using the dispersion equation: 

�2𝜋𝜋
𝑇𝑇𝑤𝑤
�
2
≈ 𝑔𝑔 2𝜋𝜋

𝐿𝐿𝑤𝑤
tanh �2𝜋𝜋

𝐿𝐿𝑤𝑤
𝑑𝑑�   (3.2) 
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where Tw is wave period and g is gravity. 

Wave period and wave height may be estimated from water depth, wind speed 

(W), and fetch (X) using empirical equations developed for a lake similar in fetch and 

depth to the Delaware Inland Bays [Young and Verhagen, 1996]. This approach is similar 

to that of Sawyer et al. [2013] except that we use measured, rather than modeled, water 

depths. . 

𝑇𝑇𝑤𝑤 = 7.52𝑊𝑊
𝑔𝑔

�tanh(0.331δ1.01) tanh � 0.0005215χ0.73

tanh(0.331δ1.01)��
0.37

  (3.3) 

ℎ𝑤𝑤 = 0.241𝑊𝑊2

𝑔𝑔
�tanh(0.493δ0.75) tanh � 0.00313χ0.57

tanh(0.493δ0.75)��
0.87

  (3.4) 

where χ is dimensionless fetch (χ =Xg/W2) and δ is dimensionless water depth (δ 

=dg/W2). We used local depth, corrected for tide, rather than fetch-averaged depth, as Tw, 

and hw were relatively insensitive to water depth over the fetch in this shallow estuary 

[Sawyer et al., 2013]. 

Currents over bedforms induce flux across the seabed due to the head difference 

between the up-current and leeward sides of individual bedforms (Figure 3.2b). The 

amplitude of head variation (ab) due to current passing over periodic bedforms was 

described empirically by Fehlman [1985]: 

𝑎𝑎𝑏𝑏 = 0.28 𝑈𝑈2

2𝑔𝑔
�
� ℎ𝑏𝑏
0.34𝑑𝑑

�
3
8�    ℎ𝑏𝑏/𝑑𝑑 ≤ 0.34

� ℎ𝑏𝑏
0.34𝑑𝑑

�
3
2�    ℎ𝑏𝑏/𝑑𝑑 ≥ 0.34

     (3.5) 

where U is mean flow velocity in the water column, hb is bedform height and g is 

gravity. The benthic exchange induced by interactions between currents and bedforms 

(hereafter: current-induced) was described by Elliott and Brooks [1997]: 
𝑞𝑞𝑏𝑏 = 2𝐾𝐾𝑎𝑎𝑏𝑏

𝐿𝐿𝑏𝑏
, (6) 



 33 

Tides induce benthic exchange because the compressible aquifer stores and 

releases water back to the water column as tides rise and fall (Figure 3.2c). Tide-induced 

benthic exchange was calculated as [Sawyer et al., 2013]:  

𝑞𝑞𝑡𝑡 = 2 sin �𝜋𝜋
4
� 𝑎𝑎𝑡𝑡𝐾𝐾(1−𝛾𝛾)

�𝜋𝜋𝜋𝜋𝑇𝑇𝑡𝑡
  (3.7) 

where Tt is the tidal period, at is the tidal amplitude, γ is the loading efficiency and 

D is hydraulic diffusivity (K/Ss), where Ss is specific storage of the aquifer sediments.  

We assigned a γ of 0.9 as in Sawyer et al. [2013], which is a reasonable value for 

sediments [e.g. Wang, 2000; Younger, 1993] (Figure B.1). 

3.3 Methods 

3.3.1 Field Instrumentation and Data Collection 

3.3.1.1 Seabed Hydraulic Properties 

 A grain size analysis was performed on 5 seabed sediment samples 

collected near the tripod. Sediments were collected using a 5 cm x 20 cm bucket auger 

and were oven-dried at 80 degrees overnight before being sorted with -1, 0, 1, 1.5, 1.75, 

2, 2.5, 2.75, and 3 phi sieves. K values for each sample were determined with an Excel 

spreadsheet, HydrogeoSieveXL [Devlin, 2015], which calculates K from grain size with 

15 different methods and informs the user whether the sediment statistics permit the use 

of each method for that sample. Hydraulic conductivity values calculated from grain size 

analysis for six sediment samples averaged 27.5 ± 4.0 m/d and ranged from 22.2 to 32.4 

m/d (See supplemental appendix A for full analysis results).  These values are consistent 

with the observed medium-coarse nature of the seabed sand [e.g. Fetter, 2001]. We 

assigned each sample a K value equal to the arithmetic mean K value (27.5 m/d) of all 

methods and applied the mean of these means as the K value for all calculations and 

models throughout this study.  
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3.3.1.2 Tripod 

An instrument tripod was constructed and installed offshore of Holts Landing 

State Park in Indian River Bay, DE, USA to measure surface water wave and current 

parameters and pressure gradients across the seabed from which benthic exchanges could 

be calculated (Figure 3.3). The sensor tripod was deployed ~70 m from the coastline in 

water that averaged ~1 m depth (Figure 3.1, 3.3). Three 3.8 cm diameter 6 m long steel 

pipes were vibrated 3 m into the seabed to form an equilateral triangular footprint with 

2.5 m sides. These 3 pipes were connected by four 3 m horizontal pipes which stabilized 

the uprights and provided mounting points for sensors. The tripod and associated sensors 

were deployed and collected data between 16 and 27 October 2014. 
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Figure 3.3: Field deployment schematic illustrating tripod components including frame, 
up- and down-looking ADCPs, six differential pressure sensors within a 
pole-mounted waterproof case, associated tubing, and locations of tubing 
orifices. The orifices for two sensors – both a shallow (0-4 cm) and a deep 
(0-14 cm) – were located at locations 1, 2 and 3. Inset illustrates how tubing 
for both a shallow (red) and deep (blue) tubing was installed and anchored 
using an aluminum rod at each of the three locations. Differential pressures 
were measured between tube ends in shallow (sensors 1s, 2s and 3s) and 
deep (sensors 1d, 2d, and 3d) tubes. Note that data from only five sensors is 
presented because data from the deep sensor at location 3 (3s) was 
erroneous. 

3.3.1.3 Differential Pressure Measurements 

Six Validyne P24 differential pressure sensors were deployed to measure pressure 

gradients across the seabed [Validyne, 2014]. In these sensors, a difference in pressure 

between the two ports induces flexing in a metal diaphragm, which in turn produces a +/- 
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5 V analog DC output with an error equivalent to 0.250% of full scale. We selected ‘dash 

28’ diaphragms with a 56 cm H2O range, so that each sensor has an error of 1.4 mm H2O. 

A length of polyethylene tubing (approximately 6 m x 1/16” inner diameter and 1/8” 

outer diameter) was attached to both the positive and negative orifices of each differential 

pressure sensor so that pressures were measured between the positive and negative tubing 

ends. Tubing and sensors were filled with degassed water (hot tap water further degassed 

by applying negative pressure with a syringe) to minimize compressibility between the 

orifice and diaphragm. The translucent tubing was examined immediately before 

deployment to confirm that no bubbles were present. Analog voltage signals from the 

differential pressure sensors were digitized and logged with a Campbell CR1000 logger 

at 10 Hz. The differential pressure sensors, logger, and two 12 v batteries were mounted 

in a waterproof case installed well above the high tide level on an upright pole of the 

tripod (Figure 3.3). Prior to deployment, each sensor was zeroed and a calibration curve 

between pressure and voltage was established for each sensor.  

The six differential pressure sensors were deployed in 3 pairs of 2 to measure 

differential pressure between 0 and 4 cm depth and 0 and 14 cm depth at three locations. 

Hereafter, each differential pressure sensor is described first by the mounting rod to 

which the tubing was attached (1, 2 or 3) and then by the depth of the lower tube “s” (for 

shallow) or “d” (for deep), such that the 6 differential pressure sensors are described as 

1s, 1d, 2s, 2d, 3s, and 3d. Prior to deployment, tubing ends were firmly attached to three 

0.5 m long aluminum mounting rods (Figure 3.3 inset) and tubing orifices were wrapped 

in fine nylon screen material. The mounting rods were pushed vertically into the seabed, 

taking care not to damage the tubing, until the upper orifice of each tube was level with 

the seabed. The three mounting rods were spaced 1 m apart in a triangular pattern. The 

twelve tubes were routed through a trench to the base of the tripod and up the tripod leg 

to the waterproof case. A burst of data was recorded at 10 Hz for 6 minutes every hour, 

on the hour, resulting in 2400 differential pressure measurements per sensor per hour – a 
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total 4,680,000 differential pressure values over the 11-day deployment. Sensor 3s had a 

clear and large drift during the deployment and data from that sensor was discarded, thus 

we only present data from the remaining 5 sensors. 

Voltage data was converted to differential pressure by applying the calibration. 

Hydraulic gradients calculated from this differential pressure were used with Darcy’s law 

to calculate uncorrected instantaneous exchange (Figure 3.2d). A sixty-second moving 

average was calculated and subtracted from uncorrected instantaneous exchange to 

calculate instantaneous exchange. By subtracting the moving average, pressure gradients 

that remain constant over time scales longer than one-minute are removed (possibly 

induced by tides, persistent currents, terrestrial gradients, or drift in the pressure sensor). 

The positive and negative values of instantaneous exchange are instantaneous discharge 

and recharge, respectively. The magnitudes of burst-averaged instantaneous discharge 

and recharge are equal, describe the same value (qw) as Equation 3.1, and are thus 

referred to as wave-induced benthic exchange. This value describes the one-way benthic 

exchange induced by waves into or out of the seabed. 

3.3.1.4 ADCP Data 

Two 2 MHz Aquadopp HR Acoustic Doppler Current Profilers (ADCP) were 

mounted to the tripod crossbars to measure velocity profiles, water depth as it varied with 

tide, and to calculate wave parameters [Nortek, 2010]. The ADCPs internally logged 

three orthogonal velocity vectors (east, north, and up) and pressure for each depth 

interval or bin of each profile. All calculations using parameters measured by the ADCPs 

were based on this ‘east, north, up’ data. The compass built into each ADCP was 

calibrated immediately prior to deployment. In order to prevent interference between the 

sonars, one ADCP recorded a ‘burst’ of data every 60 minutes on the hour while the other 

ADCP recorded every 60 minutes on the half hour. Tide-induced benthic exchange 

values were calculated with tide elevation (from ADCP pressure data) and equation 3.7. 
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A tidal amplitude was determined for each ebb and flood tide from which tide-induced 

exchange rates were calculated. 

An up-facing ADCP was mounted to the instrument frame to measure velocity 

profiles in the water column, with the ADCP head 0.21 cm above the seabed. Twelve 

bins were spaced at 10 cm with a 20 cm blanking distance. Bursts of data were recorded 

at 4 Hz for 10 minutes every hour on the half-hour. The values recorded by this ADCP 

were linearly interpolated from the nearest value ahead of and behind the hour for direct 

comparison. The PUV method was used to estimate wave parameters (Tw and hw) and 

wave direction from pressure (P) and the two horizontal velocity components (𝑢𝑢�⃗  and 𝑣⃗𝑣) 

[Nortek 2010]. Pressure and the average velocities from cells 2 through 4 (depth range = 

51 to 81 cm above seabed) were used for these calculations. The wave period for each 

burst was also calculated with two additional methods: 1) from a Fourier Transform of 

differential pressure sensor data for each burst, and 2) from the frequency of peaks in the 

smoothed ADCP pressure signal. The three methods matched well, and the PUV-derived 

Tw value was assigned in all except 41 of the 260 bursts, in which the PUV script could 

not assign a Tw value. In these 41 bursts the average value from the peaks and differential 

pressure methods was assigned as the Tw value. Wave-induced benthic exchange was 

calculated from these data and Equations 3.1 and 3.2 for each burst and compared to 

benthic exchange calculated from differential pressure sensor data. Wave-induced benthic 

exchange calculated from ADCP-derived wave parameters is hereafter the ADCP 

method. 

A second down-facing ADCP was mounted to the tripod to measure currents at 

the seabed. The head was 75 cm above the seabed and directly above pressure sensor 1s 

and 1d. The blanking distance was set to 10 cm and bin spacing was set to 2 cm for a 

total of 33 bins.  Data was logged at 1 Hz in 5 minute bursts every hour on the hour. The 

tide level dropped below the ADCP head during three low tides with corresponding gaps 

in data. Mean flow velocity (U) for each burst was calculated from the middle one-third 
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of the down-looking ADCP velocity profile in order to remove noisy data at the profile 

top and bottom linked to low tide and bin-overlap with the seabed. Current-induced 

benthic exchange was calculated using Equations 3.5 and 3.6 from these data and, 

because we did not measure bedform dimensions, across a reasonable range of Lb and hb 

values (Lb=0.01 to 0.5m, hb=0.01 to 0.1 m). 

3.3.2 Wind Data 

Wave-induced benthic exchange was also calculated from wind velocity and 

direction data collected at the three nearest National Weather Service weather stations 

during October 2014 [NCDC, 2016]. Georgetown, DE (GED, 929 records), Ocean City, 

MD (OXB, 976 records), and Salisbury, MD (SBY, 969 records) were 43.5, 23.0, and 

31.6 km from the study site, respectively (Figure 3.1a). Wind fetch was measured in 

Google Earth as the distance between the tripod and the far shore for all compass 

directions (Figure 3.1b) and assigned based on measured wind direction (10 degree 

resolution). Wind velocity and direction data was processed with equations 3.2, 3.3, and 

3.4 to obtain wave parameters, which were used in equation 3.1 to obtain wave-induced 

benthic exchange values. These were compared to wave-induced benthic exchange 

calculated from differential pressure sensors and ADCP data. Wave-induced benthic 

exchange calculated from wind-derived wave parameters is hereafter the wind method. 

Wind records are recorded at irregular intervals (47 minute average), so for comparison 

to other measurements collected on the hour, wind-based wave-induced benthic exchange 

rates were linearly interpolated from the nearest value ahead and behind the hour. 

Numerical groundwater flow modeling 

Transient groundwater flow models were constructed using MODFLOW-2005 

[Harbaugh et al., 2000] to investigate the effects of wave parameters, water depth, and 

aquifer parameters (Ss and K) on groundwater velocities, benthic exchange zone depth, 

and residence times in seabed aquifers under the influence of waves. A sensitivity 



 40 

analysis showed that wave-induced flux depends on hydraulic diffusivity (D=K/Ss) rather 

than K or Ss alone, so the field-measured K value was held constant in all model runs 

while Ss was varied. 

A total of 2080 MODFLOW simulations were constructed and run to represent 

wave conditions of each of the 260 measured bursts and for each of eight values of Ss. . 

Each set of 260 models was assigned a single Ss value from 10-2 to 10-5.5 m-1 at half-

magnitude intervals (Figure B.1). Three model sets (Ss = 10-2, 10-3, and 10-4 m/s) are 

presented in greater detail herein than the other five sets. 

Each 2-D cross-sectional MODFLOW model (100 layers by 120 columns) was 

assigned a thickness of Lw, which is twice the depth of Lw/2 expected for wave-induced 

benthic exchange [e.g. King 2009] (Figure 3.4). Model columns were assigned a width of 

Lw/40 and each stress period (1 timestep per stress period) was assigned a duration of 

Tw/20 (i.e. waves are each 40 cells wide and 20 stress periods long). Each model was run 

for Tw*50 seconds, or 1000 stress periods. Results were calculated based on one 

wavelength in the middle of the domain (columns 41-80) to avoid potential edge affects 

along the model boundaries, and the last wave period (stress periods 981-1000) to ensure 

that dynamic steady state had been achieved. 
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Figure 3.4: Modflow model schematic of geometry and boundaries. 

For each stress period, a wave-induced hydraulic head was prescribed to all cells 

across the top model layer using the MODFLOW “Time-Variant Specified-Head” 

package [Harbaugh et al., 2000]. The space- and time-varying seabed pressure value was 

calculated with linear wave theory [e.g. King et al., 2009], which depends on Tw, hw and 

d. In each stress period, the wave pressure signal on the seabed migrated a distance 1/20 

Lw (1 column). The pressure signal therefore repeated after one wave period. All other 

model boundaries were prescribed as zero flow. 

For each model, a representative residence time (Rk) was calculated for each layer 

(k) as: 

𝑅𝑅𝑘𝑘 = ∑ 𝑉𝑉𝑘𝑘
|𝑄𝑄𝑤𝑤��⃑ |�������𝑘𝑘

𝑛𝑛=1    (3.8) 

where Vk is the volume of a cell in layer k, and |𝑄𝑄𝑤𝑤��⃑ |������ is the mean magnitude of the 

vertical component of wave-induced groundwater flow measured across the top boundary 

of cells in that layer. The Rk value may be considered a description, on average, of the 
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age of water at a certain depth. This calculation makes several assumptions and it is not 

intended to be an exact value of residence time. However, Rk is a useful indicator to 

identify how wave and aquifer parameters affect the residence time of water in the 

benthic exchange zone. 

3.4 Results 

3.4.1 Wave-Induced Benthic Exchange  

3.4.1.1 Field-Based Analysis 

Wave-induced benthic exchange rates calculated from the 5 differential pressure 

measurements averaged 20.0 cm/d and ranged from 1.75 to 92.3 cm/d over the 260 bursts 

(Figure 3.5a, g, B.2, Table 3.1). The average wave-induced benthic exchange from 

shallow sensor measurements was 29.1 cm/d, or 217% of the average wave-induced 

benthic exchange from deep sensor measurements. Thus, only about one-half of the 

wave-induced pressure amplitude was measured at 14 cm depth (deep sensors) compared 

to 4 cm depth (shallow sensors), indicating that wave-induced pressure gradients are 

attenuated rapidly with depth in the aquifer. Wave-induced instantaneous exchange had a 

maximum rate of 1613 cm/d (0.19 mm/s; 5-sensor average) during the course of the 

study. In a given burst, the maximum instantaneous exchange measured with a 

differential pressure sensor wave-induced benthic exchange rate (qw) by an average of 

about 1 order of magnitude (8.2 to 10.1 times for the 5 sensors). 
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Table 3.1: Burst-Averaged Wave-, Current-, and Tide-Induced Benthic Exchange 
Rates  

 
  Wave-induced (qw) (cm/d) Current-

induceda  
 

(qb) 
(cm/d) 

Tide-
induced  

 
(qt) 

(cm/d) 

  Differential Pressure Sensors 

ADCP Wind 

Groundwater Models 

  
Shallow 
Sensors 

Deep 
Sensors 

5-
sensor 
Mean 

Ss=10-

2 
Ss=10-

3 
Ss=10-

4 

M
ea

n 1s: 25.78 1d:   9.49 
19.96 22.47 11.71 105.80 34.74 16.58 0.07 3.43 2s: 32.47 2d: 17.38 

  3d: 14.64 

M
ed

ia
n 1s: 13.46 1d:   4.46 

11.08 13.40 06.78 45.06 14.98 08.19 0.04 3.43 2s: 19.29 2d:   9.84 
  3d:   8.08 

M
in

 1s:   1.76 1d:   0.77 
1.75 01.47 0.00 01.57 0.69 0.62 0.00 2.34 2s:   2.92 2d:   0.98 

  3d:   0.79 

M
ax

 1s: 113.95 1d: 49.97 
92.30 103.76 87.85 596.75 194.03 82.28 0.47 4.62 2s: 148.32 2d: 81.16 

  3d: 69.71 

σ 

1s: 26.45 1d: 10.66 
20.05 21.42 13.11 129.59 42.10 18.01 0.08 0.50 2s: 31.38 2d: 17.57 

  3d: 15.09 

C
V

b  1s:   1.03 1d:   1.12 
1.00 0.95 1.12 1.22 1.21 1.09 1.20 0.15 2s:   0.97 2d:   1.01 

  3d:   1.03 
 
Note: All values in table are mean value over the 260 bursts 
aThe current-induced values assume the tallest, steepest bedform. 
bCoefficient of variation (CV) = σ/mean 

Figure 3.5: Hourly ADCP-and-wind-generated wave parameters and wave-induced 
benthic exchange values. a.) Individual and mean wave-induced benthic 
exchange rates calculated from data collected with 5 pressure sensors. 
Shaded green region below 10 cm/d represents the measurement error (see 
discussion in section 5.3). b.) ADCP-derived significant wave height (hw) 
and peak period (Tw) from peaks and PUV methods. Wind c.) fetch and d.) 
velocity for data from three weather stations. e.) Significant wave height and 
f.) wave period from ADCP and wind data. g.) Wave-induced exchange 
rates calculated from pressure sensors (5-sensor average in black, the 2-
sensor shallow average and 3-sensor deep average bracket the gray region), 
and ADCP-derived and wind-derived wave parameters. 
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Table 3.2: Wave Parameters Calculated with Different Methods 
 

Calculation Method Mean σ Min. Max. 
W

av
e 

Pe
rio

d 
(T

w
) 

PUV 1.62 0.29 1.04 2.28 
Peaks 1.60 0.33 1.08 2.34 
Differential pressure 
sensors 1.66 0.32 1.08 2.93 

Applied Tw valuea 1.62 0.30 1.04 2.34 
Wind: Georgetown 0.69 0.57 0.00 1.97 
Wind: Ocean City 0.74 0.57 0.00 2.11 
Wind: Salisbury 0.85 0.56 0.00 2.06 
Wind: Average 0.54 0.57 0.00 2.11 

W
av

e 
H

ei
gh

t 
(H

) 

PUV 7.51 6.69 1.61 32.5 
Wind: Georgetown 4.37 4.95 0.00 21.1 
Wind: Ocean City 4.75 5.49 0.00 25.8 
Wind: Salisbury 5.60 5.37 0.00 24.5 
Wind: Average 4.91 5.27 0.00 25.8 

avalue used to calculate wave-induced benthic exchange from the ADCP method 

 

Wave-induced benthic exchange calculated analytically (Equation 3.1) from 

ADCP-based wave parameters averaged 22.5 cm/d (Figure 3.5b, g, Table 3.1). Values of 

hw calculated with the PUV method averaged 7.5 cm and Tw values averaged 1.62 s. 

Burst-averaged velocity magnitudes from the up-looking ADCP averaged 7.7 +/- 3.0 

cm/s and ranged from 1.6 to 14.0 cm/s. 

Wave-induced benthic exchange calculated from wave conditions derived from 

wind data averaged 11.7 cm/d (Figure 3.5g, Table 3.1). During the experiment, winds 

were predominantly Northerly and Southerly. The resulting fetch was bimodally 

distributed (Figure 3.5c) because southern shorelines are close (148 m average), whereas 

northern shorelines are far (3.3 km average; Figure 3.1b). Wind velocities averaged 3.70 

+/- 2.40 m/s with sustained winds measured up to 13.4 m/s (Figure 3.5d). Wave 

parameters (hw and Tw) calculated with the wind data from the 3 NOAA wind stations 

were similar (Figure 3.5e, f, Table 3.2). Wind-derived hw and Tw values matched well 
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with those calculated from ADCP data when fetch was long, but not as well when fetch 

was short (Figure 3.5c, e, f). Wave-induced benthic exchange calculated with the wind 

method followed a similar trend as those calculated with the differential pressure and 

ADCP methods, but averaged about half (59% and 52%, respectively). This was largely 

due to the short fetches from southerly winds produced calculated wave conditions that 

were less energetic than those measured locally (Figure 3.5c, d, g). 

3.4.1.2 Groundwater Flow Model Results 

Numerically simulated wave-induced benthic exchange from the set of high-D 

models matched well with the wave-induced benthic exchange calculated from the 

differential pressure measurements and ADCP methods (Figure 3.6a). This agreement is 

expected because a low compressibility assumption (reasonable for the sandy sediments) 

and identical wave conditions were prescribed for both the numerical and analytical 

solutions. Modeled wave-induced benthic exchange from the low-D models averaged 5.3 

times greater than the wave-induced benthic exchange calculated with the ADCP method 

(average = 105.8 cm/d; Figure 3.6a and Table 3.1), because the numerical model 

accounted for the highly compressible aquifer. Numerically simulated wave-induced 

benthic exchange followed the same trends as wave-induced benthic exchange calculated 

with the other three methods for all tested values of D. 
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Figure 3.6: Effect of wave parameters and hydraulic diffusivity on qw, residence time, 
and depth of wave-induced flux. a.) Comparison of wave-induced benthic 
exchange rates from numerical models and calculated from field data. 
Panels b., c., and d. show average residence time (colorplots) and mean 
depth of flux (black contours) for each of 260 Modflow model runs. Model 
thickness was prescribed as Lw, which varied between wave bursts, so the 
model thickness and depth of plotted data vary temporally. Hydraulic 
diffusivity was assigned as 3.18x10-2, 10-1, and 100 to represent clay, sand 
and gravel for models presented in panels b., c. and d., respectively. The 
labeled black contours show depths at which vertical flux magnitudes are 
50% and 5% of benthic exchange across the bed—the 5% contour (dex) 
approaches a depth of Lw/2 (grey contour) at high hydraulic diffusivity 
(panel d). 
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Simulated exchange zone thicknesses were proportional to both Lw and D. For 

simplicity, the exchange zone is defined as the zone in which vertical wave-induced 

groundwater flow in the seabed aquifer exceeds 5% of the wave-induced benthic 

exchange across the seabed, the thickness of which is denoted dex.  

In the set of high-D models representative of the relatively incompressible and 

permeable aquifer at the study site (D=3.18x100 m/s), dex averaged 1.69 m (Figure 3.6d). 

This dex value is 97% of Lw/2, which is the depth that surface waves are predicted to 

influence according to analytical solutions that neglect sediment compressibility [e.g.  

King et al., 2009]. The benthic exchange zone thickness decreases markedly as D 

decreases: dex averages 1.01m (58% of Lw/2) and 0.37m (21% of Lw/2) for intermediate-

D (3.18x10-1 m/s; Figure 3.6c), and low-D (3.18x10-2 m/s; Figure 3.6d) models, 

respectively. Because Lw varied during the course of the study, the exchange zone was 

also highly variable for all model sets. No correlation appears to exist between dex and 

either hw or d. 

Average residence times increased with depth for all model cases—the increase 

with depth was most rapid in the low-D model where the exchange zone was thinnest, 

whereas the rate of increase of residence time was lowest in the high-D model where the 

exchange zone was thickest (Figure 3.6b-d). The thin, low-D exchange zone, combined 

with high exchange rates, results in a short mean residence time of just 5.5 days (Figure 

3.6b). Residence times were longer in the higher-D model sets, with larger dex values—

the residence time in the intermediate-D, and high-D aquifers average 70.9 and 183.3 

days, respectively (Figure 3.6c, d). Residence time has a strong correlation with Lw 

(r2=0.98, 0.99, and 0.97 in low-D, intermediate-D, and high-D model sets, respectively), 

but a correlation to hw and d was not observed.  
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3.4.2 Current- and Tide-Induced Benthic Exchange  

Estimates of current-induced benthic exchange, calculated from down-looking 

ADCP-measured currents (Figure 3.7a, b), water depth (Figure 3.7b), and assumed 

bedform dimensions were consistently much less than wave- and tide-induced benthic 

exchange during the measurement period (Figure 3.7c, Table 3.1). Near-bed currents 

measured with the down-looking ADCP averaged 3.0 ± 1.3 cm/s (red line in 7b), and 

water depth averaged 1.28 ± 0.27 m (black line in Figure 3.7b). Current-induced benthic 

exchange rates were calculated for a range of bedform dimensions (hb = 1 to 10 cm and 

Lb = 5 to 50 cm) for each burst (shaded cyan region in Figure 3.7c). The steepest 

bedforms resulted in the highest current-induced benthic exchange rates, which averaged 

6.5x10-2 cm/d over the study period (thick upper blue line in Figure 3.7b). This exchange 

rate is just 0.33% of the average wave-induced exchange rate calculated from differential 

pressure measurements. 
  



 50 

 

Figure 3.7: Current- and tide-induced benthic exchange values and the data used to 
calculate them. a.) Color plot of burst-averaged water column velocity 
profiles from down-looking ADCP. b.) average velocity in middle third of 
profile (red line), and water depth (black line). c.) Wave-induced qw (from 
differential pressure measurements), current-induced qc (from measured 
currents and range of bedform dimensions), and tide-induced qt (from 
pressure measurements). 
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Tide-induced benthic exchange calculated analytically (3.70 cm/d average) was 

always greater than current-induced benthic exchange, but exceeded wave-induced 

benthic exchange in only 9 of 260 bursts (3.6%; Figure 3.7c, Table 3.1). The mean 

measured tidal amplitude was 0.33 ± 0.05 m (range = 0.23 to 0.44 m) and the mean tidal 

period during the deployment was 12.4 hours (Figure 3.7b). This is consistent with the 

finding of Sawyer et al. [2013] for simulations over the entire Delaware Inland Bays. 

3.5 Discussion 

3.5.1 Comparison of Wave-Induced Benthic Exchange Methods 

The wave-induced benthic exchange rates obtained from differential 

pressure measurements and ADCP-based calculations had similar magnitudes and were 

well correlated (R2=0.868; Figure 3.5; Figure 3.8a), which supports the validity of both 

methods. This goodness of fit between ADCP- and differential pressure-based exchange 

rates was not correlated to Tw, hw, wind direction or speed, tidal stage, or mean current 

velocity. The agreement between the ADCP-based method and the high-D set of 

groundwater flow models also supports the use of the analytical model of Equation 3.1 to 

calculate exchange from wave parameters for relatively incompressible seabed sediments. 

A lack of agreement between these methods and the low-D numerical model suggests 

that sediment compressibility is an important control on wave-induced exchange in 

seabed aquifers composed of finer and more compressible sediments, and that the 

analytical model should not be used where that is the case.  
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Figure 3.8: Comparison of benthic exchange calculation methods. a.) Differential 
pressure vs. ADCP-measured wave parameters. b.) Differential pressure vs. 
wind-derived wave parameters. Although plots are in log-log space for 
clarity, R2 values in both plots are for linear, not log, comparisons. 

  



 53 

ADCP-derived exchange rates frequently exceeded differential pressure-derived 

exchange rates and averaged 12.6% larger than the average from all 5 sensors (Figure 

3.5g; Tables 3.1, 3.2). This is likely because we are underrepresenting the real flux by 

including the deep pressure sensor data in these calculations. A more accurate method 

might be to average only shallow-sensor-based exchange rates because they capture near-

seabed pressure gradients that have not attenuated with depth as much as the signal 

recorded by the deep pressure sensors—fluxes from the shallow sensors exceeded 

ADCP-derived rates by 30% (Figure 3.5a, g, Table 3.1). We might expect this difference 

because aquifer compressibility is ignored by the ADCP method but inherent in the 

pressure-based method, and compression increases wave-induced benthic exchange rates 

across the seabed.  

Wind-derived wave-induced benthic exchange rates were lower than those 

calculated from the ADCP (52.1%) and pressure (58.7%) data, particularly when fetch 

was limited (Figure 3.5g, Table 3.2). At those times, the empirical wind-generated wave 

model underestimated wave intensity because effects of wave spreading, hysteresis, and 

non-wind wave sources were unaccounted for [e.g. Young and Verhagen, 1996; Herbers 

et al., 1999]. Prescribing a minimum Tw value, a technique employed in other wave 

models [e.g. Tolman, 2009] and consistent with measured wave data (Figure 3.5b), could 

improve matching. Wind data and resulting wave-induced benthic exchange rates were 

inconsistent among the three weather stations (Figure 3.5, 8b), which illustrates the 

difficulty of characterizing wind over the distances between the study site and weather 

stations (23-43 km; Figure 3.1a). This method has great potential because of its ease, but 

improved results would require either more accurate wind data and application only at 

locations with greater fetch, or more complex wave models. 
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3.5.2 Exchange Zone Thickness 

An empirical formula to relate D, Lw, and dex was developed by comparing dex and 

Lw in the 8 model sets. In each of these 8 model sets, a line with a zero Y-intercept was 

fit to dex vs. Lw (Figure B.3). An empirical relationship was established by plotting these 

8 slopes vs. the D for each model set:  

𝑑𝑑𝑒𝑒𝑒𝑒
𝐿𝐿𝑤𝑤

= �0.188 log10 𝐷𝐷 + .369 ,𝐷𝐷 < 4
0.481,                              𝐷𝐷 ≥ 4     (3.9) 

Thus, the exchange zone depth in high-D aquifers approaches the commonly cited 

theoretical exchange zone thickness of ½ Lw (e.g. King et al., 2009). However, that rough 

estimate greatly overestimates dex in low-D, aquifers. Seabed sediment type varies 

widely, but an estimate of exchange depth for reasonable sand K and Ss values gives 

perspective. Assuming K values for clean sand range from 10-6 to 10-3 m/s (e.g. Fetter, 

2001) and Ss for sand is ~10-3 m-1 (Figure B.1), the corresponding exchange depths range 

from nearly zero to the theoretical maximum (½ Lw).  

Exchange depths for current-induced flow are on the order of one bedform 

wavelength [Cardenas and Wilson, 2006; Elliott and Brooks, 1997; Thibodeaux and 

Boyle, 1987], which are assumed in this study to be less than 0.5 m (and probably much 

less). Tide-induced exchange depths in this estuary have been calculated to be on the 

order of millimeters to centimeters, and depend on tidal period, tidal amplitude, c, K, and 

effective porosity, which influence penetration and tide-induced benthic exchange 

[Sawyer et al., 2013]. Thus, the exchange zone generated by wave-induced exchange is 

consistently larger (and generally much larger) than that generated by tides or currents at 

the Holts Landing study site. 

Exchange zone thickness is likely variable on small spatial scales due to sediment 

heterogeneity. This can be seen by comparing the pressure data at the two sensor 

locations that had measurements at two depths. Pressure attenuated more rapidly with 

depth at Sensor 1 than at the Sensor 2 location, despite being just 1 m apart. The time-
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averaged absolute pressure difference at 1d was 129% of that measured at 1s, whereas the 

value at 2d was 185% of the 2s value. The MODFLOW model results show that this 

difference can be accounted for by variability in K or Ss. 

3.5.3 Sources of Uncertainty 

There are a number of uncertainties in the calculations used to estimate benthic 

exchange in this study. First, it is unclear how nonlinear interactions between these three 

mechanisms affect the resulting rates of benthic exchange [e.g. King et al., 2012; Sawyer 

et al., 2013]. For instance, net discharge or recharge from tides or terrestrially-derived 

fresh discharge could impede or enhance shallow exchange mechanisms like wave- or 

current-induced exchange [e.g. Cardenas and Wilson, 2007]. The effects of these 

interactions is difficult to quantify and are in need of further investigation. 

Changes in seabed elevation also affect benthic exchange calculations that include 

water depth as a parameter. These changes can occur quickly, depending on the 

hydrologic and sedimentological conditions. During the deployment, reductions in seabed 

elevation of up to 0.5 cm were observed. This was assumed to be the result of scour 

lowering the seabed rather than movement of the well-anchored orifice. This seabed 

movement could affect the water depth used in the calculations (e.g. Equations 3.1-5). It 

also suggests that the sensor tube and mounting rod could impose an observer effect that 

affected exchange. Lastly, changes in orifice depth could cause variability in the assumed 

constant dl term of Darcy’s law and affect differential-pressure derived fluxes. The <0.5 

cm bed movement could have an impact of up to 12% on the resulting wave-induced 

fluxes, which might explain some of the discrepancy between ADCP and differential-

pressure-based exchange rates. 

Error inherent to measurements made with pressure sensors also reduces the 

certainty of pressure-based calculations of wave-induced flux. For the K value measured 

in this study, the 1.4 mm error associated with each pressure sensor translates to an 
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instantaneous exchange error of 96 cm/d for shallow sensors and 27 cm/d for deep 

sensors. Although some wave-induced exchange rates are within the measurement error, 

those rates were determined from instantaneous exchange values that well-exceed that 

error, so we have confidence in our calculated exchange rates. Furthermore, by 

subtracting the moving average during processing we removed any bias component of the 

error. Finally, wave-induced benthic exchange rates obtained from differential pressure 

measurements and ADCP-derived values correlated well even at low values (Figure 

3.8a). 

3.5.4 Comparisons to Larger-Scale Drivers of Exchange 

The measured wave-induced benthic exchange values are similar in magnitude to 

flux measurements on longer temporal scales at this site. Russoniello et al. [2013] and 

Sawyer et al. [2014] used seepage meters to characterize submarine groundwater 

discharge (SGD) near the location of the tripod used in this study. SGD in the area near 

the tripod was composed of recirculated baywater and had net discharge values ranging 

from 0 to 50 cm/d, which is similar in magnitude to wave-induced benthic exchange rates 

measured in this study. These seepage meter measurements integrated SGD at 2 hour 

intervals, so they are characterizing a different driving mechanisms than the short-

timescale associated with wave-induced exchange. Nearer to shore, these studies 

identified fresh SGD rates as high as 32 cm/d, so wave induced exchange rates exceed the 

highest measured terrestrially-driven SGD. 

3.5.5 Implications for Biogeochemical Reactions 

Biotic and abiotic reaction rates in the benthic exchange zone depend on the 

supply of reactive solutes and the residence time of those solutes in the benthic reaction 

zone. Our analysis shows that surface waves have a strong control on solute fluxes, the 

size of the reactive zone, and the residence time in that zone, and those controls are 
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greater than those imposed by tides and currents at our field site, a typical shallow 

estuary. Thus waves strongly influence benthic reactivity and corresponding chemical 

fluxes through and discharging from the seabed [e.g. Shum, 1993; Cardenas et al., 2008] 

and influencing elemental cycling [e.g.]. The new understanding of spatial and temporal 

variability of wave-induced exchange derived from this analysis can help identify the 

“hot spots” and “hot moments” in submerged sediments and coastal aquifers [Marzadri et 

al., 2012; Zarnetske et al., 2011; Briggs et al., 2014; Heiss et al., 2017]. In the benthic 

exchange zones, reactions in hot spots and suring hot moments are highest when the 

residence timescale matches the reaction timescale [Harvey et al., 2013; Gomez-Velez et 

al., 2015].  “Hot moments” of high reactivity should occur when long Lw values drive 

deep exchange and large hw values generate rapid benthic exchange rates with short 

residence times (Equations 3.1, 3.9). “Hot spots” should occur where high-diffusivity 

sediments (large K, small Ss) result in relatively deep mixing zone and relatively short 

residence times. 

3.6 Conclusions 

Benthic exchange in a shallow, sandy, micro-tidal estuary were quantified using 6 

independent techniques involving field measurements, numerical simulations, and 

analytical models to 1) compare estimation methods, 2) characterize primary controls on 

the spatial and temporal variability in exchange rates, depths, and residence times, and 3) 

compare the relative influence of waves, tides, and currents . The agreement between 

wave-induced benthic exchange calculated from high-resolution differential pressure 

measurements across the seabed and an analytical solution based on ADCP-measured 

wave parameters showed that such exchange can be accurately measured with pressure 

sensors in field settings. Numerical groundwater model results showed that the simple 

analytical solution applied represents exchange well for incompressible seabed sediments 

but overestimates the exchange in compressible sediments. The models also showed that 



 58 

the depth of benthic exchange in typical seabed sediments ranged from nearly zero in 

more compressible sediments to a maximum depth of one-half the surface wavelength in 

rigid aquifers. The results can be used to predict factors that affect the biogeochemistry of 

benthic exchange zones and their effects on shallow estuaries where wave-induced 

benthic exchange is a dominant mechanism. The insights gained may aid coastal 

managers in quantifying nutrient and contaminant loads to and processing within 

estuarine and nearshore ecosystems.  
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PATTERNS OF WAVE-DRIVEN BENTHIC FLUXES ACROSS THE GLOBAL 
SEABED 

ABSTRACT 

Waves traveling over continental shelves drive fluid fluxes through the seabed 

that are a dynamic and significant portion of the global water budget. These fluxes 

contribute solutes that drive reactions in the benthic zone, which impact global chemical 

cycles at rates dependent on the magnitude of fluid exchange. Thus, accurate estimates of 

benthic exchange rates and patterns are critical to determine the impact of waves on 

ocean chemistry and to identify locations and times of intensive biogeochemical cycling. 

We draw on hindcast models of global ocean waves to calculate wave-driven benthic 

exchange (wave pumping) at high spatial and temporal resolution for 31 years from 1979 

through 2009. Wave pumping averages 1.8x105 km3/yr over this period—equivalent to 

6.1 m/yr over the entire global shelf area—enough to flush the global ocean every 7600 

years. Wave pumping is seasonal in the major ocean basins, especially the circumpolar 

oceans where winter sea ice cover inhibits wave propagation. Regional analysis shows 

that 21% of wave pumping is driven by extreme events in the top 10 percentile, and that 

tropical cyclones are responsible for most very large wave-pumping events. Global 

climate models predict increases in the frequency and intensity of these extreme events, 

which we show can partially offset a predicted general decrease in waves and wave 

pumping. Similarly, we show that wave pumping will increase by 2-3 times in the Arctic 

as sea ice decreases. These results show where, when, and at what rates wave pumping 

occurs, which can help identify the moments and spots where biogeochemical reactions 

have disproportionate global impacts. 
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4.1 Introduction 

Ocean waves traveling over continental shelves pump water and solutes between 

the water column and seabed aquifer at rates that globally exceed surface and submarine 

fresh discharge [e.g. Burnett et al., 2003; Huettel et al., 2014; Cho and Kim, 2016; Cho et 

al., 2018]. Waves are one driver of benthic exchange, advective mixing between the 

water column and the shallow seabed aquifer [Boano et al., 2014]. Benthic exchange 

drives high rates of biogeochemical activity in shallow continental shelf sediments [e.g. 

Berg et al., 2003; Glud, 2008; Jahnke et al., 2008], and this mixing of fluids and solutes 

has important implications for chemical pathways at the global scale. Because waves are 

among the largest drivers of such exchange [Santos et al., 2012; Sawyer et al., 2013; 

Russoniello et al., 2018], these wave pumping rates and how they vary in space and time 

can impact global chemical cycles. However, the temporal and spatial distribution of 

wave pumping has not been investigated on large scales. 

Continental shelf sediments are important sinks for carbon, nutrients and metals 

[e.g. Huettel et al., 2014; Bourke et al., 2016; Laruelle et al., 2018; Chen et al., 2003]. 

The shelf is host to approximately 20% of global primary pelagic production [Duarte et 

al., 2005], with much of that occurring in sediments [Jahnke et al., 2000]. These shelf 

sediments also play an important role in global nutrient cycling, accounting for up to 44% 

of denitrification [Seitzinger et al., 2006] and half of phosphorous burial [Filippelli 1997; 

Filippelli 2002]. Ultimately, biogeochemical transformations are controlled by the supply 

of reactants from groundwater, sediments, and surface water to the benthic zone, as well 

as the reaction timescale and residence time of water and solutes [Zarnetske et al., 2011; 

Harvey et al., 2013; Gomez-Velez et al., 2015]. Because infiltrating surface water 

delivers the bulk of new reactants to shallow shelf aquifers, an accurate quantification of 

rates and spatiotemporal wave pumping patterns is required to characterize chemical 

pathways and fluxes in coastal seas. 
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Wave pumping rates and variability can be calculated at the temporal and spatial 

resolution of available wave and seabed data, but these data have previously lacked the 

resolution and coverage to allow global analysis at reasonable scales. Analytical 

equations for wave pumping [e.g. Riedl et al., 1972; King et al., 2009] have been 

validated in wave tank [e.g. King et al., 2009; Russoniello and Michael, 2015], and field 

[Russoniello., et al. 2018] studies. Such solutions have been utilized to calculate and 

describe spatio-temporal variability of wave pumping for bays [Sawyer et al., 2013] and 

small continental shelf areas [King., 2011; Riedl et al., 1972]. Studies have extrapolated 

field and regional estimates of benthic exchange rates to estimate global fluxes [e.g. Riedl 

et al., 1972; Santos et al., 2012]. However, such extrapolations ignore spatial and 

temporal variability caused by changes in seabed or wave characteristics, and this 

variability propagates through to uncertainty in reaction rates and chemical fluxes. Direct 

analysis of spatially and temporally resolved data on wave and seabed characteristics is 

required to accurately quantify the impact of wave pumping on global chemical cycles 

and to identify biogeochemical hotspots and hot moments across the globe. 

In this study we estimate the temporal and spatial distribution of wave pumping 

rates over the global ocean using results from a high resolution (< 0.5 degrees, 3 hour 

interval) simulation of global waves for the 31-year period between 1979 through 2009 to 

identify when and where high wave pumping rates are highest and have the greatest 

potential to impact the chemical composition of ocean waters. We place these results in 

the context of current and potential future climates to understand how chemical cycles 

may change as waves and wave pumping change in coming years. 

4.2 Methods 

Wave pumping velocities (qw [L/T]) were calculated analytically [King et al., 

2009] based on depth (d), seabed hydraulic conductivity (K), wave height (hw), and wave 

length (Lw): 
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𝑞𝑞𝑤𝑤 = 𝐾𝐾ℎ𝑤𝑤
𝐿𝐿𝑤𝑤 cosh2𝜋𝜋𝜋𝜋𝐿𝐿𝑤𝑤

   (4.1) 

This ‘wave pumping’ value describes only exchange induced by hydrostatic 

pressure oscillations and does not include other wave-induced sources of benthic 

exchange such as flux induced by oscillatory currents over bedforms or wave setup [e.g. 

Santos et al., 2012]. 

Wave length was calculated from d and wave period (Tw) using the dispersion 

equation: 

�2𝜋𝜋
𝑇𝑇𝑤𝑤
�
2
≈ 𝑔𝑔 2𝜋𝜋

𝐿𝐿𝑤𝑤
tanh �2𝜋𝜋

𝐿𝐿𝑤𝑤
𝑑𝑑�   (4.2) 

Where g is gravitational acceleration. Volumetric wave pumping rates (Qw [L3/T]) 

were calculated for model cells as the product of qw and cell area. 

Global wave parameters, significant height of combined wind waves and swell 

and primary wave mean period (hw and Tw), were obtained from a hindcast simulation 

generated by the NOAA Marine Modeling and Analysis Branch [MMAB, 2017] using 

the Wavewatch III numerical model. Simulation results are available at 3-hour temporal 

and 4- to 30-minute spatial resolutions (Table C.1) for the period between January 1979 

and December 2009. Ocean cells without wave data were considered ice-covered and ice 

extent was tracked. 

Wave pumping was calculated for global and regional scenarios. Two global-

scale scenarios were constructed: a single-K scenario was built to investigate temporal 

and spatial variability of the forces driving wave pumping, and a variable-K scenario was 

built to examine how seabed heterogeneity affects spatial variability. Additionally, a 

regional single-K scenario was run to compare wave pumping rates between extreme 

events and calm periods. For this purpose, we chose the 106,800 km3 South Atlantic 

Bight of the North American East Coast (Figure 4.1c), because 1) we could compare to a 

previous study of the region [Riedl et al., 1972], 2) a high-resolution wave dataset (4 

arcminute) is available for the entire SAB coastline [MMAB, 2017], and 3) the small area 
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allowed postprocessing of results following the scenario termination (summary statistics 

were calculated and results were cleared from memory after each timestep in global 

scenarios). Global scenarios downsampled the waves dataset to a 7-day timestep to 

balance memory and processing requirements with temporal resolution—the regional 

scenario retained the 3-hour native timestep.  

Water depth and hydraulic conductivity were assumed constant in time, so a 

single static data layer was applied for each scenario. Global ocean depths were 

resampled from a one-minute bathymetric model [Amante and Eakins, 2009]. A constant 

K of 1.05x10-4 m/d was assigned to the global single-K scenario and to the regional SAB 

scenario. This K value is representative of sandy continental shelf sediments [e.g. Fetter, 

2001] and matches the average global seabed conductivity used by Reidl et al. [1972]. 

For the variable-K scenario, K values corresponding to the sediment type were assigned 

to each cell of a global sediment map (Figure C.1) [ESME, 2012]. A sandy K of 10-4 m/d 

assigned to shelf areas outside the dataset coverage. 

While the use of the variable-K field allows insight into the effect of seabed 

heterogeneity on local and global wave pumping rates, uncertainties in the K dataset 

suggest the variable K scenario is no more reliable than the single K scenario. We 

identified independent (but quite discordant) representations of seabed geology [NAVO, 

2013; Dutkiewicz et al., 2015], and for the purposes of this study, selected the one that 

appeared most reasonable in coastal areas [NAVO, 2013]. The K data spatial resolution 

was coarser than wave and bathymetry data, and sediment-based K values have orders-

of-magnitude uncertainty [e.g. Freeze and Cherry, 1979]. Because of the strong control of 

K on exchange, refinement of process-based benthic exchange estimates will require 

more detailed and consistent characterization of benthic sediment texture and associated 

hydraulic properties. 

All calculations were made with custom-built Matlab scripts and functions 

(Figure C.2). Wave data for each grid in the domain were downloaded, transformed, 
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resampled (2 minute resolution), and merged into a single grid with hierarchical-

preference given to the higher-resolution dataset (Figures C.3 and C.4 show sensitivity to 

wave data and resampled resolutions). Wave pumping was only calculated for seabeds 

shallower than 200 m as wave pumping is minimal below that depth [e.g. Riedl et al., 

1972]. This encompasses the vast majority of continental shelf area [e.g. Riedl et al., 

1972; Hall, 2002], so continental shelf in this work refers to seabed above the 200m 

isobath.  
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4.3 Results 

4.3.1 Global Wave Pumping Rates and Patterns 

Volumetric wave pumping on the continental shelf over the 31-year study period 

averaged 1.8x105 km3/yr with a range of 1.3x105 to 2.3x105 km3/yr (Figure 4.2a). These 

rates would flush the ocean every 7600 years (Figure 4.1a, Tables 1, C.2). Four timesteps 

in July and August 1999 below this range, with rates as low as 7.4x104 km3/yr (Black 

arrows in Figure 4.2), are likely due to erroneous wave inputs. Wave pumping velocities 

averaged 6.1 m/yr and ranged from zero to a maximum of 8.0x102 m/yr at Coral Bank, a 

shoal in the highly energetic southern Indian Ocean (pink circle; Figure 4.1). Average 

wave pumping velocity exceeded 1 m/yr over 16% of shelf area and was less than 1 

mm/yr over 3% of shelf area. 

Wave pumping velocities varied with latitude and between the seven ocean 

basins, but the majority of volumetric wave pumping occurs in the Northern Hemisphere, 

where larger continental shelves offset higher wave pumping velocities in the Southern 

Hemisphere (Figures 4.1b, 4.2). Average wave pumping rates were generally similar 

among the temperate ocean basins, but were low in the North Pacific, with its deep 

shelves and low wave energy (Table 4.1). Northern Hemisphere shelves comprise 69% of 

global shelf area and host 64% of global volumetric wave pumping (Figure 4.1b), even 

though hw and Lw in the Southern Hemisphere exceeded Northern Hemisphere values by 

118% and 135%. Volumetric wave pumping had a moderate correlation to shelf area at a 

given latitude (R2=0.51; Figure 4.1b). However, no clear trend was observed between 

wave pumping velocities and latitude. Patterns of wave pumping velocities with latitude 

were different in Northern and Southern Hemispheres and observed patterns could not be 

attributed to known astronomical, atmospheric or meteorological patterns. Wave 

pumping was markedly low in both circumpolar oceans because of permanent and 

seasonal ice cover—especially in the deep Southern Ocean (Tables 4.1, C.2). Ocean 



 66 

flushing rates depend on basin volumes and wave pumping rates. Thus, the North 

Atlantic flush 3-4 times faster than other temperate basins, which have smaller shelves, 

and the extremely wide-shelved Arctic Ocean flushes twice as fast as the North Atlantic 

(Tables 4.1, C.2).  

Wave pumping velocities and volumes have seasonal signals whose amplitudes 

and phases vary by latitude and basin (Figure 4.2). Seasonality was highest in 

circumpolar oceans where late summer highs exceeded winter lows by approximately 

about four times (Figure 4.2). The subpolar maxima preceded ice formation in late 

autumn and the minima occurred in winter when sea ice inhibited wave development and 

propagation (Figures 4.1a, 4.2e). Arctic wave pumping was generally low during winters 

with greater ice extent (e.g. 1992-4) and high during winters when ice coverage was low 

(e.g. 1980-9; Figure 4.2). Peak wave pumping can be traced forward in time from these 

Arctic summer maxima toward subtropical winter maxima (red arrows in Figure 4.2e). 

This pattern is present but less pronounced in the Southern Hemisphere. The peaks 

decreased in amplitude and broadened along this path resulting in temperate ocean basins 

with less pronounced seasonality—maximum annual rates exceed the minimum by only 

about one third (Figure 4.2a-d). A smaller biannual peak was often present at mid- to 

low-latitudes, especially in the South Pacific and Indian Oceans (Figure 4.2). This 

secondary peak varied annually in time and magnitude so it is muted in inter-year 

averages (Figure 4.2d). 
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Figure 4.1. a) Time-averaged wave pumping rates in the single K scenario. Stippling indicates ocean area with sea ice > 30% of 
scenario duration. Pink circle around Coral Bank is location of highest wave pumping rate. b) Total volumetric wave 
pumping rate (black line is mean, grey region is +/- 1σ) and shelf area (red line) by latitude. c) Eight regional maps of the 
South China Sea (SCS), Yellow/East China Seas (YS/ECS), Great Barrier Reef (GBR), Gulf of Mexico (GOM), South 
Atlantic Bight (SAB), Patos Lagoon (PL), North Sea (NS), and Persian Gulf (PG). 
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Table 4.1: Wave pumping rates for single K (and variable K) scenarios for the globe, the 
seven ocean basins discussed in the paper, and the Mediterranean and Black 
“Seas” (basin delineations shown in Figure C.5) 

Volumetric wave 
pumping (Qw) 

Avg. wave pumping 
rate (qw) 

Avg. Qw / 
basin area 

Avg. Qw / 
shoreline length 

Basin flushing 
time 

(km3/yr) (m/yr) (km3/yr/km2) (km3/km/yr) (yr) 
Global 1.8 x 105 (1.7 x 105) 6.1 x 100 (5.7 x 10-3) 4.8 x 10-4 5.0 x 10-1 7.6 x 103 
North Atlantic 5.0 x 104 (1.7 x 104) 1.0 x 101 (3.5 x 10-3) 1.2 x 10-3 3.6 x 10-1 2.9 x 103 

South Atlantic 1.6 x 104 (2.9 x 103) 8.5 x 100 (1.6 x 10-3) 4.0 x 10-4 1.0 x 104 

North Pacific 3.3 x 104 (2.6 x 104) 5.5 x 100 (4.3 x 10-3) 4.1 x 10-4 2.4 x 10-1 1.0 x 104 

South Pacific 2.9 x 104 (5.6 x 104) 8.7 x 100 (1.6 x 10-2) 3.3 x 10-4 1.1 x 104 

Indian Ocean 3.0 x 104 (5.8 x 104) 9.6 x 100 (1.9 x 10-2) 4.3 x 10-4 4.5 x 10-1 8.8 x 103 

Arctic Ocean 1.3 x 104 (3.8 x 103) 2.1 x 100 (6.1 x 10-4) 8.5 x 10-4 3.0 x 10-1 1.4 x 103 

Southern Ocean 4.9 x 102 (8.2 x 101) 2.3 x 10-1 (3.8 x 10-5) 1.8 x 10-5 2.7 x 10-2 1.5 x 105 

Seas 3.1 x 103 (2.0 x 103) 2.5 x 100 (1.6 x 10-3) 8.3 x 10-4 1.5 x 103 
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Figure 4.2. Wave pumping by basin and latitude for the single-K global scenario. a & c) One-month moving average of volumetric 
wave pumping for the 31-year scenario. b & d) Average annual volumetric wave pumping (solid lines)—shaded regions 
encompass +/-1σ. e & f) Volumetric wave pumping by latitude normalized to the maximum value at that latitude over the 
31-year scenario. Black contours show latitude where 30% of ocean cells are ice-covered. Red arrows illustrate
movement of latitudinal peak annual volumetric wave pumping toward equator with time. Black arrows beneath
July/August 1999 highlight abnormally-low wave pumping, likely from anomalous wave data.
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4.3.2 Effect of Seabed Heterogeneity 

The consideration of heterogeneous seabed sediments resulted in a global 

volumetric pumping rates that was just 6% lower than the single-K scenario, but 

introduced additional inter- and intra-basin variability. Southern Hemisphere K values 

were nearly double Northern Hemisphere values, which resulted in 62% of global 

volumetric wave pumping occurring in the Southern Hemisphere, up from 36%. Higher-

K sediments offshore of Australia, Oceana, and the Asia-Pacific region resulted in a near 

doubling of South Pacific and Indian Ocean wave pumping rates. In the Atlantic and 

North Pacific, lower-K sediments dampened wave pumping to just 46% of single-K 

scenario rates. Wave pumping rates in the Arctic and Southern Oceans were also greatly 

reduced due to lower K values. The range of wave pumping rates broadened greatly—the 

majority of volumetric wave pumping occurred at greater velocities over a smaller area 

while wave pumping velocities decreased over a majority of the shelf area (Figure C.6). 

The shelf area where wave pumping velocity exceeded 1 m/yr increased from 16% to 

26%. The area where wave pumping was less than 1 mm/yr also increased, from 3% to 

18%. 

4.3.3 Effect of Extreme Events 

Wave pumping rates in the SAB were analyzed to better understand the amount of 

wave pumping associated with calm and energetic periods. Wave pumping averaged 12 

m/yr, which exceeded global rates, and spanned two orders of magnitude (Figures 4.3, 

C6). The number of wave pumping events with fluxes in the 99th percentile ranged from 

1 to 10 per year. Annually, wave pumping events in the 99th percentile accounted for 0.2-

8% (mean=3%) of volumetric wave pumping, events above the 90th percentile drove 8-

30% (mean=21%), and just 27-39% (mean=33%) of volumetric wave pumping occurred 

during calm periods when wave pumping rates were within the 50th percentile (Figure 

4.3c, d). 
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Tropical cyclones are responsible for the most extreme periods of SAB wave 

pumping, but not the majority of extreme events. Tropical cyclones were rare, with just 

25 of the 142 extreme wave pumping events that peaked above the 99th percentile (Figure 

4.3a) occurring when a tropical cyclone was near (within one day of entering or leaving) 

the SAB region [Knapp et al., 2010]. Tropical cyclones drove 7 of the 10 highest wave 

pumping events—the four events with highest wave pumping rates were associated with 

category 2 and 3 hurricanes Hugo, Floyd, Bonnie, and Fran, respectively (Figure 4.3a). In 

total, 92 distinct tropical cyclones tracked through the SAB between January 1979 and 

December 2009 [Knapp et al., 2010]. A tropical cyclone was near the SAB region 1.1% 

of the time during which 2.1% of total volumetric wave pumping occurred (Figure 4.3c, 

d).  
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Figure 4.3. Comparison of SAB wave pumping during normal periods and tropical cyclone (Tr. Cyc.) events.  a.) Time series of all 
wave pumping and extreme events. b.) Close-up view of 1985 (dashed box in a), when 4 tropical cyclones passed 
through the region and 7 extreme events occurred. Dotted purple line shows potential future with mild overall decrease to 
wave pumping rates but increase during extreme events. c.) Flux-weighted volumetric wave pumping histogram. d.) 
Empirical CDF showing cumulative probability wave-pumping event with given strength.
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4.4 Discussion 

4.4.1 Comparison to Previous Estimates and Global Discharge Rates 

Global and SAB wave pumping rates compare well with previous wave 

pumping estimates. The SAB volumetric wave pumping rate reported herein is 94.4% 

of the value reported for the six-year period considered by Riedl et al. [1972]. Riedl et 

al. extrapolated the SAB rate to a global scale, which is 54% of the value reported 

herein. This difference is expected and reasonable because the SAB is relatively calm 

[e.g. Riedl et al., 1972] – SAB hw and Lw are 64.3% and 96.7% of global averages, 

respectively. 

Volumetric wave pumping exceeds estimates of fresh continental discharge 

through surface and subsurface pathways. Our global volumetric wave pumping is 

over four times the global river discharge estimated by Santos et al. (2012). In the 

contiguous United States (US), stream discharge, recorded for 60% of the area, 

averages 1100 km3/yr. This value can be scaled up to about 1800 km3/yr for the entire 

contiguous US, which is 67% of the volumetric wave pumping we calculate for 

continental shelves offshore of the contiguous US (2700 km3/yr). Sawyer et al. [2016] 

calculated contiguous US coastal waters receive 15 km3/yr of fresh submarine 

groundwater discharge (SGD) and Zekster [2000] estimated fresh SGD averages 

2.4x103 km3/yr across the globe—these are 0.5% and 1.4% of the volumetric wave 

pumping we calculate for those areas, respectively. 

Our estimated volumetric wave pumping rate exceeds the only previous 

global-scale calculations of SGD, which are based on 228Ra inventories [Kwon et al., 

2014; Cho and Kim, 2016], by 47%. The Ra method traces saline SGD well, but likely 

underestimates both the fresh component of SGD [Michael et al., 2011; Mulligan and 
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Charrette 2006; Gonneea et al., 2008; Cho and Kim, 2016] and fluxes with residence 

times much less than the 5.75-year 228Ra half-life (such as wave pumping). Thus, Ra-

based methods likely exclude a large portion of SGD driven by wave pumping, which 

is a significant, if not dominant, component of total SGD. Similarly, wave pumping 

accounts for 25 times the flux calculated for global hydrothermal circulation along 

mid ocean ridges of 7.1x103 km3/yr [Johnson and Pruis, 2003]. 

4.4.2 Sources of Inaccuracy 

There are several sources of inaccuracy that arise from the nature of the wave 

model, differing dataset resolutions, resampling, and the homogeneous treatment of K. 

Wave parameters and resulting wave pumping rates are overestimated in icy regions, 

because wave parameters inputs generated by Wavewatch III hindcast models neglect 

wave damping and scattering by sea ice for the sake of computational efficiency 

(WW3DG). Dataset resolution issues also lead to over- or under-estimation of wave 

pumping, especially along shorelines and where bathymetry variation occurs over 

smaller scales than the wave dataset resolution. Wavewatch III-predicted waves 

neglect the shoaling effect and overestimate wave parameters (WW3DG) in locations 

where the mean depth of the coarse 30 arcsecond cell greatly exceeds that of shallow 

bathymetric discretized in the 2 arcsecond wave pumping scenarios. Thus, waves and 

wave pumping are likely overestimated in areas with high seabed slopes, like along 

shorelines and at shoals like Coral Bank. Wave pumping is underestimated along 

shorelines where discretization of the coarse wave parameter inputs result in coastal 

cells with no assigned wave data and an inability to estimate wave pumping in some 

coastal ocean cells (e.g. Figure 4.1c SCS). Uncertainty resulting from resolution issues 

is less in regions with fine-resolution wave datasets (Table C.1). Shelf sediments 
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generally coarsen shoreward []. So, the homogeneous K leads to near-shore 

underestimation and deep-water overestimation of wave pumping. Taken together, 

wave pumping uncertainty is greatest in nearshore areas where wave data is coarse and 

bathymetry is variable. However, these sources of inaccuracy likely cancel one-

another minimizing their effect on the overall pumping rate. 

4.4.3 Effect of Climate Variability on Wave Pumping 

The results of this study can be expanded to predict how future changes in 

wave energy may affect wave pumping rates and patterns. A global observational 

study of wind and wave changes [Young et al., 2011] and general circulation model 

(GCM) predictions [e.g. Hemer et al., 2011; Camus et al., 2017] suggests that global 

wave energy will remain neutral or decrease slightly, on average, during the current 

century, but that frequency and intensity of extreme events will increase. This increase 

will be greatest in the Southern Ocean and north of 45° N [IPCC 2013] with mean 

wave heights in the southern hemisphere increasing by up to 4% by 2100 [Hemer et 

al., 2011; Camus et al., 2017]. Northern hemisphere wave heights will likely decrease 

by 2-4% over that period. In some areas, wave pumping increases from these extreme 

events, may offset decreased wave intensity during calm periods, especially because 

wave pumping rates during large storm events vastly exceed rates during calm periods 

(Figure 4.3). For example, in the SAB in 1985, wave pumping rates of 21 unique 

events exceeded the 90th percentile and 7 events breached the 99th percentile (Figure 

4.3b). An overall wave pumping decrease of 4% could be offset by an increase in 

frequency (4 additional events), intensity (15%), or a combination of the two (e.g. 2% 

and 2 additional events) for extreme events in the 90th percentile (dotted purple line in 

Figure 4.3b shows varied intensity example). 
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GCM models also predict future changes to wave pumping seasonality over 

much of the globe. Average wave heights may increase drastically in the Artic due to 

reduced sea ice cover [IPCC, 2013], with a complete loss of Arctic Ocean sea ice 

driving a potential increase of 2-3 times and reduced annual periodicity (Figure 4.2). 

Increased seasonality is expected along the wide continental shelves in North 

America, Asia, and South America, a finding confirmed by historical records [Hemer 

et al., 2013]. For instance, observations of SAB wave heights over the past several 

decades indicate that intensity and occurrence of extreme events have increased during 

hurricane season because of elevated cyclonic intensity, while winter extratropical 

storm-generated waves have remained steady over that same period [Komar and 

Allan, 2008]. However, in the SAB scenario, an average of less than one 99th 

percentile event was driven by a tropical cyclone each year (Figure 4.3a). So, a large 

increase to intensity or frequency would be required for these tropical cyclones to 

offset reduced wave pumping during the rest of the year. 

4.4.4 Effect of Wave Pumping on Coastal Ocean Chemistry 

Shelf sediments are important hosts to biogeochemical reactions [e.g. 

Seitzinger et al., 2006; Gattuso et al., 1998; Chen, 2010], so orders-of-magnitude 

spatiotemporal wave pumping variability directly affects water column chemistry [e.g. 

Berg and Huettel, 2008; Berg et al., 2009; Chipman et al., 2016]. Ultimately, this 

understanding of spatial and temporal wave pumping variability can aid predictions of 

locations and times the ocean may be particularly vulnerable to problems such as 

eutrophication, which can be mitigated or exacerbated by benthic reactivity [e.g. 

Chapelle et al., 1994; Rao and Charette, 2012]. 
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Future changes to wave pumping rates and variability will propagate to affect 

chemical reactivity in shelf sediments, and combined with increased coastal nutrient 

loads, will have meaningful impacts on carbon and nutrient cycling. Coastal 

eutrophication indicators based on global terrestrial nutrient application show that 

eutrophication risk will increase over the next several decades with regional variability 

governing the intensity of that increase [Beusen et al., 2009; Garnier et al., 2010; 

Mayorga et al., 2010; Seitzinger et al., 2010]. Potential nutrient mitigation will 

increase in areas expected to see increased wave pumping or where seasonal wave 

pumping increases correspond to periods of high nutrient effluence. One such area is 

the U.S. east coast where high summer nutrient loads [e.g. Ullman et al., 2002] could 

be offset by predicted preferential increases to summer wave pumping rates [Hemer et 

al., 2013]. Similarly, we show that wave pumping in the Arctic should increase 

following sea ice reductions, which should offset increased terrestrial flux of nutrients 

and carbon associated with melting permafrost [e.g. Kipp et al., 2018]. Conversely, 

eutrophication risk will increase where wave pumping decreases or is temporally 

mismatched to seasonal nutrient discharge. One region of concern is northern Europe 

where coastal waters with an already high eutrophication risk [e.g. Seitzinger et al., 

2010] may see reduced wave pumping rates and a decline in reactivity [Hemer et al., 

2011; Perez et al., 2015].  

4.5 Conclusion 

We present global-scale process-based estimates of rates and patterns of wave-

driven benthic water exchange across the global ocean—the first process-based 

calculation of submarine groundwater discharge at the global scale. The annual 

volumetric wave pumping rate of 1.8x105 km3/yr is a significant portion of the global 
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water budget—greater than previous estimates of both total SGD from all drivers and 

global river discharge. Wave pumping varies by orders of magnitude in time and 

space. Generally, small-scale variability is more pronounced than variability over 

larger scales. A regional analysis shows that extreme wave events account for a 

disproportionate amount of wave pumping and that tropical cyclones drive the most 

extreme events. 

These estimates suggest where and when shelf sediments may play an active 

role in the processing of chemicals in the coastal ocean and allow us to better predict 

how coastal systems will respond to climate variability. Wave pumping rates are 

generally expected to decrease, especially in the Northern Hemisphere, as wave 

energy declines in coming years. This decrease may be partially offset as the intensity 

and frequency of extreme events increases, especially at high latitudes. While 

decreased wave-pumping induced chemical reactivity will likely decrease over much 

of the globe, reactivity will likely increase in areas with increased net wave pumping, 

such as the Arctic, or where increased seasonal wave pumping is in phase with 

nutrient inputs, as along the US Eastern Seaboard. 
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CONCLUSIONS 

These studies focus on benthic exchange through seabed aquifers and how 

benthic exchange may be quantified over a variety of different temporal and spatial 

scales, with an emphasis on wave-induced exchange. The efficiency of seepage meters 

and the impact of wave action on seepage meter measurements were studied. These 

results confirm the efficacy of seepage meters in measurements of ambient 

groundwater discharge, even in the presence of wave action and quantify uncertainties 

that may be expected in those measurements. Field measurements and numerical 

models of benthic exchange: 1) showed wave-induced exchange exceeded tide-

induced exchange and exchange induced by currents over bedforms, 2) validated a 

wave parameter-based analytical solution of wave-induced exchange with pressure-

based calculations, and 3) and detailed the effect of aquifer characteristics on the rate, 

depth, and residence time of wave-induced exchange. Wave-induced exchange was 

modeled for the entire Earth between 1979 and 2010 using global ocean bathymetry, 

wave parameters from a global wave model, and maps of global shelf sediment cover 

as input. The model is the first process-based estimate of groundwater discharge 

calculated over a global scale. Results show how exchange rates vary over a variety of 

spatial and temporal scales, the effect of ice cover on exchange in the circumpolar 

oceans, and the effect of extreme events on global wave pumping. Ultimately, 

chemical cycling and the fate and fluxes of nutrients across the aquifer-ocean interface 
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is controlled strongly by these physical flows, so in turn is dependent on the 

hydrologic forcing mechanisms acting on coastal seas across the globe. 

5.1 Spatial and Temporal Variability in Benthic Exchange 

Benthic exchange rates varied over every temporal and spatial scale examined 

in these studies. In the wave flume, field study, and small-scale numerical models 

wave pumping rates varied with pressure oscillations at wavelength and wave period 

scales. Benthic exchange rates also varied with changes to seabed sediment hydraulic 

conductivity, which varies at the Holts Landing site and elsewhere by orders of 

magnitude over scales of centimeters to kilometers and longer. Over longer time 

scales, weather-induced hydrodynamic variability caused benthic exchange rates to 

vary over orders of magnitude between calm and highly-energetic periods. Variability 

was much less pronounced over the longest scales of time and space. The global wave 

pumping rate varied by less than a factor of 2 over the 31-year scope of this study. 

Similarly, regionally important events, such as tropical storms in the South Atlantic 

Bight, occur over such limited areas to have minor impacts on the global wave 

pumping rate. Only seasonal-scale variability from annual weather patterns or sea-ice 

cover propagate to affect the global pumping rate. 

5.2 Working Toward Larger Scale Benthic Exchange Estimates 

Estimates of benthic exchange at a discrete location are useful because they 

inform estimates of exchange over broad spatial scales or feed into estimates of 

chemical cycling. For instance, field validation and process-scale models of the wave 

pumping analytical solution supported its use in regional and global-scale estimates of 

wave pumping in this study. Ideally, areal estimates of benthic exchange could be 
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combined with broad knowledge of surface and groundwater chemical parameters in 

simple models to identify chemical cycling rates to better estimate the impact of 

benthic exchange on chemistry over large areas. Identifying and modeling the 

relationships between benthic exchange and chemical parameters should be a future 

goal. 

5.3 Implications 

Quantifying chemical pathways in coastal oceans and estuaries is crucial for 

predicting ecosystem health, but is difficult in practice because of temporal and spatial 

variability in rates of benthic exchange that fuels chemical reactions in shallow coastal 

waters. Benthic exchange rates are often extrapolated across large and 

hydrodynamically and geologically complex areas in an attempt to calculate a discrete 

value that can represent exchange rates for the region. Similarly, rates may be 

extrapolated over time without considering temporal variability in the driving 

mechanisms. The spatio-temporal variability of benthic exchange presented in this 

document show that such extrapolation across time and space can be problematic. 

However such extrapolation may be reasonable if it is guided by knowledge of the 

temporal and spatial variability of the forces and seabed characteristics that control 

exchange rates. 

Chemical reaction rates in the shallow seabed aquifer are controlled by the 

supply of reactants from groundwater, sediments, and surface water, and the reaction 

timescale and groundwater residence times. The variability of benthic exchange rates 

measured in this study will affect both the fluxes of solutes from surface waters and 

the residence time of waters in the mixing zone, and thus chemical reaction rates. 

Therefore a single value for benthic exchange over broad spaces and times is likely 
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inadequate as a precursor for estimation of chemical reaction rates. Thus the purpose 

should be considered when extrapolating exchange rates across space and time. 

5.4 Recommendations for Future Work 

Important gaps remain in our understanding of how benthic exchange 

mechanisms operate in the real world including the rates associated with different 

driving mechanisms and how these rates vary in space and time, chemical and fluid 

pathways in the subsurface, and how different benthic exchange mechanisms sum 

together. These gaps may be filled in the future by: 1) studies considering a wider 

range of environments and mechanisms, 2) quantifying residence times and exchange 

depths in addition to fluid fluxes, 3) modeling reactive transport associates with 

benthic exchange in the seabed aquifer, and 4) working with existing large-scale 

datasets of hydrodynamic and seabed parameters at high-resolution to predict how 

different operate alone and in conjunction. 

Future studies should focus on understanding how benthic exchange rates vary 

over a wider range of environments and how mechanisms interact to drive benthic 

exchange. In this study, field measurements were collected during temperate, 

relatively calm conditions at a shallow, protected, easy to access field site. Future 

investigation should consider a wider range of conditions to determine if the patterns 

observed here hold true as conditions change. Geologic heterogeneity, and aquifer 

properties including hydraulic conductivity and storativity, have profound impacts on 

flow and transport processes in the seabed aquifer, but we do not have simple-to-apply 

solutions that adequately include these factors in calculations of exchange rates, 

depths, and residence times. Numerical models that include heterogeneity over a 

variety of spatial scales can be used assess the importance of geology on benthic 
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exchange and whether homogenous models can accurately represent real-word 

systems. Analytical equations exist for many of the mechanisms that drive benthic 

exchange, but these equations yield no insight into how different mechanisms interact. 

Understanding these interactions was an unachieved goal of the field study and an 

accompanying modeling effort. Still, understanding these interactions is of great 

importance, and will likely be best achieved through numerical modeling. 

Most of the work on estimating benthic exchange has focused on the rates of 

exchange with much less attention paid to estimating exchange depths and residence 

times. The studies that have looked at exchange depths have noted that the mechanism 

lengthscale, sediment properties, and interactions with other mechanisms (e.g. ambient 

discharge) all affect the depth of mixing. Few studies have created simple models that 

are more widely applicable. The simple empirical model presented herein allows 

estimation of exchange depth based on sediment and wave characteristics. Similar 

models to predict residence time and exchange depth for this and other mechanisms 

should be pursued. 

Ultimately, benthic exchange is important because of its direct impact on the 

ecosystem services provided by the seabed aquifer. To estimate these ecosystem 

services over regional and global scales, though, relatively simple models relating 

benthic exchange rates and water chemistry to reaction rates are required. Future 

studies that combine measurements of benthic exchange rates, in situ chemistry, and 

chemical fluxes across the sediment-water interface will likely be most successful. A 

variety of probes and sampling systems are available to measure in situ chemistry or 

collect samples for analysis. Eddy correlation techniques are also maturing and 

becoming easier to deploy, and analyze. If simple models relating chemical changes to 
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benthic exchange rates can be built from the combined results of these three 

techniques, reasonable predictions of chemical cycling over wide areas should be 

attainable. 

One method of achieving this goal of simple, predictive models would be to 

extend the concept of ‘reaction significance factors’ (RSF) from the hyporheic 

literature into the coastal realm [Harvey and Fuller, 1998; Harvey et al, 2013]. This 

dimensionless index quantifies the relationship between hydrologic (flux and 

residence time) and biogeochemical factors (intrinsic reaction rate) to estimate the 

effect of different exchange zone types on downstream water quality. This is achieved 

by including both small scale controls (residence time and intrinsic reaction rate) and 

the cumulative effects of river water turnover through all similar exchange zones over 

a given distance of river transport. This concept works well in fluvial systems where 

currents and chemical evolution are directional in nature, but creating a similar system 

is more challenging in oscillatory coastal environments where fluid and chemical 

pathways are more difficult to identify and quantify, and no direct analogue exists for 

the “river discharge” term. A substitute would be required—possibly water depth or an 

embayment flux term (Figure 5.1). 
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Figure 5.1 – Sample idea for a Marine Significance Factor 

If flux/chemistry models allow prediction of chemical cycling then areal 

benthic exchange models and the datasets needed to construct them will become more 

important. Many estuary-, regional-, and global-scale hydrodynamic models already 

exist with results that may be used to estimate different exchange rates associated with 

different mechanisms. Mature hydrodynamic models can also make reasonable 

predictions of future hydrodynamic regimes, which can be applied to understand how 

benthic exchange rates and their effect on chemistry is likely to vary with changing 

climate.  Ultimately it is these areal models that will allow estimation of the chemical 

cycling that occurs in the shallow seabed aquifers across our continental shelves. 
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SUPPLEMENTAL INFORMATION FOR CHAPTER 2 

Bel-Art Scienceware 0.95 cm I.D. 1-way valves were chosen for their low 

sealing and reopening pressures compared to similar inexpensive valves. Flux 

reduction due to resistance in the valves was tested in the laboratory. A source of 

water with a constant head was applied to one end of a seepage meter outflow tube 

that had been detached from a seepage meter. Flux was recorded with and without an 

inline valve for seven head values between 1 and 100 cm. For these gradients, the 

mean flux through the valve was 66% ± 2% of the flux measured without a valve. 

The average (± the standard deviation over three hydraulic gradients) K 

measured with a 7.62 cm diameter constant-head permeameter was 1.8x10-4 ± 2.1x10-6 

m/s and 1.9x10-4 ± 1.0x10-6 m/s for two sediment samples from the tank, and 1.8x10-4 

± 5.9x10-6 m/s and 2.1x10-4 ± 3.8x10-6 m/s for two samples from the flume. The 

effective K for the entire tank, including the plywood diffuser and seepage meters, 

measured for the 14 head gradients tested in the tank experiments was 1.4x10-4 ± 

3.3x10-5 m/s, slightly lower than the K of the sand samples.  
  

Appendix A 

A.1 One-Way Valve Characterization 

A.2 Sediment Characterization 
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Figure A.1: Cross sectional schematic of wave tank with seepage meter installed. A 
constant head was maintained in both the tank and bucket through all 
experiments. In recharge experiments, tap water was allowed to overflow 
the tank and the bucket was lowered below the tank water level. In 
discharge experiments, tap water was allowed to overflow the bucket and 
the bucket was raised above the tank water level. The hydraulic gradient 
was controlled by changing the bucket elevation and was measured 
between the tank water surface and water level in a manometer tapped 
into the tank beneath the diffuser. 

A.3 Supplementary Figures for Chapter 2
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SUPPLEMENTAL FIGURES FOR CHAPTER 3 

Figure B.1: Relationship between aquifer compressibility (βp), loading efficiency (Le, 
γ), and Ss for three porosity values (n). A value of 5x10-10 Pa-1 was 
assumed for βw as in Merrit (2004). 

Appendix B 
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Figure B.2: Histogram of burst-averaged benthic exchange rate frequency from 
differential pressure sensors. 
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Figure B.3: a.) Scatter plots of mixing zone depth vs. Lw for 8 sets of MODFLOW 
models. Exchange zone depth (dex was determined as 𝒘𝒘���⃗ /𝒘𝒘���⃗ 0=5%) from 
individual model runs are shown as black ‘x’s. A linear line of best fit 
(red) is plotted for the 260 model runs of each model set, and the 
corresponding slope is displayed as a percentage at the top of each chart. 
b.) Relationship between dex/Lw and D for the 8 sets of model runs. Black 
circles indicate high-D model sets in which a mixing zone depth of one-
half gravity wavelength is most appropriate. Grey circles indicate model 
sets where that assumption is less appropriate. Large open circles indicate 
the three sets of models discussed as low-D, intermediate-D, and high-D 
in the manuscript. c.) empirical relationship between dex, Lw, and D. 
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SUPPLEMENTAL FIGURES FOR CHAPTER 4 

Appendix C 
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Figure C.1: Sediment type over the global seabed (NAVO, 2010)
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Figure C.2: Workflow for computing global wave pumping rates 



111 

Figure C.3: Sensitivity to resolution of the wave simulation data 
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Figure C.4: Sensitivity to simulation resolution (resample resolution) 
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Figure C.5: Basin delineations used in the paper 
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Figure C.6: Flux weighted PDF of flux in the Single-K and Variable-K simulations 
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Figure C.7: Mean a.) global and b.) SAB wave parameters for the 31 year scenarios. 
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Figure C.8: Ice cover percentage over 31 year simulation 
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Table C.1 – Wavewatch III Grid information 

ID Width 
(cells) 

Height 
(cells) 

dx 
(degrees) 

dy 
(degrees) 

Global 30 min glo_30m 720 336 1/2 1/2 
Arctic Ocean 30 min ao_30m 720 51 1/2 1/2 
NW Atlantic 10 min at_10m 301 331 1/6 1/6 
US West Coast 10 min wc_10m 241 151 1/6 1/6 
East Pacific 10 min ep_10m 511 301 1/6 1/6 
Alaskan 10 min ak_10m 401 187 1.5/6 1/6 
Gulf of Mexico and NW Atlantic 4 
min

at_4m 586 481 1/15 1/15 

US West Coast 4 min wc_4m 736 526 1/15 1/15 
Alaskan 4 min ak_4m 548 391 2/15 1/15 
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Table C.2 – Detailed Single-K simulation results 
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Global 3.7E+8 3627 1.3E+9 3.6E+5 2.90E+7 7.9% 74.9 0.91 67.82 1.76E+5 4.77E-4 6.06E+0 4.94E-1 7,601 

North 
Atlantic 

4.2E+7 3463 1.5E+8 
1.1E+5 

4.86E+6 11.5% 66.3 1.35 92.62 5.03E+4 1.19E-3 1.04E+1 
3.64E-1 

2,906 

South 
Atlantic 

4.0E+7 3959 1.6E+8 1.88E+6 4.7% 83.4 1.70 115.24 1.60E+4 3.97E-4 8.52E+0 9,981 

North 
Pacific 

8.2E+7 4137 3.4E+8 
1.4E+5 
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Seas 3.7E+6 1214 4.5E+6 1.25E+6 34.0% 53.0 0.70 37.26 3.07E+3 8.34E-4 2.45E+0 1,456 
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Table C.3 – Detailed Variable-K simulation results 
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Global 3.7E+8 3627 1.3E+9 3.6E+5 2.9E+7 7.9% 74.9 1.1E-05 0.91 67.82 1.65E+5 5.70E-3 5.70E-3 4.64E-1 8,083 

North 
Atlantic 

4.2E+7 3463 1.5E+8 
1.1E+5 

4.9E+6 11.5% 66.3 1.2E-05 1.35 92.62 1.69E+4 4.00E-4 3.48E-3 
1.16E-1 

8,654 

South 
Atlantic 

4.0E+7 3959 1.6E+8 1.9E+6 4.7% 83.4 8.6E-06 1.70 115.24 2.94E+3 7.28E-5 1.56E-3 54,402 

North 
Pacific 8.2E+7 4137 3.4E+8 

1.4E+5 
6.1E+6 7.4% 67.1 1.5E-06 1.06 74.53 2.62E+4 3.20E-4 4.30E-3 

2.70E-1 
12,948 

South 
Pacific 

8.8E+7 3767 3.3E+8 3.4E+6 3.9% 54.4 3.6E-06 1.01 86.39 5.55E+4 6.30E-4 1.63E-2 5,980 

Indian 
Ocean 

6.9E+7 3780 2.6E+8 6.7E+4 3.1E+6 4.5% 56.3 1.2E-05 1.27 138.67 5.78E+4 8.33E-4 1.86E-2 8.68E-1 4,538 

Arctic 
Ocean 1.6E+7 1184 1.9E+7 4.5E+4 6.3E+6 39.8% 77.0 2.1E-05 0.53 27.55 3.82E+3 2.43E-4 6.11E-4 8.42E-2 4,867 

Southern 
ocean 

2.7E+7 2740 7.4E+7 1.8E+4 2.2E+6 8.0% 92.3 2.1E-05 0.20 16.57 8.20E+1 3.06E-6 3.81E-5 4.56E-3 896,341 

Seas 3.7E+6 1214 4.5E+6 1.3E+6 34.0% 53.0 8.9E-06 0.70 37.26 2.03E+3 5.50E-4 1.62E-3 2,207 
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