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ABSTRACT

There is an increasing demand for assistive bipedal robots that are capable of

physical interaction with other agents possibly humans to accomplish collaborative

tasks, such as coordinated object transportation. In such collaborative scenarios, we

can rely on the environment mapping and path planning skills of the leading collab-

orator to choose an obstacle-free trajectory for the team. This intended trajectory

may not be directly accessible by the robot; however, the interaction forces developed

between the robot and the collaborator offer cues on how the robot should adapt its

behavior to accomplish the task. As its first objective this thesis proposes a method

that empowers a biped to actively modify its speed and heading angle in response to

the resulting interaction forces, allowing a collaborator to effectively walk the biped

along a desired path. The proposed method is based on integration of impedance con-

trol to provide compliance at biped’s manipulator, with position control to synchronize

the actuated degrees of freedom in a way that the generated walking gaits are adapt-

able to external activity. The feasibility of the method is illustrated on both planar

and three dimensional bipedal robots that track the intended trajectory of leader with

the sole knowledge of interaction force.

Bipedal robots should also be capable of navigating an environment autonomously,

that is without the help of a leading collaborator. Planning the motion of biped through

a workspace populated by obstacles can be decomposed into two hierarchical compo-

nents. At the high level, a planner is responsible for the generation of an obstacle

free path that respects the geometry of the workspace. At the low level, a controller

should take into account the stability of the platform as it executes the descending

plan. Certain stability issues and unfaithful execution of the plan may arise if the

xv



high-level planning and low-level stability goals are considered in isolation. The sec-

ond objective of this thesis is to bridge this gap by proposing a framework that unifies

low-level stability and high-level planning objectives for systems that move in the envi-

ronment via cyclic interactions, such as dynamically walking bipeds, in order to stably

navigate them through a cluttered environment. The framework is based on extract-

ing motion primitives in the form of limit cycle locomotion behaviors. The planner

outputs a sequence of motion primitives that has to be followed by the robot in or-

der to reach a goal location while avoiding obstacles. In this setting, a discrete-time

switched system with multiple equilibria – each corresponding to a motion primitive

– emerges as a natural formulation of the problem which projects the stability of the

motion sequence to that of the switched system. We then show that the solution of

the switched system can be confined in a safe region – characterized as the union of

sub-level sets of Lyapunov functions – by imposing a bound on the dwell time of the

switching signal. The approach is implemented on an underactuated 3D biped, and

locally exponentially stable gait primitives are extracted using Hybrid Zero Dynamics

(HZD) controllers. The dimensional reduction afforded by HZD allows the estimation

of the basin of attraction of the gait primitives using sums-of-squares techniques, which

facilitates the computation of the bound on the dwell time.

Overall, this thesis contributes to the cooperation and autonomous navigation

of dynamically (limit-cycle) walking bipedal robots in two ways. First, it takes a step

toward the development of controllers for cooperative object transportation tasks, in

which a bipedal robot assists a human to carry an object along a path that is enforced by

the human. Secondly, it bridges the gap between high-level motion planning algorithms

and low-level limit-cycle locomotion controllers so that the descending commands of

the planner can be faithfully executed by the biped.
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Chapter 1

INTRODUCTION

The need for intelligent robots capable of cooperative interaction with humans

is growing in the modern society. This type of cooperation can take advantage of

both human decision making ability and robot precise command following capability.

Owing to their anthropomorphic characteristics, humanoid robots are ideal for accom-

plishing tasks that require physical collaboration with humans in typical human-centric

environments.

Assistive bipedal robots must be capable of complying with the geometry of the

environment while simultaneously engaging in tasks that involve physical interaction

with humans (or other robots) by means of their manipulators. In a number of such

tasks – cooperative object transportation between a robot and a leading co-worker is

one example – the robot’s walking pattern should be adapted according to interaction

forces that can be interpreted as signals of collaborator’s intention.

Consider a scenario in which a bipedal robot must autonomously navigate in

an environment cluttered by obstacles in order to reach the region where the human

needs assistance. For the successful completion of this task, there is a need for a high-

level planner that generates an obstacle-free path that conforms to the geometry of

the environment, and a low-level controller that executes the descending plan, while

ensuring stable operation of the platform. When the high-level planning and low-level

stability objectives are treated in isolation, the platform may not be able to faithfully

execute the plan, or may fail due to instability. Therefore, it is necessary to develop

a framework that seamlessly integrates limit-cycle locomotion controllers with motion

planning algorithms to enable the bipedal robot navigate in an environment cluttered

by obstacles.

1



Once the biped arrives at the goal region, it needs to engage in a cooperative

task that requires it to follow the commands of the leading co-worker. These commands

may not be explicitly available to the biped; rather, they may be implicitly available

as interaction forces that the robot perceives at the end effector of its manipulators.

In this setting, the biped must adapt its locomotion in response to these interaction

forces, while ensuring that it does not fall down. In addition, to reduce the effort on

behalf of the collaborator and to increase the safety of the cooperative task, the biped

needs to exhibit compliance at the port of interaction. This necessitates the design of a

unified manipulation and locomotion controller that enables the robot to respond to a

collaborator’s intentions on both the locomotion and manipulation levels, adapting its

movement to the interaction forces without compromising stable and safe operation.

There has been a vast amount of research on providing humanoid robots with

navigation and cooperation capabilities. However, the proposed controllers work within

the Zero Moment Point (ZMP) framework, which yields quasi-static motions that are

not natural and energy efficient. On the other hand, in dynamic locomotion1, which

is abundant in nature, the robot can be statically unbalanced and continually fall at

some points of the gait cycle while the overall motion remains stable. In stark contrast

to humanoids walking under the ZMP stability criterion, locomotion control methods

for dynamically walking bipeds have been developed largely in isolation from high-level

motion planning objectives. Indeed, most of the existing literature on dynamic walkers

focuses on designing low-level controllers for generating and stabilizing periodic mo-

tions without examining how the resulting locomotion behaviors can be “shaped” to

adapt to high-level motion planning considerations. The objective of this thesis is to

integrate high-level tasks with low-level locomotion controllers to enable such robots

to cooperate with a leading co-worker and to autonomously navigate in a cluttered

environment; see Fig. 1.1. To this end, this thesis proposes two approaches that are

suitable for cooperation and navigation scenarios. In the cooperation scenario, the

1 Throughout this dissertation the term dynamic locomotion indicates limit-cycle locomotion.

2
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Figure 1.1: The hierarchical components for achieving complex tasks with bipedal
robots. The high-level planner and the low-level controller need to com-
municate properly for the successful completion of the task.

leading co-worker acts as a high-level path planner that communicates its intention

by applying a suitable force on the robot. The low-level locomotion controller is then

designed so that the resulting limit cycle can be shaped by the interaction force in a

way that the robot follows leader’s intended path. In the autonomous navigation sce-

nario, the high-level path planning algorithm composes different limit-cycle behaviors

to generate an obstacle-free path in the environment while the low-level locomotion

controller is responsible for executing the suggested path. The question that arises in

these situations is how the high-level planner and low-level controller communicate.

This thesis answers this question by providing information that need to be exchanged

between these two components so that the task can be successfully accomplished.
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1.1 Contributions

This thesis contributes to the cooperation and navigation of dynamically walking

bipeds in a number of ways that can be summarized as follows.

1.1.1 Controller Design for Biped’s Adaptive Behavior in Response to

Leader’s Intention: 2D and 3D models

This thesis proposes a method that enables a biped to adjust its walking pattern

in response to the interaction forces developed as the biped physically cooperates with

a leading co-worker; see Fig. 1.2(a). The proposed approach combines impedance

control to regulate the manipulator’s motion in response to the interaction force, with

position control to coordinate the actuated degrees of freedom of the biped’s legs in

order to generate dynamic walking motions that can be adapted to external activity.

In the planar model, analytical expressions on a step-to-step basis are derived that

describe how the interaction force influences the biped’s motion. With the help of

these expressions, explicit conditions are obtained that predict the success of the biped

in completing a step based on the state of the robot at the beginning of a step and

the force applied over that step. Having these conditions met, with mere knowledge of
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Figure 1.2: (a) Biped-leader cooperation model. (b) Steering the biped to a goal
region via interaction force while avoiding obstacles.
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the interaction force – that is, without knowing the intended trajectory of the leading

collaborator – the biped is capable of altering its speed as it walks on flat ground or up

and down stairs of known geometry by changing its stride frequency while keeping its

stride length constant. In the 3D model, in addition to the aforementioned adaptations,

it is shown in simulation that the biped also adjusts its heading angle in response to

the interaction force. This property allows the leader to guide the motion of the biped

so as to avoid collision with obstacles; see Fig. 1.2(b). These results have appeared

in [70,72,105].

1.1.2 Stable Navigation of 3D Dynamically Walking Bipedal Walkers

The second contribution of this thesis is to present a framework for navigation

of 3D dynamically walking bipeds in spaces cluttered by obstacles. The framework

is based on extracting gait primitives in the form of limit-cycle locomotion behaviors,

which are then composed by a higher-level planning algorithm with the purpose of

navigating the biped to a goal location while avoiding obstacles; see Fig. 1.3. By for-

mulating motion planning as a discrete-time switched system with multiple equilibria
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Figure 1.3: (a) The walking arcs for a family of gait primitives. The number on each
arc shows the change in heading angle. (b) Motion planner constructs
an obstacle-free path while the biped stably executes it.
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– each corresponding to a gait primitive – analytical conditions are provided that con-

strain the frequency of the switching signal provided by the planner so that the biped is

guaranteed to stably execute a suggested plan. Effectively, these conditions distill the

limitations of the system dynamics in a form that can be readily incorporated to the

planning algorithm. We demonstrate the feasibility of the method in the context of a

three-dimensional bipedal model, walking dynamically under the influence of a Hybrid

Zero Dynamics (HZD) controller. It is shown that the dimensional reduction afforded

by HZD greatly facilitates the application of the method by allowing certificates of

stability for gait primitives using sums-of-squares programming. These results have

appeared in [71,107].

1.2 Structure of the Thesis

The organization of the rest of this thesis is as follows. Chapter 2 provides a

brief overview of the related work on locomotion controllers, integrating locomotion

and manipulation for cooperation and motion planning with bipedal robots.

Chapter 3 investigates the cooperation task of the biped-leader team in a planar

setting. The walking cycle is mathematically modeled as a periodic solution of a hybrid

system that is composed of a continuous swing phase and a discreet impact map.

A coupled locomotion and manipulation controller is then proposed that generates

dynamic walking gaits and simultaneously provides compliance in the biped’s arm.

The proposed controller takes advantage of the underactuated nature of the robot to

respond to the interaction forces. The availability of closed form solutions for the

reduced system allows us to quantify speed change based on interaction force. Finally,

the method is applied in the case of a bipedal robot model walking over flat ground

and up and down stairs of known geometry under the influence of a desired trajectory

that is unknown to the biped and represents the intention of a collaborator.

Chapter 4 demonstrates that the control method presented in Chapter 3 can be

extended to underactuated 3D bipedal robots. Particularly, the controller is designed so

that in addition to speed, the heading angle of the biped also responds to the interaction
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force. Although analytical solutions cannot be derived for the 3D case due to the high

dimensionality of the reduced system, several simulation examples demonstrate that

the biped is able to follow the intended direction of the leader. The biped can then

rely on the leader’s knowledge of the environment in order to avoid the obstacles on

the way, and to be steered to the goal region.

Chapter 5 deals with the case when the biped has to autonomously navigate

within an obstacle-cluttered environment without the help of a leading co-worker. In-

stead, a high-level planner with knowledge of the environment can be used to provide an

obstacle-free path by composing limit-cycle primitives. In this setting, a discrete-time

switched system with multiple equilibria – each corresponding to a motion primitive

– emerges as a natural formulation of the problem which relates the stability of the

motion sequence to that of the switched system. It is shown that the solution of

the switched system can be confined in a safe region – characterized as the union of

sub-level sets of Lyapunov functions – by imposing a bound on the dwell time of the

switching signal. More importantly, the availability of the closed-form relations allows

adjusting the size of the desired region as a function of the bound on the dwell time.

Increasing the bound on the dwell time reduces the size of the safe region, resulting

in smaller deviation from the nominal path, while adversely affecting the flexibility of

the planner in generating a feasible path. The framework is demonstrated on a 3D

bipedal robot model that implements an HZD control law to generate locally exponen-

tially stable motion primitives. The inherent reduction in dimension offered by HZD

enables the use of sums-of-squares (SOS) techniques to estimate the basin of attraction

of the motion primitives, resulting in analytical expressions for the dwell-time bound

for stability.

Finally, Chapter 6 provides concluding remarks and suggests future directions.
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Chapter 2

LITERATURE SURVEY

This chapter presents the literature review about bipedal robots and motivates

the development of the methods presented in this thesis. The discussion begins with

the history of prototype development of various passive and powered bipedal robots in

chronological order in Section 2.1.

Section 2.2 presents relevant work on two of the main approaches for bipedal

locomotion control design, namely, Zero Moment Point (ZMP) and limit-cycle based

controllers. The latter is the focus of this thesis. Section 2.3 provides an overview

of the relevant work on manipulation controllers and its integration with locomotion

controllers. It should be mentioned here that the majority of these studies implement

the ZMP criterion for stability to enable humanoids perform various complicated tasks

such as cooperating with humans and transporting objects over distances. The objec-

tive of this thesis is to enable limit-cycle walkers to perform similar tasks in a provably

stable fashion.

Section 2.4 presents recent advances in motion planning of bipedal robots. As

will be seen in this section, there are only very few works that explicitly take into

account high-level motion planning objectives in the context of limit-cycle walkers.

Furthermore, none of these studies establish analytical guarantees for stable compo-

sition of motion primitives. This shortcoming motivates the work in this thesis that

attempts to provide a framework within which stable operation as the biped executes

the path suggested by the planner is ensured.
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2.1 Bipedal Robots

The development of bipedal robot prototypes has received considerable attention

in recent years. There are generally two classes of bipedal robots: humanoids and

dynamically walking robots. Humanoid robots are capable of performing a large array

of tasks at the expense of a complex mechanical design. On the other hand, dynamically

walking bipeds are generally less complex mechanical systems than humanoids and are

capable of more natural and energy efficient walking motions.

An extreme example of dynamically walking bipeds are passive dynamic walkers.

These systems walk downhill powered only by gravity – that is, without any motor

actuating their joints. In more detail, in passive walking gaits, the portion of energy

that is being dissipated at impacts is compensated by the potential energy as the robot

walks down the slope. The first passive biped was built by McGeer in the late 1980s [65].

It consisted of two straight legs each having two parallel links to keep the motion in

the sagittal plane. The biped could successfully walk down a slope of 1.4 degrees with

the speed of 0.4 m/s. To provide a simple solution for foot clearance from the ground,

a knee joint was added to the leg which in some cases enhanced the overall stability

of the walking gait [65]. In late 1990s, Collins et al. built a three dimensional passive

biped that had common features with McGeer’s planar biped. However the biped was

prone to lateral instability due to the addition of roll and yaw degrees of freedom in the

three dimensional model. To reduce the fluctuation of angular momentum induced by

swinging legs, counter-swinging arms were attached to the opposing legs so that right

leg and left arm swing forward at the same time. Using this strategy the biped could

stably walk down a 3.1 degree slope with the speed of 0.5 m/s [18].

Although the study of passive robots is important in understanding the basic

cyclic walking behavior, the use of actuation can enhance the stability and versatility

of the generated motions. One of the first powered bipeds capable of stable walking

was called WL-5; a three dimensional biped with 11 DOF that was built in Japan in

1972 [46]. In the mid 1980s, Miura et al. constructed a series of small-sized bipeds,

called Biper, some of which were able to walk forward, backward and sideways [67].
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Figure 2.1: Photos of (a) RABBIT [13], (b) MABEL [34], (c) MARLO [10], (d)
ASIMO [1] and (e) DRC-HUBO [120].

The controller was designed to enforce a trajectory on the joints that was generated

based on the motion of an inverted pendulum. In the late 1980s, Furusho et al. built a

medium-sized, 0.98 m tall biped, called BLR-G2 that could walk at the speed of 0.18

m/s [25]. In the late 1990s, a planar biped named Spring Flamingo was built at the MIT

Leg Lab [86]. It had six degrees of freedom each controlled by a series elastic actuator.

The use of series elastic actuators improved the force control performance and increased

the shock tolerance of the walking gait. The biped was capable of walking over slopped

terrains with the speed of 1.2 m/s. In the late 1990s, the French National Research

Council constructed a 5 DOF planar biped RABBIT; see Fig. 2.1(a), with the purpose

of providing a platform to study the control aspects of limit-cycle walkers [13]. The
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model of RABBIT is used in this thesis and its morphological characteristics can be

found in Table 3.1. In 2007, MABEL a five link planar biped was collaboratively built

by University of Michigan and Carnegie Mellon University; see Fig. 2.1(b). Compliant

elements were introduced in the robot’s power train to enhance the energy efficiency

and agility of the walking gait [34]. MABEL is able to reach speeds of up to 3.6 m/s.

Both RABBIT and MABEL are attached to a safety boom for lateral stability. In 2012,

a 3D bipedal robot MARLO was built by the same group that could walk without the

need of a supporting boom; see Fig. 2.1(c). The use of virtual constraints in the lateral

plane allowed the robot to extend planar walking to 3D walking. MARLO has 13 DOF

and is highly underactuated with only 6 actuators [10].

One of the most advanced bipedal robots that is capable of operating in human

environments is the humanoid ASIMO, developed by HONDA. The robot has a total

of 34 DOFs which offer a wide range of possible motions; see Fig. 2.1(d). ASIMO can

adjust its body posture, step length, speed and the direction it is stepping in. It is

equipped with visual sensors that detect the ground surface and obstacles, enabling it to

autonomously navigate the environment. It also has face and voice recognition features

that allow it to interpret and respond to the commands of its companion. ASIMO can

walk with the speed of 0.75 m/s and run upto speed of 2.5 m/s [1]. Another humanoid

robot, the DRC-HUBO, was the winner of the DARPA1 robotic challenge in 2015; see

Fig. 2.1(e). One of the prominent features of DRC-HUBO during the competition has

been its ability to transform from walking robot to rolling on four wheels by bending

and using wheels incorporated in its knees, which indicates that humanoid robots have

not yet reached at the point of accomplishing realistic tasks such as those required in

the 2015 DARPA robotic challenge. This robot is 1.47 m tall with a wingspan of 2.04

m, it weighs 52 kg (including battery), and it has 32 DOFs [120]. DRC-HUBO could

successfully complete a variety of complex tasks such as debris removal, door opening,

wall breaking and stair climbing.

1 Defense Advanced Research Projects Agency

11



2.2 Locomotion Controllers

The majority of existing work on designing controllers for bipedal walking uti-

lized the notion of ground reference points such as ZMP, as a stability measure of the

biped [116], [56], [115], [109]. The ZMP refers to the point on the ground about which

the horizontal component of the moment resulting from the ground reaction force is

zero [83]. The intuition for defining the ZMP is to find a point that describes the

overall behavior of the mechanism and replaces all forces acting on the mechanism by

one single force [108]. If the computed location of ZMP resides within the support

polygon the robot has postural balance.

This method was first implemented in 1984 on a real robot, namely the WL-

12RV biped, which could walk at the highest speed of 0.375 m/sec. The control method

compensated the three axes (pitch-roll and yaw) moments by following a planned tra-

jectory of the ZMP [116]. The most popular robot that works with ZMP criterion

is the humanoid ASIMO [89] which is capable of doing different tasks. Although the

ZMP method evolved in different aspects such as improving mobility and agility [102],

traversing different terrains [40] and more natural looking gaits [23], there exists some

shortcomings which are inherent to this method. Utilizing this quasi-static method

in the gait synthesis requires that the ZMP remains strictly in the interior of foot-

print. On the other hand, in truly dynamic methods, the hypothetical ZMP can be

outside the support polygon and yet the biped does not experience instability. This

strict condition in the ZMP approach limits the speed of achieved motion and results

in inefficient gait cycle. Furthermore, the foot remains flat on the ground which is in

contrast with human walking where the foot rotates on the ground to minimize the

energy losses and contribute to powering the motion. In addition, the dependency

of the method on the foot being flat on the ground precludes the use of ZMP-based

methods to point-foot walking, and also to realizing gaits such as running in which the

foot is not always in contact with the ground.

Contrary to ZMP-based controllers, a number of control approaches has been

introduced to generate and sustain dynamic walking motions on bipedal robots by
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stabilizing desired limit-cycle solutions of their dynamics. Inspired by McGeer’s passive

bipedal walker [65], Spong [96] designed feedback control laws for a fully actuated

compass walker, that canceled the change in gravity torque due to the change in ground

slope and rendered the limit cycle slope invariant, i.e. it could walk on any slope. Later,

Spong and Bullo [97] generalized the results for three-dimensional bipeds, where they

gave a rigorous proof of the stability of the periodic motion. In order to simplify the

analysis of the coupled and complex dynamics of 3D bipeds and to use the known

planar limit cycles, geometric reduction is implemented to decouple the sagittal plane

motion from the roll and yaw motions [28].

Along a different philosophy, the hybrid zero dynamics (HZD) method [111]

has been proposed to generate periodic dynamic walking for a class of underactuated

bipeds; the purpose of this method is to reduce the dimension of the system and facili-

tate the stability analysis. In this approach, input-output linearization is implemented

to design a controller that produces the walking gait by zeroing a set of suitably de-

signed outputs in the form of virtual holonomic constraints. The zero dynamics is then

defined as the maximal internal dynamics of the system that are compatible with the

outputs being identically equal to zero. The method was first applied on a three-link

biped to generate asymptotically-stable limit cycles [33]. Since the constraints are im-

posed during the stance phase without regarding impacts, the zero dynamics of the

system is not in general invariant under the impact. To alleviate this problem, [112] in-

troduced the notion of hybrid invariance of the zero dynamics which was implemented

through output functions in the form of Beziér polynomials. Adjusting the parameters

of Beziér polynomials created an invariant surface in the continuous phase of the sys-

tem as well as under the action of the impact map. This lower dimensional model of

the closed-loop hybrid model is termed the Hybrid Zero Dynamics (HZD), which fur-

ther facilitated the stability analysis of the full-order system. In addition, optimization

could be performed on the design of holonomic constraints in order to meet actuation

limitations and other gait constraints such as friction cone limitation and unilateral

ground reaction forces. A new definition of stability for aperiodic walking in the sense
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of “not falling” was introduced in [117] and specifically used to give a framework for

switching controllers. Transitioning between discrete speeds was carried out through

designing an intermediate HZD surface that connected the corresponding HZD surfaces

of two different gaits. The HZD method has also been used to stabilize periodic gaits

for 3D bipeds [14] and to steer the biped along a desired path with mild curvature [93].

The studies just cited have assumed point feet during the walking cycle. The role

of non trivial foot for the planar and 3D bipeds have been addressed in [16] and [110].

The gait cycle is composed of a fully actuated flat footed phase and an underactuated

phase to allow foot rotation in the walking gait. The ankle torques have been used

to follow a desired ZMP trajectory and to enhance the stability and energy efficiency

of the gait. The HZD method was successfully demonstrated in experiments for the

bipeds with point [99], as well as curved [63], feet.

Recently, the class of stabilizing controllers have been extended through the

use of Control Lyapunov Functions (CLF) that enforce rapid convergence to the zero

dynamics [5]. The reference [26] formulated a CLF-based quadratic program to unify

stability requirements and gait constraints such as torque saturation, in one single

framework. Using this framework, [76] developed a robust control method that could

handle significant model perturbations. Control barrier functions were further inte-

grated into the framework, in order to adjust step length in planar bipeds [77] and in

3D bipeds [74].

Plant uncertainty and external disturbances can be detrimental to stability of

dynamic walking bipeds. To enhance robustness against external disturbances, the

problem of stabilizing periodic orbits has been formulated as a set of bilinear matrix

inequalities to systematically design event-based controllers [37] and continuous-time

controllers [36]. This approach was illustrated on a simulation model of ATRIAS, a

highly underactuated 3D biped with series-compliant actuators, walking on flat ground

with different contact models. Reference [75] applies L1 adaptive control in a CLF-

based controller scheme, to handle nonlinear uncertainty in bipedal walking. Ultimate

boundedness of the output dynamics in the presence of modeling uncertainties was
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established in [52]. In case of stochasticity in the dynamics, the high-gain feedback

controllers may not be able to stabilize the limit cycle due to limited control authority.

The study in [11] adopts a stochastic approach to present a controller design that max-

imizes the expected time to failure of walking machines. The method was examined on

the compass gait biped walking on uneven ground profiles. By exploiting the terrain

knowledge, the controller improved the stochastic stability of the walking cycle. Re-

cently, the robustness of the approach has been improved through the use of meshing

techniques that capture the step-to-step behavior of the biped [88].

To produce more “human-like” bipedal robotic walking, the notion of canonical

walking functions has been proposed in [3] and [95]; these functions are simply solutions

to a linear mass-spring-damper system with suitable parameters. These parameters are

then optimized to derive the outputs of the robot as close as possible to the output

of human. A novel aspect of this work is the use of the hip velocity as an output

function which is allowed to jump through the impact. This provides some freedom

to the velocity of the hip to compensate for the shock when the system experiences

an impact [3]. In addition, having the velocity of the hip as an output facilitates the

optimization problem for finding gait cycles with nearby speeds. The method was

applied to achieve stable walking on uneven terrain [51], going upstairs and downstairs

[85] and changing speeds in 3D [84]. Particularly, for stable speed-controlled robotic

walking, a finite automaton containing different speeds and their transitions was built

and a supervisor was designed to govern transition among different speeds through the

minimum number of steps [21].

2.3 Integrating Locomotion and Manipulation for Cooperation

Aside from the locomotion control of the biped, realizing cooperative object

transportation tasks requires the interaction of the bipeds arm with the leading collab-

orator. This can be achieved through impedance control of the biped’s manipulator.

The goal of this approach is to organize the manipulator so that its response to an

externally applied force corresponds to that of a mass-spring-damper system [41]. As
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a consequence, the manipulator is capable of mitigating the effect of modeling error,

finite positioning accuracy and imprecise modeled environment, which would lead to

increased contact forces and actuator saturation if conventional position control algo-

rithms were used [90]. The pioneering work of Hogan [41] demonstrated that, for a

simplified case, the manipulator impedance should be proportional to the environmen-

tal admittance when the task is to simultaneously minimize motion error and interface

force. The subsequent works has been focused on addressing issues related to robot dy-

namics uncertainty and unknown environmental parameters. Kelly et al. [47] proposed

an adaptive impedance control with parameter estimation to reduce the effect of ma-

nipulator uncertainty. In order to enhance the force tracking capability of impedance

control under unknown environmental parameters (i.e. stiffness and location), Seraji

et al. [92] presented an adaptive control scheme in which the reference position was

generated online as a function of force tracking error.

In the context of robot-human cooperation, a significant body of research fo-

cuses on adaptive impedance control to produce biomimetic behavior [27], and to adapt

to human characteristics and intention [22,31]. From an experiment involving two hu-

mans that cooperate to carry an object, an impedance controller with varying damping

parameter was designed to improve the cooperation performance of a robotic manipu-

lator and a human agent [42]. Gribovskaya et al. proposed a haptic control method in

which the robot learns the task model through demonstration and generates reference

trajectories in response to the perceived force [31]. In addition, to account for the non-

modeled effects of the human, an adaptive impedance control is proposed that updates

the impedance parameters based on the deviation of the robot from the learned task.

Since it is generally difficult to model human behavior in cooperative tasks, as was

shown experimentally in [80], the work of [59] uses a neural network to estimate the

intention of a human partner, and integrates it in the impedance controller such that

the robot actively follows the intended motion of the human with the mere knowledge

of the human force. A real-time variable impedance parameters proportional to the

estimated stiffness of human arm was proposed in [104]. In this work, the end effector
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position and force sensor data was used to estimate the stiffness of the human hand.

There has been a vast amount of research on integrating manipulation tasks with

legged locomotion using the ZMP stability criterion. In this approach, the interaction

of a bipedal robot with its environment is accounted when generating trajectories for

the whole system in a way that the ZMP remains in the support polygon. The study

in [119] presents a control method that adjusts step length and timing to improve

the manipulability of a biped’s arm in a reference trajectory tracking task. Online

modification of the ZMP and fast gait generation in response to commanded hand

position in human-humanoid interaction was realized in [100] and [78]; the method

was experimentally implemented on the robot HRP-2. To address the problem of push

recovery of humanoids, [101] uses model predictive control to compute the desired

forces and footstep locations that account for future actions.

The difficulties in a cooperative transportation of an object by two humanoids

have been addressed in a few studies. The work in [43] showed that mutual position

shifts will occur as a result of body swinging when two humanoids carry an object.

Therefore, learning algorithms were used to find the optimal motion plans that re-

sult in minimum position shift [44]. The issue of speed mismatch between the two

humanoids was resolved using a control law that combines PID and fuzzy-logic con-

trollers. [49]. Realizing the configuration similarity between two cooperating humanoids

and a quadruped, the use of quadrupedal trajectory planning with the purpose of syn-

chronizing the motion of the cooperating humanoids has been proposed in [66]. Finally,

the book [38] contains several examples of humanoids that are engaged in activities

that involve their manipulators, such as pushing objects, moving obstacles out of their

way, or carrying objects over a distance. It should be emphasized that, in all the re-

search efforts discussed so far, humanoid walking has been achieved through the ZMP

stability criterion, resulting in quasi-static motions. Dynamically walking bipeds, have

not enjoyed the popularity of their quasi-static counterparts in such activities.

In almost all cases of dynamic walking bipeds in the literature, the controllers
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Figure 2.2: Guiding the motion of NAO via physical interaction. Photo adopted
from [7].

are derived with the purpose of stabilizing locomotion alone, typically treating ex-

ternal forces – such as those developed during collaborative tasks for example – as

disturbances that need to be rejected. To the best of the author’s knowledge, only [6]

investigates how manipulation tasks can be integrated with dynamic walking gaits

which are generated through the notion of partial hybrid zero dynamics [4]. In this

case, however, the control law is specifically designed so that the manipulation con-

troller does not interfere with locomotion. Contrary to this approach, In this thesis, we

turn our attention to external forces that are applied on a dynamically walking biped

intentionally, with the purpose of modifying its motion. An instance of this general

case has been investigated with the biped Acroban [79] and NAO [7], in which a human

literally “walks” the robot by applying a force on its hand. As the human moves, it

holds the robot, which adapts to the external force supplied by the human by modi-

fying its walking gait accordingly; see Fig. 2.2. Similar situations arise in applications

where humans and robots cooperate to transport objects over a distance that is large

enough to require the use of the locomotion system of the robot. In such cooperative

tasks, the robot experiences a persistent external force that differs from disturbances
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acting momentarily in a fundamental way: the robot should adapt its motion to this

force rather than trying to return to its original gait. In the context of dynamically

walking bipeds, realizing such human-robot teams requires a deeper understanding of

how the underlying locomotion controller reacts to persistent external forcing.

2.4 Motion Planning

Planning the motion of robotic systems through a workspace populated by ob-

stacles can be decomposed in two hierarchical components. At the high level, a planner

is responsible for the generation of an obstacle-free path that respects the geometry

of the workspace. At the low level, the locomotion controller should execute the de-

scending plan ensuring stability of the platform. Clearly, if the high-level planning

and low-level stability goals are considered in isolation, loss of stability and unfaithful

execution of the plan may arise.

In the context of robot motion planning, the method of sequential composition

seeks to integrate the planning and control components to generate global feedback

control policies [9, 103]. In this approach, the state space of the robot is covered by a

large set of Lyapunov funnels – each generated through a local feedback control policy

– so that the system can be driven from an initial state to a desired goal region in the

state space by transitioning among these local controllers. Sequential composition of

fundamental behaviors encoded in motion primitives has been introduced in [19], where

a symbolic planner is used to navigate a wheeled robot in a cluttered workspace. The

reference [73] extended this method to achieve navigation tasks with highly dynamic

mobile robots whose shape dynamics strongly influence their position dynamics in the

workspace. In this work, control policies had to be devised to incorporate the natural

dynamics of the robot to generate fast and graceful motion primitives. In [61], the same

approach was used to achieve motion planning of a flying robot based on a precomputed

library of motion primitives that account for uncertainity. Motion planning of switched

dynamical systems has also been formulated as finite state automata [24] and timed

automata [8], that prescribe the rules for transitioning between systems or motion
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Figure 2.3: (a) Sequential composition of funnels. The dwell time condition is com-
puted so that that any two funnels are composable. Each funnel corre-
sponds to a motion primitive. (b) High-level and low-level interconnec-
tions. Planner respects the dwell time constraint and produces a switch-
ing signal accordingly. (c) execution of the suggested path. Stability of
the biped is ensured by the dwell time constraint.

primitives. Our work contributes to the sequential composition approach, by providing

analytical conditions of funnel compositions in any arbitrary sequence. To this end,

we require each equilibrium point of a funnel to be in the intersection of domains of

all funnels; see Fig 2.3(a). We then analytically compute a bound on the frequency

of switching among the various precomputed primitive behaviors in order to ensure

that the goal set of the funnel lies within the intersection of domains of all funnels.

This condition is given a priori and can be readily integrated in the motion planning

algorithm in a computationally efficient way; see Fig. 2.3(b). Essentially, this condition

captures the low-level restrictions in achieving high-level objectives, enabling the robot

to stably follow the plan generated by the motion planner; see Fig. 2.3(c).

There has been a great deal of research on motion planning of legged systems,
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which, almost exclusively, deals with humanoid robots walking based on the ZMP

stability criterion; see [38] and references therein for an overview of the state of the

art. The availability of closed form expressions for low-level stability in the context

of the ZMP formalism, resulted in efficient motion planning algorithms that achieve

high-level objectives in high-dimensional spaces. In this approach, an extra layer is

integrated to the high-level planner, the purpose of which is to check the balance of

the biped based on the ZMP constraints and to output a statically-stable and collision-

free path [53]. The reference [54] constructs a rapidly exploring random tree (RRT)

from a discrete set of footstep locations to drive a humanoid to the goal region through

a collision-free path. A similar method was proposed in [39] that uses a library of pre-

computed motion primitives to safely navigate high-dimensional robotic systems across

varied terrains. A two stage global planner is proposed in [20,118] that first generates an

obstacle-free path using sampling based algorithms. In [20], the second stage consists of

approximating the given path by walking trajectories that are guaranteed to be stable,

while in [118], temporal and spatial reshaping has been used in the second stage to

change the speed of the biped and to deform the colliding portion of the path. To

reduce the search space of the planner, [12] presents a hierarchical motion planner that

navigates a humanoid robot in the environment based on a motion primitive framework.

Based on formulating motion planning tasks as optimization problems, [55] provides

an integrated approach to locomotion planning, estimation and control for humanoid

robots, which has been experimentally verified on the humanoid Atlas.

Contrary to ZMP-based walkers, only very few studies exist that account for

high-level motion planning objectives for limit-cycle walkers. In the context of footstep

planning, [62] uses an energy-based planner to output suitable sequences of limit cycles

that enable an underactuated planar biped to traverse over uneven but known terrain.

Emphasizing guaranteed performance, [77] proposed a method that combines control

barrier functions for the purpose of precise foot placement, with control Lyapunov

functions [5] to achieve stability. Closest to our approach is [30], which formulates

motion planning of a 3D bipedal robot as a switched system and proves the existence of
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a bound on the switching frequency in order to ensure that the entire walking sequence

is stable. However, this bound is estimated on the basis of computationally intensive

simulations. We contribute to this approach, an analytically tractable bound on the

switching frequency, which, when respected by the planner, guarantees the stability

of the biped as it executes the path. It is important to emphasize that our approach

explicitly characterizes a compact set where the solution of the switched system evolves.

The size of this set can be used to estimate the drift from the nominal path when the

planner composes nominal motion primitives.

The stability of switched systems with a common equilibrium point is well es-

tablished in the literature; see the book [60] for a thorough overview. However the

results of this class of switched systems are not directly applicable in motion planning

problems, like the ones this thesis studies, since each motion primitive corresponds to

an equilibrium point; i.e., a fixed point of the corresponding Poincaré map. In other

words, motion planning with limit-cycle motion primitives corresponds to switching

among distinct fixed points of different Poincaré maps. This fact significantly com-

plicates the analysis of the switched system that emerges. The references [113, 114]

account for multiple equilibria and present their results in the framework of practical

stability using direct methods. Closest to our approach is the study in [2], which uses

Lyapunov functions to show that under a condition on dwell time, the solution of a

continuous-time switched system with multiple globally exponentially stable equilibria

stays within a compact set containing these equilibria. We extend this result to a

family of discrete switched systems that are only locally exponentially stable.
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Chapter 3

BIPED-LEADER COOPERATIVE TASK: PLANAR MODEL

This chapter describes the cooperative task of the biped-leader team in a planar

setting, and presents the controller design and stability requirements that enables the

biped to adapt its motion in response to leader’s intention in a stable fashion. Section

3.1 describes the walking dynamics of biped as a hybrid system and explains how the

force is created through the interaction of the biped and the leader. In section 3.2, a

method for integrating locomotion and manipulation controller is presented that results

in adaptive locomotion response to the interaction force, and provides compliance in

the arm as the biped interacts with environment. The conditions that are required for

this adaptive behavior are explained in section 3.3 by analytically deriving a reduced-

order system that represents the behavior of the biped. Section 3.4 provides different

examples of biped-leader cooperation tasks, in which the biped is required to walk

on the flat ground and up and down stairs of known geometry. Finally, Section 3.5

summarizes the contributions of this chapter and relates it to the chapters that follow.

The results of this chapter have appeared in [70,105].

3.1 Walking under Interaction Forces

3.1.1 Planar Biped Model

The model presented here is an underactuated planar biped that morphologically

resembles the bipedal robot RABBIT [13], with the addition of a two-link manipulator

that allows it to interact with its environment and external forces that are applied at

its end effector, as shown in the schematic of Fig. 3.1. A torso and two identical legs

connected to the torso via hip joints constitute the locomotion part of the model. Each

leg comprises of two links, the shin and the thigh, connected through the knee joint. In
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Figure 3.1: Planar model of the biped with a choice of generalized coordinates. The
values of each link’s length, mass and inertia is given in Table 3.1.

total, the biped has seven degrees of freedom (DOF) characterized by the generalized

coordinates q := (q1, .., q7)T ∈ Q, where Q is a subset of [0, 2π)7 containing physically

reasonable configurations of the model. The biped is controlled by four actuators

located at the hip and knee joints and two actuators located at the shoulder and elbow

joints. The DOF representing the contact between the stance leg end and the ground is

not actuated, thus resulting in one degree of underactuation. The physical parameters

of the planar model are provided in Table 3.1.

3.1.2 Cooperation Model

Suppose that a leading co-worker interacts with the biped by holding the end

effector of the biped’s arm with the purpose of intentionally modifying its motion. An

instance of this general case arises when a human and a bipedal robot cooperate to

transport an object over a distance that requires the locomotion system of the robot

to be engaged.

We assume that the intention of the leader can be captured by a trajectory pL(t),

24



Table 3.1: Mechanical Parameters of the planar Bipedal Model

Model Parameter Units Label Value

Mass kg

m1 3.2
m2 6.8
m3 12
m4 1.3
m5 1

Length
kg.m2

I1 0.2
I2 0.47
I3 1.33
I4 0.04
I5 0.03

Length
m

L1 0.4
L2 0.4
L3 0.63
L4 0.25
L5 0.25

which is selected to be a sufficiently smooth (continuously differentiable) function of

time. In our approach, the biped does not have any information regarding the intention

pL(t) of the leader; the leader’s intended trajectory is perceived by the biped as an

external force Fe(t) applied at its end effector. In what follows, the interaction force

Fe(t) represents the only information available to the robot regarding the leader’s

intention.

To simulate a cooperative task such as the one described above, the intention

of the leader can be translated to the interaction force through an impedance model,

as is common in the relevant literature [82,87]; the purpose of this impedance model is

to capture the leader’s response to the robot’s activity1. In more detail, we define the

error between the location pE(q) at which the end effector currently is and the location

1 In experimental implementation, modeling the leader’s impedance is not necessary; the controller
only needs to know the force Fe(t), which can be provided to the biped via a force sensor.
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Figure 3.2: (a) Planar model of biped-human team in a cooperative transportation
of an object. (b) Impedance model of interaction.

pL(t) at which the leader intends to drive it; i.e.,

yL = hL(t) := pL(t)− pE(q(t)) . (3.1)

Then, the interaction force is computed by

Fe = KLyL +NLẏL , (3.2)

whereKL andNL are the corresponding stiffness and damping matrices; see Fig. 3.2(b).

Note that the force Fe(t) computed by (3.2) is a piecewise continuous function of time.
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3.1.3 Swing Phase Dynamics

The walking cycle consists of a single support (swing) phase and a double sup-

port (impact) phase. The single support dynamic model can be represented by

D(q)q̈ + C(q, q̇)q̇ +G(q) = B`u` +Bmum + JT
E (q)Fe, (3.3)

where D(q) is the mass matrix, C(q, q̇)q̇ is the vector of the velocity-dependent forces

(centrifugal and Coriolis forces), and G(q) is gravity vector. The constant matrices

B` and Bm distribute the inputs u` and um containing the torques applied at the leg

and manipulator joints, respectively, to the configuration variables. Finally, JE(q) :=

∂pE(q)/∂q, where pE is the position of the biped’s end-effector on which the interaction

force Fe acts; see Fig. 3.2(a).

Defining the state vector x := (qT, q̇T)T evolving in TQ := {x := (qT, q̇T)T | q ∈

Q, q̇ ∈ R7}, the swing phase dynamics (3.3) can be transformed to state-space form

as

ẋ := f(x) + g`(x)u` + gm(x)um + ge(x)Fe , (3.4)

where

f(x) :=

 q̇

D−1(q)[−C(q, q̇)q̇ −G(q)]

 , (3.5)

g`(x) =

 0

D−1(q)B`

 , gm(x) =

 0

D−1(q)Bm

 , ge(x) =

 0

D−1(q)JTE (q)

 .

The evolution of the single support phase proceeds until the swing toe impacts

the ground in front of the stance leg. This incident requires the definition of a switching

surface S as

S :=
{

(qT, q̇T)T ∈ TQ | pv(q) = d, ṗv(q, q̇) < 0
}
, (3.6)

where pv is the height of swing leg and d is the height of the stair; see Fig. 3.2(a).
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3.1.4 Double Support Phase

When the swing toe impacts the ground, the system enters the double support

phase. The model of the double support includes an impact model that captures the

physics of the interaction between the toe and the ground, and a state relabeling that

switches the role of the swing and stance legs. The derivation of the model for double

support phase is taken from [111, Section 3.4.2] and is explained next. The assumptions

that we consider for this phase are listed as below:

• the impact is instantaneous;

• the impact is modeled as a complete plastic contact between two rigid bodies
with no rebounding and slipping of the swing leg;

• the stance toe lifts off from the ground without any interactions;

• the ground reaction forces during the impact can be represented by impulses;

• the interaction force applied at biped’s end effector is not impulsive, and the
actuators are not able to produce impulses, hence they can be both ignored
during impact;

• the impulsive force does not change the configuration of the biped, however it
may result in an instantaneous change in the biped’s velocities;

The contact model requires the addition of the Cartesian coordinate of stance

toe pC, resulting in the extended generalized coordinates qe := (qT, pT
C)T. The dynamics

of impact can be derived using the method of Lagrange

De(qe)q̈e + Ce(qe, q̇e)q̇e +Ge(qe) = B`,eu` +Bm,eum + JT
E,e(qe)Fe + JT

W(qe)δFg , (3.7)

where δFg denotes the impulsive ground reaction force at the contact point, and

JW(qe) := ∂pW(qe)/∂qe, where pW is the position of swing leg end. Considering the

aforementioned assumptions, (3.7) can be integrated over the infinitesimal duration of

the impact to obtain

De(q
+
e )q̇+

e −De(q
−
e )q̇−e = JT

W(qe)Fg , (3.8)
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where Fg :=
∫ t+
t−
δFg(τ)dτ results from integration of the impulsive force δFg, and the

symbols − and + refer to the moments before and after the impact, respectively. Note

that since the stance leg acts as a pivot before impact, we have ṗ−C = 0 and hence

q̇−e = (qT, 0)T is known. In addition, the fact that rebounding and slipping do not

occur after the impact of swing toe with the ground results in

JW(q−e )q̇+
e = 0 . (3.9)

Putting (3.8) and (3.9) together yields the following algebraic system, the solution of

which provides the rates of the extended configuration variables q̇+
e and the ground

reaction forces Fg immediately after impact,

De(q
−
e ) −JT

W(q−e )

JW(q−e ) 0

q̇+
e

Fg

 =

De(q
−
e )q̇−e

0

 . (3.10)

Since the inertia matrix De is positive definite and JW is full rank, the matrix on the

left hand side of (3.10) is invertible, and the unique solution can be given as

q̇+
e

Fg

 =

∆̄q̇e(q
−)

∆Fg(q
−)

 q̇− , (3.11)

where

∆Fg = −(JWD
−1
e JT

W)−1JW

I
0

 (3.12)

and

∆̄q̇e = D−1
e JT

W∆Fg +

I
0

 (3.13)

After the impact, the legs swap their roles; the former swing leg becomes the new

stance leg and the former stance leg becomes the new swing leg. This can be expressed
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as a relabeling matrix RM acting on q as

RM =



1 0 0 0 0 0 0

0 0 1 0 0 0 0

0 1 0 0 0 0 0

0 0 0 0 1 0 0

0 0 0 1 0 0 0

0 0 0 0 0 1 0

0 0 0 0 0 0 1


. (3.14)

The result of the impact and the relabeling matrix can be described by a map ∆ : S →

TQ taking the final state x− ∈ S of one swing phase to the initial state x+ ∈ TQ of

the next, i.e.

x+ = ∆(x−) ,

and ∆ takes the form

∆(x−) =

 RMq
−

∆q̇(q
−)q̇−

 , (3.15)

where ∆q̇(q
−) :=

[
RM 0

]
∆̄q̇e(q

−).

Combining the swing and impact phases, the model can be expressed in the

form of a system with impulse effects as

Σ:

 ẋ =f(x)+g`(x)u`+gm(x)um+ge(x)Fe, x
− /∈ S,

x+ = ∆(x−), x− ∈ S,

where the symbols have the meaning explained above.

3.2 Coupled Locomotion and Arm Control

This section proposes a controller that manipulates the inputs of the arm and

locomotion subsystems to ensure that the biped adapts its dynamic walking pattern
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to the external force. It is emphasized that the proposed controller perceives the force

applied by the leader on the biped’s arm as an instruction to follow rather than a

perturbation to be rejected.

3.2.1 Virtual Constraint for the Locomotion Task

Walking gaits are captured by certain outputs being driven to zero. To the

continuous dynamics (3.4), we associate the output

y` = h`(q) := qc − hdes
` ◦ θ(q) , (3.16)

where qc := (q2, q3, q4, q5)T includes the angles of the controllable joints, i.e. relative

knee and hip angles. The desired evolution of the controlled joint angles, qc in (3.16)

is given by hdes
` ◦ θ(q) which is a function of the monotonically increasing forward

progression angle

θ(q) = q1 + q2 + 0.5q4 , (3.17)

that is, the angle between the line connecting the stance leg toe and the hip joint, as

shown in Fig. 3.1. For each output, hdes
`,i , i = 1, ...4, a Beziér polynomial of degree n is

selected as

hdes
`,i (s) =

n∑
k=0

a`i,k
n!

k!(n− k)!
sk(1− s)n−k , (3.18)

where a`i,k are the coefficients of the polynomial corresponding to the ith output and

s(q) = θ(q)−θ+
θ−−θ+ with θ+ and θ− being the values of θ(q) at the beginning and end

of a step. It can be noted that s ∈ [0, 1] for each step, where s = 0 corresponds

to the beginning of the step while s = 1 to the end. We highlight here that the

virtual holonomic constraints (3.16) depend exclusively on the configuration variables

associated with the locomotion subsystem, q` := (q1, .., q5)T.

3.2.2 Impedance Regulation for the Manipulation Task

The manipulation task is encoded in some suitably designed output functions so

that the system responds to the interaction force Fe according to a desired impedance.
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In particular, we are interested in providing tunable compliant behavior of the biped’s

manipulator. To achieve this, consider the relative position pE of the end effector with

respect to the shoulder position pS, and define the manipulation output as

ym = hm(q) :=
(
pE(q)− pS(q)

)
− hdes

m ◦ θ(q) , (3.19)

where hdes
m ◦θ(q) ∈ R2 is a vector of Beziér polynomials with coefficients am

i,k. These poly-

nomials describe the desired relative position of end effector to shoulder joint, which

can be equivalently viewed as the desired configuration of the arm. The impedance

relationship, which is enforced by the controller,

Mmÿm +
Nm

εm
ẏm +

Km

εm2
ym = Fe , (3.20)

where εm > 0 is a parameter, and Mm, Nm, and Km are positive definite mass, damp-

ing and stiffness matrices, respectively, determining the compliance of the arm; see

Fig. 3.2(b). When Fe = 0, the controller drives the manipulator outputs ym to zero

at a rate that depends on the gains participating in (3.20), so that the arm follows

its nominal motion captured by hdes
m . In the presence of the external force, i.e., when

Fe 6= 0, the system responds according to (3.20) in a way that, for given Mm, Nm, Km,

depends on the parameter εm as follows. When ε 6= 0, the external force Fe causes

the manipulator to respond by deviating from its nominal motion as determined by

(3.20). When εm → 0 the arm becomes rigid and the interaction force does not affect

the evolution of its configuration; in this case (3.20) becomes a position controller that

drives ym to zero [64]. The implications of the dependence of the interaction between

the leader’s force and the biped on the parameter εm will be further explored in Section

3.4.2.

3.2.3 Controller Design

The objective of the controller is to achieve both manipulation and locomotion

tasks using the available actuators. More specifically, the controller needs to drive the
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locomotion outputs (3.16) to zero, and to establish the desired mechanical impedance

relationship between the interaction force and manipulation output (3.20). This can

be performed by feedback-linearizing the input/output dynamics as follows

 ÿ`
ÿm

 = L2
fh(x) + LgLfh(x)

u`
um

+ LgeLfh(x)Fe ,

where h(x) := (hT
` (x), hT

m(x))T, g(x) := (g`(x), gm(x)), and L2
fh, LgLfh and LgeLfh

denote the Lie derivatives of h along the corresponding vector fields; see [111, Section

B.1.5] for relevant definitions. Under the condition that the decoupling matrix LgLfh is

invertible and assuming that measurements of the external force are available through

a suitable sensor, the control law

u`
um

 = LgLfh(x)−1

(  v`(y`, ẏ`)

vm(ym, ẏm, Fe)

− L2
fh(x)− LgeLfh(x)Fe

)
(3.21)

leads to the linear input/output relation

 ÿ`
ÿm

 =

 v`(y`, ẏ`)

vm(ym, ẏm, Fe)

 (3.22)

where v` and vm are auxiliary control variables.

Remark 1. It is straightforward to show that the decoupling matrix can be written as

LgLfh(x) =

J`(q)D−1(q)B` J`(q)D
−1(q)Bm

Jm(q)D−1(q)B` Jm(q)D−1(q)Bm


where J`(q) := ∂h`(q)/∂q and Jm(q) := ∂hm(q)/∂q are the Jacobians of the locomotion

and manipulation outputs, respectively. Using this expression one can deduce that at

the kinematic singularities of the locomotion or manipulation, where J` or Jm lose

rank, the decoupling matrix is not invertible. In addition, there exists other dynamic
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singularities associated with the diagonal submatrices and the Schur complement of

them; see [57, pp.5-6] for details. One has to be careful so that the desired motions

imposed by the corresponding Beziér polynomials as discussed above does not force the

system to evolve close to these singularities.

For the locomotion subsystem, selecting

v`(y`, ẏ`) = − 1

ε2`
K`y` −

1

ε`
N`ẏ` (3.23)

ensures that the output y` converges to zero at a rate which depends on the positive

definite matrices K`, N` and the positive parameter ε`. Note that the output y` can be

made to converge to zero in finite time by choosing the controller v(y`, ẏ`) as in [111,

Section 5.5.1].

For the manipulation subsystem, choosing auxiliary input as in

vm(ym, ẏm, Fe) = M−1
m (Fe −

Nm

εm
ẏm −

Km

ε2m
ym) (3.24)

results in the desired dynamical relationship of (3.20).

3.2.4 Effect of Interaction Force on Locomotion

Generally, the vast majority of the locomotion controllers that have been devel-

oped thus far have the primary purpose of stabilizing the walking gait, nullifying the

effect of exogenous inputs that are interpreted as disturbances to the system. However,

in a cooperative object transportation task such as the one which is of interest to us,

the controller should accommodate the external inputs interpreting them as a guiding

signal; in other words the biped needs to adapt its motion to the externally applied

forces rather than trying to reject them. Proceeding along this lines, this section ex-

amines the response of biped in closed loop with the controller developed above to the

interaction forces.
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We first note that, under the influence of the controller of Section 3.2.3, the

biped cannot modify its stride length in response to the interaction force Fe. Indeed,

since the controller v`(y`, ẏ`) in (3.23) can be selected to drive the locomotion output

to zero before the robot completes the step, the solution of (h`(q
−
` ), pv(q−` )) = (0, d),

uniquely determines the configuration of the legs q−` prior to touchdown, regardless of

the configuration of the arm. In addition, since the impact map does not change the

configuration variables and is not affected by the interaction force2, the leg configura-

tion after touchdown q+
` remains constant over different steps. Due to the fact that

θ is solely a function of q` as (3.17) show, the values θ+ and θ− of the angle θ at the

beginning and the end of the step do not change. Consequently, the stride length of

the biped remains constant over different steps, as long as the steps can be completed.

Although the interaction force does not affect the stride length of the biped, it still

modifies the gait followed by the biped by compelling it to adapt by changing its stride

frequency; see Section 3.4.1 for more details. The way that the controller coordinates

the underactuated DOF of the system to respond to interaction force holds the key to

this adaptive behavior. Note that, while humans have a preferred speed-stride length

relationship [32], keeping a constant stride length can be advantageous when traversing

over terrains with constrained periodic geometry, such as ascending or descending a

staircase for example. In this environment, the biped should preserve a stride length

that is compatible with the stair tread; see Section 3.4.3.

3.2.5 Closed Loop Hybrid System

Under the influence of the control law (3.21), the system (3.4) takes the closed-

loop form

Σc1 :

 ẋ = f εcl(x) + gεe,cl(x)Fe, x /∈ S

x+ = ∆(x−), x− ∈ S.
(3.25)

2 The model of impact assumes that impulsive forces govern its dynamics. Interaction force is assumed
to be non-impulsive by its nature.
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where ε = (εm, ε`).

The following lemma introduces the coordinate transformation that separates

the manipulation and locomotion output dynamics from the remaining dynamics of

the system. The lemma will be used in the sequel to bring the system in the standard

singular perturbation form [48].

Lemma 1. Suppose that the output function h(q) :=
[
h`(q)

T hm(q)T

]T

is smooth

and

• There exist an open set Q̃ ⊂ Q such that h(q) has a vector relative degree (2...2)
at every point q ∈ Q̃, (this implies that the decoupling matrix is invertible);

• There exists smooth functions θ(q) and γ(x) such that the Jacobian of the map
Υ : T Q̃ → R14 defined by

Υ(x) :=
[
ηT
` ηT

m ξT
]T

(3.26)

where

η` :=
[

1
ε`
h`(q)

T Lfh`(x)T
]T

ηm :=
[

1
εm
hm(q)T Lfhm(x)T

]T
ξ :=

[
θ(q) γ(x)

]T
(3.27)

is nonsingular at every point x ∈ T Q̃.

Then the map Υ qualifies as a valid local coordinate transformation and

Lg`γ(x) = 0, Lgmγ(x) = 0 . (3.28)

In addition, applying the constructive proof of Frobenius theorem [45] one can find that

γ(x) = D1(q)q̇, (3.29)

where D1(q) denotes the first row of the mass matrix D in (3.3).
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Proof. The first part of the statement, namely the validity of the coordinate transfor-

mation is a direct consequence of [45, Proposition 5.1.2]. For the second part, with the

choice of γ(x) = D1(q)q̇, one can compute

Lgmγ =
[
∂γ
∂q

∂γ
∂q̇

]
gm

Substituting gm from (3.5) in the last equation we get

Lgmγ = D1D
−1Bm = Bm1 = 0 (3.30)

where Bm1 is the first row of Bm which is zero due to the fact that the absolute angle

q1 is not actuated. The same computation results in Lg`γ = 0.

Defining η :=
[
ηT
` ηT

m

]T

, Lemma 1 implies that the closed loop system (3.25)

can be written in the form

Σc2 :



ε`η̇` = A`η` if (η, ξ) 6∈ S

εmη̇m = Amηm +GmFe

ξ̇ = fξ(η, ξ) + gξ(η, ξ)Fe

η+
` = ∆η`(η

−, ξ−) if (η−, ξ−) ∈ S

η+
m = ∆ηm(η−, ξ−)

ξ+ = ∆ξ(η
−, ξ−)

(3.31)

where A` =

 0 I

−K` −N`

and Am =

 0 I

−M−1
m Km −M−1

m Nm

are Hurwitz matrices, and

Gm =

 0

εmM
−1
m

.
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It is important to mention that the arm’s motion according to the impedance

(3.20) violates hybrid invariance [111, Theorem 5.2] of the zero dynamics surface

Z ′ := {x ∈ TQ | h`(q) = 0, Lfεclh`(x) = 0} ;

that is, x− ∈ Z ′ ∩ S does not imply that x+ ∈ Z ′. Although there exist methods to

recover hybrid invariance as proposed in [69] and [15], their application in our compliant

manipulator will yield a 3 DOF HZD, which is still complicated to analyze. However,

in the stiff manipulator limit as εm → 0 in (3.20), the closed-loop system (3.25) can be

reduced to a single DOF analytically integrable HZD, which is driven by the external

force Fe, allowing for explicit conclusions to be drawn.

3.3 Reduced-order Stiff Manipulator System

The goal of this section is to investigate the effect of interaction force on the

locomotion of the biped and to deduce conditions for which the reduced-order biped

can complete a step. The reduced-order system corresponds to the case of εm → 0 in

(3.20) in which the control action essentially corresponds to imposing an additional

set of virtual holonomic constraints; namely, the manipulator’s outputs (3.19) [64].

Physically, this controller results in a “stiff” manipulator, that transmits the interaction

force Fe to the locomotion system directly as if the arm is locked in its equilibrium

configuration. In this case, the augmented zero dynamics surface

Z := {x ∈ TQ | h`(q) = 0, Lfεclh`(x) = 0, hm(q) = 0, Lfεclhm(x) = 0}

can be rendered invariant under the flow of the continuous dynamics and under the

map ∆, so that the one DOF HZD

Σz :

 ż = fz(z) + gez(z)Fe, z /∈ S ∩ Z

z+ = ∆z(z
−), z− ∈ S ∩ Z

, (3.32)
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is well defined. In (3.32), fz := fcl|Z and gez := gecl |Z are the restrictions on Z of the

closed loop dynamics (3.25), and ∆z := ∆|S∩Z .

3.3.1 Effect of External Force on a Step

Our objective in this section is to examine the influence of the external force

over a step and to determine conditions under which a step can be taken. We begin

with defining the restricted step map, which takes the state of (3.32) at the beginning

of a step to the state at the beginning of the next, provided that the step is completed.

To do this we first define the (restricted on Z) time-to-impact function as follows.

Suppose that the k-th step starts at tk−1 ∈ [t0, tf ]. Let ϕFe
z,k(t, z0) be the solution of the

continuous-time part of (3.32) with initial condition ϕFe
z,k(tk−1, z0) = z0. The (restricted

on Z) time-to-impact function T Fe
I,k : Z → R ∪ {∞}, can then be defined as

T Fe
I,k (z0) =


inf
{
t ∈ [0,+∞) | ϕFe

z,k(t, z0) ∈ S ∩ Z
}
,

if ∃ t such that ϕFe
z,k(t, z0) ∈ S ∩ Z

∞, otherwise.

We now proceed with the definition of the step map. Let z− ∈ S ∩ Z be a pre-impact

initial condition so that the post-impact state z+ = ∆z(z
−) is such that T Fe

I,k (z+)<∞ for

the values of the external force Fe over the interval [tk−1, tk], where tk := tk−1+T Fe
I,k (z+).

This implies that the model completes the k-th step. The corresponding step map

ρk : S ∩ Z → S ∩ Z is then defined by

ρk(z
−) := ϕFe

z,k

(
T Fe

I,k (∆z(z
−)), ∆z(z

−)
)
. (3.33)

The rest of this section is devoted to the derivation of an explicit expression for the

step map ρk, which will greatly facilitate the analysis of the effect of the external force

Fe on the stepping pattern of the biped.

In what follows, we restrict our attention to steps for which the angle θ used to

parameterize the output function (3.16) is a strictly monotonically increasing function
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of time; see Fig. 3.1. Intuitively, this assumption allows us to use θ to replace time in

parameterizing the motion of the model, so that the output (3.16) is a function of the

configuration variables only.

Using now the same notation as in the definition of the step map (3.33), the

evolution of the angle θ with respect to time over the k-th step is represented as a

function ϑk : [tk−1, tk] → R defined by the rule ϑk(t) = Π ◦ ϕFe
z,k(t, z

+), where the

mapping Π constructs θ from the flow ϕFe
z,k(t, z

+). Based on the discussion above, the

function ϑk is monotonically increasing over the k-th step, and, as such, it achieves

its minimum and maximum values at the end points tk−1 and tk. Finally, note that

the function ϑk is a bijection onto its image; that is, ϑ−1
k : [θ+, θ−] → [tk−1, tk] is well

defined. We will use this fact to express the portion of the external force Fe that is

acting on the biped over the duration [tk−1, tk] of the k-th step as a function of the

angle θ; see Fig. 3.3. In more detail, we define Fk : [θ+, θ−]→ R2 by

Fk(θ) := Fe ◦ ϑ−1
k (θ) , (3.34)

which, in general, differs among steps, as shown in Fig. 3.3.

θ

F h
e

F h
k−1 F h

k F h
k+1

Figure 3.3: An example of a force profile. The force over the duration of each step
can be expressed as a function of the monotonic angle θ.

40



When the impedance controller renders the manipulator infinitely stiff, i.e. εm →

0, and a high-gain control is imposed on the locomotion output, i.e. ε` → 0, then the

closed-loop system rapidly converges to its desired configuration, corresponding to the

manipulation and locomotion outputs being zero, and it does so irrespectively of the

interaction force. On the other hand, the underactuated locomotion part corresponding

to the evolution of the θ is affected by the externally applied force. Tho study this

better we use singular perturbation. This limiting case can vastly simplify analysis

by allowing analytical integration of the corresponding zero dynamics; then, singular

perturbation theory can be used to draw conclusions regarding the behavior of the

overall system.

Setting ε :=
[
ε` εm

]
= 0 results in η :=

[
ηT
` ηT

m

]T

= 0 as the unique solution

to the first two equations of (3.31) and brings the continuous part of (3.31) in the

standard singular perturbation model [48, Section 11.1]. The following Lemma provides

the explicit form of the third and sixth equations of (3.31) when η = 0.

Lemma 2. The reduced model of the continuous part of (3.31) when η = 0, takes the

form

ξ̇ = fξ(0, ξ) + geξ(0, ξ)Fe (3.35)

where

fξ(0, ξ) =

κ1(ξ1)ξ2

κ2(ξ1)

 , geξ(0, ξ) =

 0

κ3(ξ1)


and

κ1(ξ1) =
∂θ

∂q


∂hm
∂q

∂h`
∂q

D1


−1 

0

0

1


∣∣∣∣∣∣∣∣∣∣
Z

,

κ2(ξ1) = − G1|Z ,
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κ3(ξ1) = JT
1

∣∣
Z , (3.36)

where G1 and JT
1 are the first rows of G and JT respectively, and ξ1 and ξ2 are the first

and second components of ξ defined in (3.27). The slow dynamics (3.35) corresponds

to the continuous-time part of (3.32).

In addition, the discrete part of (3.32) ∆z|ε=0 : R2 → R2 in the coordinates

(3.27) can be computed as

∆z|ε=0(z−) = [θ+ δzξ
−
2 ]T (3.37)

where δz is a constant computed as in [112, Section IV-A].

Proof. When η = 0 then ∂hm
∂q
q̇ = 0 and ∂h`

∂q
q̇ = 0. Combining these two equations with

ξ2 = D1q̇ one gets 
∂hm
∂q

∂h`
∂q

D1


Z

q̇ =


0

0

ξ2

 (3.38)

Noting that ξ̇1 = ∂θ
∂q
q̇ one can easily derive the form of κ1 in (3.36). To find the form

of κ2 and κ3, noting that Lgmγ = 0 and Lg`γ = 0 from Lemma 1, direct computation

of ξ̇2 gives

ξ̇2 = Lfγ + LgeγFe =
[
q̇T ∂DT

1

∂q
D1

]( q̇

−D−1[Cq̇ +G(q)]

+

 0

D−1(JTFe)

)(3.39)

Then, use

C1(q, q̇) = q̇T∂D
T
1

∂q
− 1

2
q̇T∂D

∂q1

and ∂D(q)/∂q1 = 0 as in the proof of [112, Theorem 1] in (3.39) to obtain

ξ̇2 = −G1 + JT
1 Fe ,
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Restricting (3.39) on Z results in κ2 and κ3 as in (3.36). The derivation of the discrete

map of (3.37) is a direct consequence of the arguments in [112, Section IV-A].

In the coordinates of Lemma 1, the continuous part of (3.32) can be integrated

analytically as follows. Let ζ := 1
2
(ξ2

2) be an auxiliary variable so that

dζ

dξ1

=
κ2(ξ1) + κ3(ξ1)Fe(ϑ

−1
k (ξ1))

κ1(ξ1)
. (3.40)

Then, integrating (3.40) over the k-th step gives

ζ−[k + 1] = ζ+[k]− v(θ−) + wk(θ
−) , (3.41)

in which ζ+ and ζ− are the post- and pre-impact values of ζ for the k-th step, and v

and wk are given by

v(ξ1) := −
∫ ξ1

θ+

κ2(ξ)

κ1(ξ)
dξ (3.42)

wk(ξ1) :=

∫ ξ1

θ+

1

κ1(ξ)
(κ3(ξ)Fk(ξ)) dξ , (3.43)

where Fk corresponds to the part of the force Fe that is acting on the biped over the k-

th step expressed as in (3.34). Notice that the index k appears explicitly as a subscript

of wk to emphasize that these functions may differ among steps due to the possibly

varying force; see Fig. 3.3. On the other hand, the function v is independent of the

force and it does not change among different steps.

With the help of (3.37), the post-impact value ζ+[k] in (3.41) can be computed

as ζ+[k] = δ2
zζ
−[k] so that

ζ−[k + 1] = ρ(ζ−[k], wk(θ
−)) , (3.44)

where

ρ(ζ−, wk(θ
−)) := δ2

zζ
− − v(θ−) + wk(θ

−) (3.45)

43



represents the discrete evolution of the hybrid system given by (3.35) and (3.37) as it

passes S. The discrete dynamics ρ is a function of the pre-impact value ζ− of ζ and

the input wk, which intuitively can be regarded as the “work” done by the force along

a solution restricted to Z.

Furthermore, the domain of definition of ρ associated with the k-th step can be

characterized explicitly as

Dk =
{
ζ− > 0 | δ2

zζ
− −Mk ≥ 0

}
(3.46)

where

Mk := max
θ+≤ξ1≤θ−

[v(ξ1)− wk(ξ1)] .

This implies that if ζ− ∈ Dk the biped takes a well-defined step.

Owing to the availability of an explicit form for the step map (3.45), the un-

derlying mechanism behind the speed adaptation of the biped in the presence of an

externally applied force can be revealed. It is observed that wk(θ
−) is the only term

that changes with k in ρ. The step-to-step partial maps belong to a family of affine

functions having a similar slope δ2
z . The fixed point of the step map ρ associated with

wk can be computed by

ζ∗k = −v(θ−)− wk(θ−)

1− δ2
z

, (3.47)

and is exponentially stable if, and only if, δ2
z < 1. Due to the exponential stability of

ζ∗k , the initial condition ζ−[k] of the step will be attracted by ζ∗k . Hence, if ζ−[k] < ζ∗k ,

the biped will take a faster step to catch up with ζ∗k , while if ζ−[k] > ζ∗k the biped

will take a slower step to approach ζ∗k . It should be noted that the fixed point ζ∗k may

never be realized despite its exponentially stable nature because the map ρ generally

depends on the varying input wk. Generally, the step map may not repeat itself as is

the case for periodic walking gaits occurring in the absence of interaction forces.

44



3.3.2 Effect of External force on Gait Constraints

While the domain of definition of step map (3.46) determines if the biped can

complete a well-defined step, there is a possibility that some of the gait constraints

are violated as a result of the applied external force. This section discusses conditions

on the external force such that the gait constraints – e.g. actuator limitations and

toe-ground interactions – are satisfied. It turns out that these constraints provide an

upper bound on the domain of definition of the step map ρk. Let u := (uT
` , u

T
m)T, then

careful investigation of the terms in (3.21) show that the expression of u is quadratic

in q̇ and linear in Fe [112, Section IV-B]. When restricted to Z, it becomes affine in ζ.

Considering this with the solution of (3.40), yields an expression for actuator torque

over an step of the biped as

u(ξ1, ζ
−, Fe) = Λ2(ξ1)Fe + Λ1(ξ1)ζ− + Λ0(ξ1) (3.48)

Since the portion of external force acting during the k-th step is written as a function

of θ, the above equation becomes

uk(ξ1, ζ
−) = Λ1(ξ1)ζ− + Λ̄0,k(ξ1) (3.49)

Thus, the upper bound on ζ− such that the actuator torques do not exceed a maximum

value umax ∈ R is given by

ζmax,u
k := ζ− s.t. sup

ζ−

(
max

θ+≤ξ1≤θ−
uk(ξ1, ζ

−)

)
≤ umax (3.50)

which changes among the steps since the force is different for each step. In a similar

way, the corresponding upper bound of ζ− that respects the sign of the normal ground

reaction force and the friction cone requirement is given by

ζmax,FN

k := ζ− s.t. sup
ζ−

(
min

θ+≤ξ1≤θ−
FN
k (ξ1, ζ

−)

)
≥ 0 (3.51)
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ζmax,µ
k := ζ− s.t. sup

ζ−≥ζmax,FN
k

(
max

θ+≤ξ1≤θ−

∣∣∣∣∣FT
k (ξ1, ζ

−)

FN
k (ξ1, ζ−)

∣∣∣∣∣
)
≤ µ (3.52)

where FN
k and FT

k are the normal and tangential component of ground reaction force,

and µ is the static Coulomb friction coefficient. To integrate both constraints together,

define

ζmax
k := min{ζmax,u

k , ζmax,µ
k } (3.53)

Therefore, the domain of definition of the step map becomes

Dk =
{
ζ− > 0 | δ2

zζ
− −Mk ≥ 0, ζ− ≤ ζmax

k

}
(3.54)

3.3.3 No Fall Conditions under External Force

When excited by a persistent exogenous force, the biped adapts its motion

according to the external force as discussed in Section 3.3.1. It is natural to ask under

what conditions the biped will keep taking steps. The answer relies on (3.54), which

implies that as long as the state of the biped at the beginning of the step belongs

to the domain of definition, the biped will take a well-defined step. One can find

a conservative sufficient condition on the magnitude of the force under which this

condition is achieved. We assume that there exists an exponentially stable limit cycle

in the absence of external forcing, corresponding to the fixed point

ζ∗0 = − v(θ−)

1− δ2
z

,

where 0 < δz < 1, and the external force is bounded and its bound is denoted by

Fsup = supt∈R+
‖Fe(t)‖ <∞. Then, the robot continues to take steps if

ζ∗0 ≥ −
1

1− δ2
z

wF (θ−) +
1

δ2
z

M (3.55)
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ζ∗0 ≤
1

1− δ2
z

wF(θ−) + ζmax (3.56)

where

wF (ξ1) := −Fsup

∫ ξ1

θ+

‖κ3(ξ)‖
|κ1(ξ)|

dξ ,

M := max
θ+≤ξ1≤θ−

[v(ξ1)− wF (ξ1)] ,

and ζmax is the bound respecting gait constraints as in (3.53) and v(ξ1) is defined

in (3.42). Note that these conditions are conservative since they are based on the

supremum of the force. Nevertheless, such conditions couple the underlying unforced

gait ζ∗0 with the external force through the constants M and ζmax.

3.4 Examples

In all the examples that follow, unforced periodic walking motions are computed

first and then the effect of external forcing on such motions is investigated using the

results of Section 3.3. To compute such unforced periodic walking motions, the method

of Poincaré is employed, with S defined by (3.6) being the corresponding Poincaré

section. Assume that Fe(t) ≡ 0, and let A be a set that includes all the parameters

αBez ∈ A introduced by the controller; namely, the Beziér coefficients a`i,k and am
i,k

of the corresponding locomotion and manipulation polynomials as in (3.18), defining

the locomotion and manipulation outputs (3.16) and (3.19). The Poincaré map P :

S ×A → S can then be defined as

x[k + 1] = P (x[k], αBez) , (3.57)

and periodic walking motions can be computed by searching for fixed points x∗ ∈ S

and parameters α∗Bez ∈ A that satisfy

x∗ = P (x∗, α∗Bez)
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together with additional constraints related to actuator limitations, toe-ground inter-

action constraints and other specifications similar to [111, Section 3.2]. This procedure

can be formulated as a nonlinear constrained optimization problem that can be solved

using the fmincon function in MATLAB. Exponential stability of the fixed point is en-

sured by checking that the eigenvalues of the linearization of (3.57) are located within

the unit disc centered at the origin. In this chapter, three types of unforced periodic

gaits are computed, corresponding to flat ground (x∗f , α
∗
Bez,f), upstairs (x∗u, α

∗
Bez,u) and

downstairs (x∗d, α
∗
Bez,d) walking. Since the zero dynamics is invariant, the unforced pe-

riodic gait of the full order dynamics corresponds to the unforced periodic gait of the

zero dynamics [68]. In the restricted dynamics, such motion is associated with a fixed

point

ζ∗0 = − v(θ−)

1− δ2
z

, (3.58)

of the map (3.45). Exponential stability on the restricted dynamics is reflected by

the condition δ2
z < 1. The leader’s intention is represented by the desired trajectories

pL(t) as described in Section 3.1.2. For flat ground walking, we assume pL(t) = (vxLt+

pxE(q(0)), pyE(q(0)))T, where vxL is the constant horizontal speed that the leader intends

to impose and pxE(q(0)) and pyE(q(0)) are the horizontal and vertical components of the

initial position of end effector. For the stair traversal case, pL(t) = (vxLt+p
x
E(q(0)), vyLt+

pyE(q(0)))T, where vyL is the desired vertical speed of leader.

Based on the impedance parameters of human arm [82], we choose KL =

100I2×2(N/m) and NL = 20I2×2(Ns/m), where I2×2 is the 2 × 2 identity matrix.

The impedance parameters of the biped’s arm (3.20) are chosen to exhibit compli-

ance in following the intended trajectory of the leader [31]; we select Mm = I2×2(Kg),

Km = 20I2×2(N/m), Nm = 4I2×2(Ns/m).

In Section 3.4.1, we choose εm = 0.1 to render the arm stiff and use the results

of Section 3.3 to discuss how unforced motions “adapt” to an externally applied force.

In Section 3.4.2, the benefit of impedance controller is discussed by varying the value

of εm, and finally in Section 3.4.3, we show the application of the controller in the stair
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traversal case, where εm = 1 is chosen.

3.4.1 Adaptation to the Leader’s Change of Speed

Now suppose that the leader holds the biped’s hand and walks with a higher

speed than that of the biped’s unforced motion; see Fig. 3.4(a). In this case, the inner

product κ3(ξ)r̂ > 0; see (3.36) for the interpretation of κ3. Since κ1(ζ) > 0 as we

verified in simulation, we have that wk(θ
−) > 0. Furthermore, since the function v(θ−)

and the constant δz are independent of the leader’s trajectory, from (3.47) and (3.58)

one can show that

ζ∗k = ζ∗0 +
wk(θ

−)

1− δ2
z

, (3.59)

which implies ζ∗k > ζ∗0 . Intuitively, this fact means that, in response to the increase

in the leader’s speed, the biped also takes faster steps. When the average speed of

the biped reaches that of the leader, then the interaction force starts to decrease – see

Fig. 3.4(c) – which will also decrease ζ∗k . Even though the interaction force is decreasing,

the biped will continue increasing speed until ζ−[k−1] > ζ∗k (first intersection point on

Fig. 3.4(e)). This period of time corresponds to the overshoot seen in Fig. 3.4(a). Then,

the biped decreases speed until it reaches the speed of leader again. Eventually, the

interplay between the leader’s trajectory, the interaction force and the fixed point of the

k-th step will make the biped match leader’s average speed. Note that when the biped

is increasing speed there is a possibility that the gait constraints described in Section

3.3.2 are violated. Inequality (3.56) ensures that these constraints are respected.

Suppose next that the leader is walking with a speed lower than that of the

biped’s unforced walking gait, so that κ3(ξ)r̂ < 0. Using the same arguments as above,

one can conclude that ζ∗k < ζ∗0 . This means that the biped will take slower steps,

and, under certain conditions, it may not have enough energy to complete the step.

Equation (3.55) gives the explicit condition which ensures that the biped will continue

taking steps. Depending on the underlying unforced motion ζ∗0 , this condition also

means that there exists a critical average speed of the leader, below which the biped

cannot take a step and consequently will not be able to match it’s speed with that of the
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Figure 3.4: Left: Biped response when the average speed of the leader is higher than
that of the biped. Right: Biped response when the average speed of the
leader is lower than that of the biped. (a) and (b) Average speed of
leader (solid red line) and average speed of biped (blue marker). (c) and
(d) Horizontal component of interaction force. (e) and (f) Zero dynamics
state at the end of each step ζ− (blue markers) and fixed point of each
step ζ∗k as in (3.47) (red markers). (g) and (h) Convergence of limit
cycles. Black is the base (unforced) limit cycle, gray is the transitioning
and red is the final limit cycle.
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leader. Fig. 3.4(b) shows an example of this case, where the minimum average speed

of leader that can be followed by the biped is 0.38 m/s. The procedure of matching

leader’s speed can be described by interaction force in Fig. 3.4(d) and fixed point of

each step map in Fig. 3.4(f), the same way as was given for previous case.

As was discussed in Section 3.2.4, the stride length of the biped’s walking gait

remains constant as its speed changes. This can be seen in the phase portraits of

the monotonic variable θ depicted in Figs. 3.4(g) and 3.4(h) corresponding to the

acceleration and deceleration cases. Clearly, the range of values of θ remains the same,

while the rate of change of θ changes, implying that the stride frequency increases or

decreases to generate faster or slower walking motions.

In summary, when the leader walks with a higher speed than that of the biped’s

unforced gait, it pushes the biped to take faster steps. In this case, if the gait constraints

are not violated; see (3.56), the robot matches the speed of leader. On the other hand,

when the leader has a slower waking speed, it forces the biped to take slower steps. In

this case, if the biped has enough energy, it catches the speed of leader. In fact, these

conditions can be translated to a maximum and minimum walking speed of leader to

which the biped is able to adapt.

3.4.2 Effectiveness of the Arm’s Impedance Controller

The impedance controller provides safe human-biped interaction, while at the

same time it enables the biped to passively track the intended trajectory of the leader.

While this property of the impedance controller is beneficial in many ways, in this

section we turn our attention to the implications of the arm’s impedance controller on

the magnitude of the interaction force that is developed between the biped and the

leader. This force is generated by the leader, and it is desirable to keep it as small as

possible to avoid excessive effort on the leader’s part. To examine this issue, we focus

on a scenario according to which the leader’s intended speed is increased from 0.6m/s

to 0.8m/s and different values of εm are used to modify the impedance (3.20) of the

robot’s arm.
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Figure 3.5: (a) Speed convergence of the biped (dashed blue line) to intended speed
of leader (solid red line) for different impedance values of manipulator.
(b) RMS of the interaction force as a function of manipulator impedance.

Figure 3.5(a) shows the convergence of the biped’s speed to that of the leader for

different impedance values of manipulator. We can see that compliance in the arm does

not substantially change the adaptive response of biped’s locomotion to the leader’s

intended speed. The compliance only modifies the settling time; in more detail, as the

arm becomes more compliant it takes more steps for the biped to catch the intended

speed of the leader.

Figure 3.5(b) shows the root mean square (RMS) of the interaction force until

the biped converges within 3% of the leader’s intended speed. In interpreting this

figure note that small εm correspond to stiffer manipulators; in the limit εm → 0 the

impedance controller (3.20) reduces to a position controller imposing the constraints

(3.19). Clearly, stiffer manipulators result in higher interaction forces that are needed
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from the leader so that the biped achieves the leader’s intended speed. In fact, the

worst case corresponds to εm → 0, illustrating the benefits of impedance controllers

over position controllers as in [6]. However, there is a limit on how compliant the ma-

nipulator can be, since for εm > 1.9 the manipulator reaches its singular configuration.

3.4.3 Switching from Flat Ground to Upstairs and Downstairs

The adaptability of the biped’s speed to the leader’s intended velocity carries

to the case of walking over stairs of known geometry. However, in this case, the biped

needs to be capable of switching from flat ground to upstairs or downstairs walking.

To achieve this switching, the one-step transition controller in [111, Section 7.2] is

employed, which will be described next.

Let α and β be two sets of parameters, each including the parameters of the

locomotion (3.16) and the manipulation output (3.19), that result in two different

unforced periodic motions, one for flat ground walking and one for stair climbing.

Suppose that the corresponding controllers Γα and Γβ correspond to the zero dynamics

surfaces Zα and Zβ that are invariant under the impact map; i.e. ∆(S ∩Zα) ⊂ Zα and

∆(S ∩ Zβ) ⊂ Zβ; and that there exist exponentially stable periodic orbits Oα ⊂ Zα
and Oβ ⊂ Zβ, both transversal to S. The objective is to design a transition controller

Γ(α→β), with the swing phase zero dynamics Z(α→β) connecting the zero dynamics

manifolds Zα and Zβ so that the biped can stably transition from Oα to Oβ. More

specifically, the transition step maps the state of the biped after the impact ∆(S ∩Zα)

under controller Γα, to the state right before the next impact S ∩ Zβ under controller

Γβ. Mathematically, this requires that ∆(S ∩Zα) ⊂ Z(α→β) and S ∩Z(α→β) = S ∩Zβ.

To achieve these conditions, the parameters of the transition controller α → β are
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selected as

(α→ β)0 = α0

(α→ β)1 = α0 −
θ−β − θ+

α

θ−α − θ+
α

(α0 − α1)

(α→ β)n−1 = βn +
θ−β − θ+

α

θ−β − θ
+
β

(βn−1 − βn)

(α→ β)n = βn

θ+
(α→β) = θ+

α

θ−(α→β) = θ−β

(3.60)

where n is the degree of Beziér polynomial as in (3.18), and the numbered index refers

to the column of the parameter matrices. Equation (3.60) determines the beginning

and ending parameters of the transition controller. The intermediate parameters (α→

β)i , i = 2 to i = n− 2 are computed through numerical optimization, by minimizing

the torques during the transition. Note that the transitioning controller connects the

zero dynamics manifolds Zα to Zβ in one step, however convergence to the periodic

orbit Oβ does not occur in finite time.

The effect of force on transitioning can be explained by deriving the closed-form

expression of the one dimensional transitioning step map ρα→β in a similar manner as

the step map in (3.45). The snapshots of walking over the stair case 3 is depicted in

Figs. 3.6(a) and 3.6(b). Figures 3.6(c) and 3.6(d) depict the convergence of the biped’s

speed to the leader’s intended speed for both cases of transitioning from flat ground to

upstairs and downstairs walking. Both components of the interaction force are plotted

in Figs. 3.6(e) and 3.6(f), indicating that the leader does not need to make an excessive

effort to guide the motion of the biped.

As a final remark, note that the adaptation mechanism of the biped’s speed –

i.e., keeping the stride length constant and changing the stride frequency – is beneficial

to walking over stairs with known geometry since the biped can accelerate or decelerate

3 In these results, the stair geometry is specified by ω = 20cm and height d = 10cm, where ω and d
are depicted in Fig. 3.2(a).
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Figure 3.6: Left: Simulation results when transitioning from flat ground to upstairs.
Right: Transitioning from flat ground to downstairs. (a) and (b) Snap-
shots of walking. Black and red links correspond to the stance and swing
foot respectively. (c) and (d) Average walking speed of the biped (blue
markers) and desired speed of leader (red line). (e) and (f) Interaction
force. Solid blue is the horizontal component and dashed red is the ver-
tical component.
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while maintaining its foot placement, thereby avoiding hitting the edges of stair profile.

3.5 Discussion

This chapter provided a framework for cooperation of a bipedal robot with a

leading co-worker in a planar setting; see Fig. 3.7. At the high level, the leading co-

worker plans an intended trajectory pL which is not directly accessible to the robot.

The robot perceives the leader’s intention as an interaction force which is applied on

its end effector on the basis of the location of the end effector. At the low level, the

locomotion controller generates limit-cycle walking gaits that can be shaped by the

interaction force. Essentially, the locomotion controller adjusts the speed of the robot

in response to the change in leader’s speed. The result of this chapter takes the first step

towards integrating high-level cooperative tasks with low-level locomotion controllers

to enable a bipedal robot help a human carry an object over a distance that engages

the robot’s locomotion system.
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Figure 3.7: The hierarchical components for a cooperation task. The leading co-
worker plans a trajectory pL (high-level) and guides the robot to follow
it by applying a suitable force Fe at the biped’s end effector.
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Chapter 4

BIPED-LEADER COOPERATIVE TASK: 3D MODEL

This chapter extends the previous results to a more complex model of coop-

eration suitable for 3D workspaces. The complexity arises from the fact that in 3D

spaces, the biped has to adapt its heading angle as well as its speed in response to the

leader’s intention. With this adaptation, the biped can leverage the leader’s knowledge

regarding the environment and the task and allow the collaborator to effectively walk

the biped along an obstacle-free path. Section 4.1 describes the hybrid dynamics of the

3D walking robot in the presence of an external force. Section 4.2 presents the con-

troller design that enables the biped to adapt its locomotion behavior to the interaction

force, and at the same time exhibit compliance in its arm. Section 4.3 discusses cer-

tain key properties of the closed-loop system that are important in realizing adaptable

locomotion in the presence of the interaction force. Section 4.4 provides examples of

biped-leader cooperative tasks in which the biped tracks the intended trajectory of the

leader in an environment with obstacles without any explicit knowledge of the leader’s

intentions or the environment. Finally, Section 4.5 summarizes the contributions of

this chapter and relates it to the chapters that follow. The results of this chapter have

appeared in [72].

4.1 Walking under Interaction Forces

4.1.1 Three-Dimensional Model

We consider a fairly generic model of a three-dimensional (3D) bipedal walker as

shown in Fig. 4.1. The model is composed of a torso, a manipulator that is connected

to the torso through a two-DOF revolute shoulder joint, and two identical legs, each

connected to the torso via a two-DOF revolute hip joint. In our model, we consider
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only one manipulator system to simplify numerical computations. The manipulator

consists of an upper arm and a forearm that are connected at the elbow joint with one

DOF. The legs are composed of two links, the thigh and the shin, which are connected

through a one-DOF revolute knee joint. We assume that the stance foot acts as a pivot

with three rotational DOFs corresponding to the yaw q1, pitch q2, and roll q3 angles;

see Fig. 4.1. In total, during the single support phase, the model has twelve degrees of

freedom q := (q1, ..., q12)T ∈ Q, where Q contains physically reasonable configurations

of the system. Seven actuators – four located at the hip joints, two at the knee joints

and one at the roll joint of the foot – provide the input torques for the locomotion part,

and three actuators – two at the shoulder joint and one at the elbow joint – provide the

input torques for the manipulation part. Note that the roll joint of the foot is actuated

so that the external force does not destabilize the lateral motion of the biped. For this

actuation to be physically realizable we assume that the foot has non-zero size and is

mass-less, which is common in the literature [29, 30]. The physical parameters of the

3D model are provided in Table 4.1.

Table 4.1: Mechanical Parameters of the 3D Bipedal Model

Model Parameter Units Label Value

Mass kg

m1 0.875
m2 0.875
m3 5.5
m4 0.3
m5 0.3

Length m

W 0.15
L1 0.275
L2 0.275
L3 0.3
L4 0.15
L5 0.15
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Figure 4.1: (a) 3D biped model with a choice of generalized coordinates when sup-
ported on leg 1. (b) 3D biped model with a choice of generalized coordi-
nates when supported on leg 2. Each link has a length and a mass that
is modeled by point mass located at the center of the link. The values of
these parameters are given in Table 4.1.

4.1.2 Swing Phase

Due to the nontrivial length of the hip joint, the equations of motion during the

support on leg 1 and leg 2 are different. The dynamics of the biped in the continuous

phase supported on leg 1 can be written as

D(q)q̈ + C(q, q̇)q̇ +G(q) = B`u` +Bmum + JT
E (q)Fe, (4.1)

where D(q) is the mass matrix, C(q, q̇)q̇ contains the centrifugal and Coriolis forces

and G(q) contains the gravitational forces. The matrices B` and Bm distribute the

locomotion inputs u` and manipulation inputs um to the configuration variables q.

Finally, JE(q) := ∂pE(q)/∂q, where pE is the position of biped’s end-effector on which
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the interaction force Fe acts; see Fig. 4.1. Defining the state vector xi := (qT, q̇T)T,

where the subscript i ∈ 1, 2 denotes the support leg number, the swing phase dynamics

(4.1) on leg 1 can be transformed to state-space model as

ẋ := f1(x) + g`,1(x)u`,1 + gm,1(x)um,1 + ge,1(x)Fe , (4.2)

where the vector fields f1, g`,1, gm,1, ge,1 are defined accordingly. The swing phase

dynamics when the support is on leg 2 can be obtained in a similar manner by using

a hip width of −W in place of W , when the kinematic equations are derived.

4.1.3 Double Support Phase

When the swing leg touches the ground, the biped enters the instantaneous

double support phase. The double support phase is composed of two sub-phases, the

impact model and the relabeling. Analogously to the planar case of Section 3.1.3,

the impact model can be derived. However, the relabeling in 3D model involves the

solution of an inverse kinematic problem, which is described as follows. Let Rsh be the

rotation matrix describing the orientation of the shin of leg 2, and ωsh be the vector

containing the angular velocities of shin of leg 2, right after the impact. Now we need

to compute the corresponding q1, q2 and q3 that result in the same orientation and

angular velocity of shin of leg 2, in the beginning of the swing phase on leg 2 support.

Using the new generalized coordinates describing the support on leg 2, an expression

for Rsh can be obtained

Rsh =


c1c2c3 − s1s3 −c1c2s3 − s1c3 −c1s2

s1c2c2 + c1s3 −s1c2s3 + c1c3 −s1s2

s2c3 −s2s3 c2

 , (4.3)

where ci := cos(qi) and si := sin(qi) for i = 1, 2, 3. Note that (4.3) has the same form as

the rotation matrix for Euler transformation [98, Section 2.5.1]. Solving this equation
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gives

q+
1 = atan2(Rsh

2,3, R
sh
1,3) ,

q+
2 = atan2(Rsh

3,3,
√

1− (Rsh
3,3)2) ,

q+
3 = atan2(Rsh

3,2,−Rsh
3,1) ,

where atan2 is the two argument arctangent function. The joint velocities q̇+
1 , q̇+

2 and

q̇+
3 are obtained as 

q̇+
1

q̇+
2

q̇+
3

 =


c3c2 −s3 0

−s3c2 −c3 0

−s2 0 1

ωsh . (4.4)

The remaining angles in the legs, i.e. q4 to q9, simply exchange their roles and the

angles in the arm q10 to q12 remain the same. The combined result of the impact and

the relabeling for support on leg 1 can be described by a map ∆1 taking the final state

x−1 of support on leg 1 to the initial state x+
2 of support on leg 2. , i.e.

x+
2 = ∆1(x−1 ) .

The complete walking motion of the biped can be expressed as a hybrid nonlinear

system with impulse effects

Σ:



ẋ1 =f1(x)+g`,1(x)u`,1+gm,1(x)um,1+ge,1(x)Fe, x
−
1 /∈ S1,

x+
2 = ∆1(x−1 ), x−1 ∈ S1,

ẋ2 =f2(x)+g`,2(x)u`,2+gm,2(x)um,2+ge,2(x)Fe, x
−
2 /∈ S2,

x+
1 = ∆2(x−2 ), x−2 ∈ S2,

(4.5)

where the switching surfaces are defined as

S1 :=
{

(qT, q̇T)T ∈ TQ | pv
1(q) = 0, ṗv

1(q, q̇) < 0
}
, (4.6)
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and

S2 :=
{

(qT, q̇T)T ∈ TQ | pv
2(q) = 0, ṗv

2(q, q̇) < 0
}
, (4.7)

and pv and ṗv refer to the height and vertical velocity of the swing leg.

4.2 Coupled Locomotion and Arm Control

This section proposes a controller that manipulates the inputs of the arm and

locomotion subsystems to ensure that the biped adapts its dynamic walking pattern to

the external force. The procedure is developed for one continuous phase and is similar

to the one described in planar case in Section 3.2, so the exposition here will be brief

and only the differences will be highlighted.

4.2.1 Virtual Constraints for the Locomotion Task

The walking motions are realized by assigning output functions to the actuated

joints of the legs and designing the controller to drive the outputs to zero. To the

continuous dynamics (4.2), we associate the output

y` = h`(q) := qa − hdes
` (θ(q)) , (4.8)

where qa := (q3, . . . , q9)T includes the controlled variables in the legs and hdes
` denotes

the desired evolution as a function of the monotonic quantity θ(q) = −q2− q4/2, which

corresponds to the angle of the line connecting the foot of the support leg with the

corresponding hip joint. The function hd is designed using Beziér polynomials of degree

3; see (3.18) for the expression of the Beziér polynomials. The Beziér parameters are

determined such that in the beginning and end of a step, on the nominal orbit, the

output (4.8) is identically zero. However, when the system is off the nominal orbit,

there is no guarantee that the output (4.8) remains zero under the effect of impact

map. In other words, the output (4.8) is not capable of rendering the zero dynamics

invariant under the impact map.
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As in [14], we render the evolution of the system hybrid invariant by augmenting

the output with a correction term hc(θ, αc) as

y`,c = h`,c(q, αc) = qa − hdes
` (θ)− hc(θ, αc) . (4.9)

The correction output hc is chosen to be three times continuously differentiable function

of θ that satisfies 

hc(θ
+, αc) = y`,i

∂
∂θ
hc(θ

+, αc) =
ẏ`,i

θ̇+

hc(θ, αc) = 0, 0.5θ+ + 0.5θ− ≤ θ ≤ θ−

(4.10)

where y`,i is the initial value of the uncorrected output in the beginning of the step

computed by (4.8). For θ+ ≤ θ ≤ 0.5θ+ + 0.5θ−, we choose a fifth order polynomial

that ensures the continuity of position, velocity and acceleration at the connecting point

θ = 0.5θ+ + 0.5θ−. The vector of coefficients αc is updated on a step-to-step basis so

that the initial error with respect to the uncorrected output is smoothly rejected by

the middle of the step. Compared to a PD controller with high gains, the correction

output requires less torques to attenuate the error.

4.2.2 Impedance Regulation for the Manipulation Task

Similarly to Section 3.2.2, we select the manipulation output as

ym = hm(q) := pE(qm)− hdes
m ◦ θ(q) , (4.11)

where pE ∈ R3 is the position vector of end-effector with respect to a local frame

attached to the shoulder, qm := (q10, q11, q12)T contains the arm configuration variables

and hdes
m ◦ θ(q) is a vector of Beziér polynomials of degree 3 that describes the desired

relative position of the end effector to the shoulder joint, which can be equivalently

viewed as the desired configuration of the arm. Note that the arm has three DOFs
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that are all slaved to provide compliance along the three axes of the global frame. The

goal of the impedance controller is to enforce a mechanical impedance relation between

the manipulation output and the interaction force as

Mmÿm +
Nm

εm
ẏm +

Km

εm2
ym = Fe , (4.12)

where εm > 0 is a parameter, and Mm, Nm, and Km are positive definite mass, damping

and stiffness matrices, respectively, determining the compliance of the arm. In the

absence of an external force, (4.12) implies that the error ym converges to zero at a

rate specified by the matrices Mm, Nm, and Km and the parameter εm, so that the arm

settles at its desired configuration captured by hdes
m .

4.2.3 Controller Design

The controller design is identical to Section 3.2.3. To drive the locomotion

output (4.9) to zero and simultaneously establish the desired impedance dynamics

(4.12) in the arm, we select the control law

u = Γ(x, Fe) = LgLfh(x)−1
[
υ(x, Fe)− L2

fh(x)− LgeLfh(x)Fe

]
, (4.13)

where u := (uT
` , u

T
m)T, h(x) := (hT

`,c, h
T
m)T and

υ(x, Fe) :=

 v`(y`,c, ẏ`,c)

vm(ym, ẏm, Fe)

 =

 − 1
ε2`
K`y`,c − 1

ε`
N`ẏ`,c

M−1
m (Fe − Nm

εm
ẏm − Km

ε2m
ym)

 (4.14)

The system (4.5) under the influence of the control law (4.13) takes the form

Σ:

 ẋ =fαc
cl (x)+gαc

cl (x)Fe, x− /∈ S,

x+ = ∆(x−), x− ∈ S,
(4.15)

where the closed loop vector fields fcl, gcl can be defined accordingly. For simplicity,

only one swing phase and impact is considered in (4.15). Note that these vector fields
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depend on the parameter αc of the correction term hc of (4.10) that is updated at the

beginning of each step.

4.3 Effect of External Force on Locomotion

This section discusses certain key properties of the closed-loop system (4.15)

that are important in realizing adaptable locomotion in the presence of the interaction

force.

4.3.1 Effect of External Force on Stepping Pattern

An important property of the controller in Section 4.2 is that the step length

and step width of the biped are not affected by the external force. To see this, let

q` := (q2, · · · , q9)T denote the configuration of legs excluding the yaw angle q1. The

locomotion output h` in (4.9) and the height of swing leg pv depend only on q`. Since

the correction output in (4.10) accounts for the induced initial error by the interaction

force and rejects it before the robot completes a step, the solution of (h`,c(q
−
` ), pv(q−` )) =

(0, 0) uniquely determines the locomotion configuration prior to impact q−` . As a result,

the step length which only depends on q−` remains constant over different steps.

The property that the stride length cannot be changed in response to the inter-

action force does not mean that the motion of the biped remains unaffected. In fact, as

will be shown in Section 4.4 below, the biped reacts to the external force by adapting

its stride frequency to accelerate or decelerate as well as adapting its heading angle

in order to catch up with the intention of the leading co-worker. This adaptability

is essentially a consequence of the way the controller deals with the two degrees of

underactuation in the bipedal model considered.

4.3.2 Effect of External Force on Symmetry under Yaw Rotation

A second property that is important, particularly in steering, is the symmetry of

the unforced Poincaré map with respect to yaw rotations and the associated symmetry

breaking upon the application of an external force at the bipeds end effector. The
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formal definition of Poincaré map is first presented and then the symmetry property

is described.

Let ϕ1(t, x+
1 ) and ϕ2(t, x+

2 ) be the maximal unforced solutions of the two contin-

uous phases in (4.5), initialized at x+
1 and x+

2 respectively. The time-to-impact function

TI : TQ → R+ for the two continuous phases can then be defined as TI,1(x) = inf{t ≥

0 | pv
1 ◦ ϕ1(t,∆2(x)) = 0} and TI,2(x) = inf{t ≥ 0 | pv

2 ◦ ϕ2(t,∆1(x)) = 0}. Note that

the time-to-impact functions are independent of the yaw angle q1, since the height of

the swing foot pv does not depend on q1. The partial map P21 : S2 → S1 that sends

the state of the biped before the impact of leg 2 one step ahead is defined as

P21(x2) = ϕ1(TI,1(x2),∆2(x2)) , (4.16)

and similarly the partial map P12 : S1 → S2 can be defined as

P12(x1) = ϕ2(TI,2(x1),∆1(x1)) . (4.17)

To study the unforced periodic solutions of the closed loop system (4.15), we define

the Poincaré return map P : S2 → S2 as the composition of the two partial maps,

P := P12 ◦ P21, that takes the state x2[k] one stride (two steps) ahead; i.e.

x2[k + 1] = P (x2[k]) . (4.18)

The following Proposition is based on observations in [93], and it shows that restricting

the choice of feedback controllers (4.13) so that they do not depend on the yaw angle

q1 results in a symmetry property of the Poincaré map.

Proposition 1. Let q1 denote the yaw angle and x̃ := (x2, . . . , x18)T and define the

group action

Ψg(x) = (q1 + g, x̃T)T . (4.19)

Then, if the control law (4.13) is independent of the yaw angle q1, the Poincaré map
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P is equivariant under the action of Ψg, i.e.

P ◦Ψg(x) = Ψg ◦ P (x) . (4.20)

As a result, the Poincaré map can be written as

P (x) =

q1 + P (q1)(x̃)

P̃ (x̃)

 , (4.21)

where q1 + P (q1) and P̃ are the projections of P onto q1 and x̃, respectively.

Proof. Equation (4.20) is proved in [93, Proposition 3]. We briefly mention that the

kinetic and potential energies of the Lagrangian model are invariant under Ψg, the

group of rotations around the Z-axis of the world frame, while the impact map is

equivariant under Ψg. Since the control law is independent of the yaw angle, then

the closed-loop vector fields are also equivariant under Ψg. As a result, the Poincaré

map which is derived by sampling the solution of the model at time to impact, will be

equivariant under Ψg. As it was mentioned earlier, the time to impact is itself invariant

under Ψg. To prove (4.21), note that for any x = [q1, x̃
T]T, (4.19) and (4.20) imply

P ([q1, x̃
T]T) = P ◦Ψq1([0, x̃

T]T) = Ψq1 ◦ P ([0, x̃T]T) =

q1 + Πq1 ◦ P ([0, x̃T]T)

Πx̃ ◦ P ([0, x̃T]T)


for any arbitrary q1, where Πq1 and Πx̃ project the state onto its q1 and x̃ components,

respectively. Defining P (q1)(x̃) := Πq1 ◦P ([0, x̃T]T) and P̃ (x̃) := Πx̃ ◦P ([0, x̃T]T), which

are independent of q1, completes the proof.

Note that our choices of locomotion (4.9) and manipulation outputs (4.11) are

independent of yaw angle q1 and hence the control law (4.13) in the absence of external

force will also be independent of q1. So the condition of Proposition 1 is satisfied for

the unforced case and the Poincaré map is equivariant under Ψg.
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Computing the linearization of the Poincaré map A := ∂P (x)
∂x

∣∣
x=x∗

from (4.21),

one can observe that the first column of A is equal to (1, 0, · · · , 0)T. Consequently, A

will always have an eigenvalue equal to 1, and hence the fixed point is not exponentially

stable. In this case, if all the eigenvalues of the linearization of the second component

of Poincaré map Ã := ∂P̃ (x)
∂x̃

∣∣
x̃=x̃∗

in (4.21) are located within the unit disc centered at

the origin, the fixed point x is said to be exponentially stable“modulo yaw”. Physically,

this means that if we perturb the nominal heading angle q∗1 by the amount δq1, the

biped will continue taking steps in the new heading direction q∗1 + δq1.

It is important to emphasize that the presence of the external force Fe breaks

the symmetry discussed above. This is because the term JE(q) in (4.1) depends on

the yaw angle q1. As a result, the application of Fe can be used to induce turning

on the biped, enabling the leader to change the heading angle of the biped to a new

desired one by applying a suitable force. Note that once the biped settles at the desired

direction, then the external force is no longer required to maintain the new direction.

It should be mentioned here that a similar conclusion does not hold for the case where

the leader wants to change the bipeds speed, which depends on x̃. In this case, the

leader needs to keep applying a force to maintain the desired speed, since if the force

is removed, the exponential stability of the fixed point x̃∗ of P̃ will bring the speed of

the biped back to its nominal unforced value.

4.3.3 Effect of External Force on Zero Dynamics

As it was mentioned earlier, the adaptive behavior of the biped to the inter-

action force in the form of speed and heading angle modifications, results from the

underactuated nature of the biped. In this section we discuss how the two degrees of

underactuation respond to the interaction force, through the derivation of swing phase

zero dynamics. The control law (4.13) renders the zero dynamics surface

Z := {x ∈ TQ | h`,c(q, αc) = 0, Lfclh`,c(x, αc) = 0} ,
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attractive and invariant under the flow of the swing phase dynamics and the impact

map. Note that unlike the planar case, the motion of the biped’s arm due to the

assigned impedance dynamics (4.12) does not break the hybrid invariance of S, since

the correction output hc accounts for the initial error in the locomotion output (4.8)

that is induced by the motion of the arm, and rejects the error before the next impact

occurs. As a result, a five-DOF Forced Hybrid Zero Dynamics (FHZD) emerges from

the closed loop dynamics (4.15). The FHZD is

Σz :

 ż = fαc
z (z) + gαc

z (z)Fe, z /∈ S ∩ Z

z+ = ∆z(z
−), z− ∈ S ∩ Z

, (4.22)

where z := (qT
z , q̇

T
z )T with qz := (q1, θ, q10, q11, q12)T represent proper coordinates on

Z. In (4.22), fβz := fβcl|Z and gβz := gβcl|Z are the restrictions on Z of the closed-loop

dynamics (4.15), and ∆z := ∆|S∩Z . Note that the high dimensionality of the FHZD

precludes us from deriving closed-form solutions. However, we are still able to derive

the explicit form of the continuous dynamics of the HZD, which will be described next.

Let qa := (q3, . . . , q9)T denote the controlled variables of the legs. Then,

q = τq

qz

qa

 (4.23)
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where τq is a constant 12× 12 invertible matrix given by

τq :=



1 0 0 0 0 0 0 0 0 0 0 0

0 −1 0 0 0 0 −0.5 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 0 1

0 0 1 0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0



(4.24)

Substituting q̈ in (4.1) with τq

q̈z

q̈a

 gives

D(q)τq

q̈z

q̈a

+H(q, q̇) =

 02×10

I10×10

u+ JT
E (q)Fe, (4.25)

where H(q, q̇) := C(q, q̇)q̇ +G(q) and u := (uT
` , u

T
m)T. The first two lines of (4.25) can

be written as

D11(q)q̈z +D12(q)q̈a +H1(q, q̇) = JE,1(q)Fe , (4.26)

where D11 is the 2 × 5 upper left sub-matrix of D(q)τq, D12 is the 2 × 7 upper right

sub-matrix of D(q)τq, and H1 and JE,1 denote the first two rows of H(q, q̇) and JT
E (q)

respectively. Considering that on the zero dynamics, the locomotion output (4.9) is
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identically zero, we have qa = h̄(θ, αc) := hdes
` (θ) + hc(θ, αc). Then the expressions for

qa, q̇a and q̈a can be obtained 1 and by substituting in (4.26) and using (4.23) results

in

D11(qz)q̈z +D12(qz)
(∂h̄
∂θ
θ̈ +

∂2h̄

∂θ2
θ̇2
)

+H1(qz, q̇z) = JE,1(qz)Fe , (4.27)

which are two out of the five equations needed to describe the swing phase zero dynam-

ics. The other three differential equations result from the impedance dynamics in the

arm. Note that the manipulation output (4.11) depends on the arm configuration qm

and the monotonic variable θ, and hence is a function of qz. Obtaining the expressions

for ym, ẏm and ÿm from (4.11) and substituting the results in the desired impedance

dynamics (4.12) yields

Mm
∂hm

∂qz

q̈z +Mmψm(qz, q̇z)q̇z +
Nm

εm

∂hm

∂qz

+
Km

ε2m
hm = Fe . (4.28)

where ψm(qz, q̇z) := d
dt

(∂hm(qz)
∂qz

). Combining (4.27) and (4.28), the five DOF swing phase

zero dynamics can be obtained as

Dz(qz)q̈z +Hz(qz, q̇z) = Jz(qz)Fe (4.29)

where

Dz :=

D11(qz) +
[
02×1 D12(qz)

∂h̄
∂θ

02×3

]
Mm

∂hm
∂qz



Hz :=

 H1(qz, q̇z) +D12(qz)
∂2h̄
∂θ2
θ̇2

Mmψm(qz, q̇z)q̇z + Nm

εm
∂hm
∂qz

+ Km

ε2m
hm

 , Jz(qz) :=

JE,1(qz)

I3×3


The explicit form of the zero dynamics is important in our application. First, it is

clearly seen from (4.27) that the evolution of the unactuated DOF’s q1 and θ are

affected by the external force. Physically, this means that the biped changes its heading

1 Since αc remains constant throughout the step, we can treat it as a parameter and the dependence
of h̄ on αc will be suppressed.
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angle as well as its speed in response to external force. Second, the dynamics of q1

and θ in (4.27) are coupled, implying that a speed change in the direction of motion of

the biped may change the heading angle as well. The choice of the locomotion output

plays an important role in the dynamics of (4.27) and influences this coupling behavior.

Therefore, if a desired response to an external force is sought, one can optimize the

parameters of the locomotion output accordingly; this topic will be further discussed

in Section 4.4.2. Third, in the absence of perturbations, the evolution of the biped

can be obtained by integration of the reduced system (4.28), significantly reducing the

computational time compared to integrating the full-order system (4.1),.

4.4 Examples

In this section, details regarding the implementation of the controller are dis-

cussed and the method is evaluated in simulation to steer a 3D biped amidst obstacles

based on the external force generated during the execution of a collaborative task. We

first need to compute unforced walking motions which correspond to fixed points of the

Poincaré map (4.18) defined as x∗2 = P (x∗2). Particularly, we are interested in unforced

straight walking motions that are symmetric along the X-axis of the world frame; see

Fig. 4.1. For the periodic walking motion to be symmetric, it is required that the

duration of the steps be equal, i.e. TI,1 = TI,2 = TI, and in addition for all 0 ≤ t ≤ TI

ϕ1(t, x+
1 ) = Es ϕ2(t, x+

2 ) , (4.30)

where ϕ1 and ϕ2 are the maximal unforced solutions of the two continuous phases in

(4.5), and

Es =

 Fs 012×12

012×12 Fs

 , Fs = diag(−1, 1,−1, 1, 1,−1,−1, 1, 1,−1, 1, 1) . (4.31)
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As a result, the search for the fixed point of the Poincaré map can be reduced to finding

x∗2 that satisfies

Es x
∗
2 = P21(x∗2) , (4.32)

where P21 is the partial map in (4.16). Additional constraints related to actuator

saturation, foot-ground interaction and other specifications similar to [111, Section 3.2]

should also be considered when searching for the fixed point.

In Sections 4.4.1 and 4.4.2 below, we focus on the effect of force on locomotion.

To do so, we stiffen the arm dynamics in response to the force by selecting relatively

high gains for the impedance controller; in more detail, we select εm = 0.1, Mm =

I3×3(Kg), Km = 20I3×3(N/m), Nm = 4I3×3(Ns/m), where I3×3 is the 3 × 3 identity

matrix. In cooperation scenarios in Sections 4.4.3 and 4.4.4, we allow the arm to exhibit

compliance to the interaction force by selecting εm = 0.5.

4.4.1 An Example of Periodic Gait under External Force

Following the procedure above, a symmetric periodic gait along the X-axis was

computed. The walking gait has a step length of 0.12 m, a period of 0.52 s, and

an average walking speed of 0.23 m/s. Now suppose that a constant external force

along the X direction is applied on the end-effector of the biped. As the red markers

in Fig. 4.2(a) indicate, the biped responds to this force by taking faster steps and it

eventually converges to a new constant speed. However, the center of mass trajectory

of the biped deviates from the X direction; see red line in Fig. 4.2(b). This is not

surprising, as Fe,x affects the dynamics of the heading angle q1 despite the fact that

it is perfectly aligned with the direction of the unforced motion; this is evident by

(4.27). Clearly, this behavior is undesirable in a cooperation task. It implies that if

the leader intends to accelerate or decelerate the biped along the direction of motion,

it will also need to apply possibly large forces in the Y direction to keep the biped

walking straight. The next section proposes a way to minimize this effect by seeking a

new optimized periodic gait.
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Figure 4.2: Comparison of the behavior of two periodic gaits in response to the
external force Fe = (5, 0, 0)TN . (a) Average speed (b) Trajectory of
biped’s COM. The green color refers to the periodic gate that minimizes
(4.33); i.e. the change in the heading angle of biped is less sensitive to
the external force in the X direction.

4.4.2 Optimized Periodic Gait with Respect to External Force

The existence of an external force applied at the end effector calls for additional

specifications to be considered when computing unforced periodic motions. To reduce

the effect of Fe,x on the heading angle, we consider the cost function

|∂P
(q1)(x)

∂Fe,x

∣∣
x=x∗

(4.33)

in the optimization process described in Section 4.4. Initializing the optimization pro-

cess from the previous fixed point, a new periodic motion is computed that minimizes

the cost function in (4.33). The new walking gait has a step length of 0.13 m, a period

of 0.48 s, and an average walking speed of 0.27 m/s. It is interesting to note that the

new periodic gait has similar locomotion pattern compared to the previous one, but the

nominal motion of the arm is significantly different. The green markers in Fig. 4.2(a)

show that the biped increases its speed in response to the horizontal external force,

while Fig. 4.2(b) indicates that the biped has smaller deviation from the X direction

compared to the previous gait. This behavior is beneficial in a cooperation task, since
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the leader does not need to apply excessive force in the Y direction to enforce its

walking motion along the X direction.

4.4.3 Straight Walking with Leader

We will now examine the response of the periodic gait computed in Section 4.4.2

to the interaction force that is generated by the cooperation model in Section 3.1.2. To

simulate the cooperative task, the intention of the leader is translated to the interaction

force through an impedance model

Fe = KLyL +NLẏL , (4.34)

where

yL = hL(t) := pL(t)− pE(q(t)) . (4.35)

and KL and NL are the corresponding stiffness and damping matrices of the leader,

pE(q(t)) is the current position vector of biped’s end-effector, and pL(t) is the location at

which the leader intends to drive it; see Section 3.1.2 for more details. The impedance

parameters of the leader are selected as KL = 10I3×3N/m and NL = 2I3×3Ns/m.

To investigate how the biped adapts to changes in the intended speed of the

leader, two cases are considered. In the first case, the leader starts walking in the X

direction with a speed greater than that of the biped; see Fig. 4.3(a). In accordance

to (4.34), the interaction force shown in Fig. 4.3(c) increases, forcing the biped to take

faster steps. When the biped reaches the intended speed, the interaction force stops

growing and becomes periodic, eventually causing the biped to converge to a new forced

limit cycle that corresponds to the increased speed as shown in Fig. 4.4(a) and 4.4(c).

Note that the biped almost aligns its direction of motion with that of the leader as

it is evident in Fig. 4.3(e). In the second case, the leader’s intended speed decreases,

thereby resulting in a negative force that opposes the biped’s motion; see Fig. 4.3(d).

The biped responds to this interaction by taking slower steps and matching its speed
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Figure 4.3: Left: Response of a 3D biped when the leader walks along the X direction
with higher average speed than that of the biped. Right: Response of a
3D biped when the leader walks along the X direction with lower average
speed than that of the biped. (a) and (b) Intended average speed of
leader (dashed red line) and average speed of biped (blue marker). (c)
and (d) Component of interaction force in the X direction. (e) and (f)
Intended trajectory of leader (dashed red line) and trajectory of biped’s
end effector (solid blue line) in the X-Y plane.

to that intended by the leader as shown in Fig. 4.3(b), without deviating much from

the intended direction of leader as shown in Fig. 4.3(f).
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Figure 4.4: Left: Response of a 3D biped when the leader walks along the X direction
with higher average speed than that of the biped. Right: Response of a
3D biped when the leader walks along the X direction with lower average
speed than that of the biped. (a) and (b) Convergence of limit cycles in
terms of θ and θ̇. (c) and (d) Convergence of limit cycles in terms of q1

and q̇1. Black is the base (unforced) limit cycle, gray is the transitioning
and red is the final forced limit cycle.

Note that as we can see from Figs. 4.4(a) and 4.4(b) that correspond to the

acceleration and deceleration cases, the range of values of θ remains the same, while

the rate of change of θ changes. This observation verifies the discussion in Section 4.3

that the stride length of the biped remains constant as its speed changes. On the

other hand, as it is shown in Figs. 4.4(c) and 4.4(d), the interaction force changes the

evolution of both heading angle q1 and its derivative q̇1, while the overall direction of

biped’s motion almost remains in the X direction; the direction the biped was walking

in the absence of force.
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4.4.4 Steering the Biped to a Goal Region

We now consider a scenario in which a leading collaborator – possibly a human

– intends to move an object with the help of a bipedal robot to a desired location

in the workspace of Fig. 4.5(a). The leader plans an obstacle-free trajectory pL(t)

for the object so that all the specifications of the task are fulfilled. The biped needs

to adapt its motion to the leader’s intended trajectory, the explicit form of which is

unknown. However, it turns out that the interaction force developed as a result of the

leader’s intentions can provide sufficient information to steer the biped accordingly. In

the simulations that follow, care is taken so that actuator saturation and friction cone

limitations are respected throughout the motion of the biped.

Figures 4.5(b) and 4.5(c) present the interaction force and average speeds of

the biped and the leader, respectively. As expected, the biped perceives the leader’s

acceleration as an increase in the X component of the force, and its left turning as an

increase in the Y component; see Fig. 4.5(b). As the biped turns, its average speed

converges to that of the leader, as shown in Fig. 4.5(c). After the narrow passage

between the two obstacles of Fig. 4.5(a), the biped is guided to walk with the same

speed and direction it started. As a result, the biped converges to a new forced limit

cycle that is almost identical to the unforced one, as Fig. 4.5(d) and 4.5(e) show.

It is natural to ask under what conditions the biped adapts its motion in re-

sponse to the interaction force. Unlike the planar case, we cannot derive such conditions

analytically in the 3D case due to the high-dimensional FHZD (4.22). Nevertheless,

we observe in simulation that – similarly to the planar case – the biped fails when

the moment of the interaction force around the stance ankle either prevents the robot

to complete a step, or results in a violation of the actuation and ground contact con-

straints. The former occurs when the leader’s speed is much lower than that of the

unforced motion of the biped or when the leader makes sharp turns, while the latter

failure happens when the leader’s speed is much greater than that of the unforced

motion.
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Figure 4.5: (a) Biped-leader cooperation in an environment with obstacles. The in-
tended trajectory of the leader is denoted as red line. (b) X component
(blue) and Y component (dashed red) of the interaction force. (c) In-
tended average speed of the leader (red) and average speed of the biped
(blue). (d) Convergence of limit cycles in terms of θ and θ̇. (e) Conver-
gence of limit cycles in terms of q1 and q̇1. Black is the base (unforced)
limit cycle, red is the final forced limit cycle and gray correspond to
transition.
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4.5 Discussion

This chapter proposed a framework for cooperation of a bipedal robot with a

leading co-worker in 3D spaces; see Fig. 4.6. At the high level, the leading collaborator,

who has knowledge of the environment, chooses an obstacle-free trajectory pL, which

is a signal exogenous to the biped’s dynamics. Through the interaction of the robot

with the leader, the trajectory is then transformed to a force Fe that is applied on the

robot’s end effector. This force acts as a command signal for the robot with the purpose

of guiding its motion along the desired trajectory. At the low level, the locomotion

controller generates limit-cycle gaits that are capable of adapting to interaction force.

Essentially, the controller modifies the speed and heading angle of the robot in response

to a high-level descending signal, which in the scenario examined in Chapters 3 and 4

represents the interaction force between the biped and the external collaborator in a

collaborative object transportation task. In the following chapter, this exogenous high-

level command signal will be the output of motion planning algorithm, the purpose of

which is to steer the biped to a goal location while avoiding any obstacles that exist in

the workspace.
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Figure 4.6: The hierarchical components for a cooperation task in 3D space. The
leading co-worker plans a trajectory pL and guides the robot to follow it
by applying a suitable force at the biped’s end effector.
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Chapter 5

A SWITCHED SYSTEM APPROACH TO MOTION PLANNING OF
LIMIT CYCLE ROBOTIC SYSTEMS WITH APPLICATION TO 3D

BIPEDAL WALKERS

This chapter presents a framework for autonomous navigation of a 3D bipedal

robot in an environment cluttered by obstacles. The autonomous navigation problem

differs from what we studied in the previous chapters in that the motion of the robot

is guided by a high-level motion planning algorithm instead of a leading co-worker. In

both cases, a descending command signal is applied to the biped, which must adapt its

motion to this signal to achieve the desired task; however, the nature of this signal is

different. In this chapter, instead of the continuous time leader’s intended trajectory

that is communicated to the biped through the interaction force, the descending signal

is a sequence of limit-cycle motion primitives that must be composed to navigate

the biped in its workspace. It should be emphasized that the method proposed in

this chapter can be used to plan motions in other robotics systems, which like legged

robots, exhibit periodic motions, such as flying robots with flapping wings [17], turtle-

like robots [91] and quadrupedal robots [50]. The structure of this chapter is as follows.

Section 5.1 describes the motion planning problem for general robotic systems that

admit exponentially stable motion primitives in the form of limit cycles. In Section 5.2,

the concatenation of motion primitives is formulated as a discrete-time switched system

with multiple equilibria, and stability guarantees for the motion sequence are provided

by analytical bounds on the dwell time of the switching signal. These bounds distill

stability limitations of the system dynamics, and when communicated to the motion

planner, ensure that the suggested plan stably brings the robot to the desired goal

region. The stability analysis of the switched system also gives a compact trapping set
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in the state-space within which the solution evolves, thus providing a way to compute

bounds on the deviation of the robot from the nominal plan. Section 5.3 demonstrates

this method on a 3D biped model with a hybrid zero dynamics based controller. Note

that the dimensional reduction inherent to the hybrid zero dynamics method facilitates

the computation of estimates of the basin of attraction of each motion primitive using

sums-of-squares programming, thus allowing the analytical computation of dwell-time

bounds. Finally, Section 5.4 summarizes the contributions of this chapter. The results

of this chapter have appeared in [71,107].

5.1 Problem Formulation

We are interested in motion planning of robotic systems that exhibit periodic

motions. As in dynamic legged systems, these periodic motions can be represented as

fixed points of Poincaré maps

x[k + 1] = Pp(x[k]) . (5.1)

As a limit cycle is realized, the periodic motion of the robot’s joints results in its center

of mass (COM) moving in the workspace. The motion of COM can be characterized

as a net change in the robot’s coordinates in SE(3), and is considered as the output

Hp(x) of the system

w[k] = Hp(x[k]) .

We assume that each Pp(x) is locally exponentially stable with the fixed point x∗p, and

p ∈ P is an index from a finite index set P corresponding to different behaviors of

the system. A motion primitive can be defined as a pair Gp(x) = {Pp(x), Hp(x)}. The

planner endowed with the collection M = {Gp(x), p ∈ P} is tasked to output a suitable

sequence of motion primitives based on a high-level logic to achieve a desired objec-

tive. In this context, the planner sequentially composes motion primitives resulting in

a switching signal σ : Z+ → P that maps the discrete-time k to the corresponding mo-

tion primitive p = σ(k) to be executed in the current step. In general, the computation
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of the motion primitive Gp(x) would require evaluating the corresponding sub-system

Pp(x). This would slow down the planning process considerably, since the maps Pp(x)

are not in general analytically available and may only be obtained by numerical inte-

gration. To speed up the planning, one can admit a limited set of actions available

to the planner that corresponds to a discrete set of fixed points x∗p, namely nominal

motion primitives defined by G∗(x∗p) := G(x∗p) = {Pp(x∗p), Hp(x
∗
p)}, which essentially

reduce to the output Hp(x
∗
p). The fact that the planning algorithm has a discrete col-

lection of actions {Hp(x
∗
p), p ∈ P} available significantly reduces the time required to

compute feasible plans.

5.2 Stable switching among multiple equilibria

Switching among systems with a common exponentially stable equilibrium may

result in unstable behavior [60]. Certain constraints imposed on the switching signal,

such as slow switching can alleviate this behavior, as illustrated in [60]. However,

(5.1) differs from the switched systems studied in [60] in that the individual maps

{Pp, p ∈ P} do not share a common equilibrium. Thus, the solution of (5.1) is not

expected to converge to any one of the equilibrium points under switching. The main

results of this section provide conditions that ensure the system’s solution remains

trapped in a compact set that includes the equilibrium points. This compact set can

be explicitly characterized as the union of sub-level sets of Lyapunov functions, and

its size is essential in estimating the drift that arises when using the nominal motion

primitives for planning.

5.2.1 Set Constructions

We work in an open connected set D over which Pp is well defined for all p ∈ P .

It is assumed that x∗p ∈ D for all p ∈ P ; that is, all fixed points are contained in D.
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Definition 1. A continuous function Vp : D → R is an exponential Lyapunov

function, if for all x ∈ D

χp,1(‖x− x∗p‖) ≤ Vp(x) ≤ χp,2(‖x− x∗p‖) , (5.2)

Vp(x[k + 1]) ≤ εVp(x[k]) , (5.3)

where χp,1, χp,2 are class-K functions and 0 < ε < 1 .

Owing to the local and discrete nature of the system, the evolution of the state

can jump out of D in one step, resulting in the Lyapunov function Vp(x[k + 1]) of

(5.3) not to be well defined. Certain constructions as outlined in the proof of [35,

Theorem 13.2], are necessary to ensure that the sub-level sets Dp of the Lyapunov

functions are well defined and positively invariant. All our future constructions will be

restricted within the intersection D :=
⋂
p∈P Dp of the positively invariant sets, and we

require D to satisfy the following requirement:

• D 6= ∅, and

• x∗p is an interior point of D for all p ∈ P ,

Now we turn our attention towards set constructions motivated from [2] which

are essential in presenting the main results of this section. For each p ∈ P , let

Np(κ) := {x ∈ D : Vp(x) ≤ κ} , (5.4)

and let the union of these sets over all p ∈ P be

N (κ) :=
⋃
p∈P

Np(κ) , (5.5)

which is not necessarily connected. Next, define

ωp(κ) := max
x∈N (κ)

Vp(x) , (5.6)
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and let ωmax(κ) and ωmin(κ) be the maximum and minimum of ωp(κ) over the finite

index set P , respectively. Let

Mp(κ) := {x ∈ D : Vp(x) ≤ ωp(κ)} . (5.7)

We require thatMp(κ) ⊂ D for all p ∈ P , and complete our constructions by defining

M(κ) :=
⋃
p∈P

Mp(κ) , M(κ) :=
⋂
p∈P

Mp(κ) . (5.8)

Note that

N (κ) ⊂M(κ) , (5.9)

and that the setM(κ) is connected. See Fig. 5.1 for a schematic of the set-constructions.

With these set constructions, we are ready to state the main result of this section,

which guarantees that a solution of (5.1) that starts inM(κ) will stay inM(κ) for all

future time steps, provided that a bound on the dwell time of the switching signal σ is

respected.

5.2.2 Stability of the switched system with dwell-time

Let σ : Z+ → P be a switching signal with p = σ(k), and let {k1, k2, ...} be

the corresponding switching times. The dwell time Nd ≥ 1 represents the minimum

number of steps between two successive switches in σ; i.e., σ(ki + k) = σ(ki) for all

k < Nd. The class of signals that satisfy the Nd dwell-time constraint is denoted by

Ld[Nd]. With the definition of dwell-time, we are ready to state the main result of this

section.

Theorem 1. Consider (5.1) and assume that for each p = σ(k) ∈ P there exists a

function Vp : D → R that satisfies the conditions of Definition 1. Let µ(κ) > 1 be such

that
Vpi(x)

Vpj(x)
≤ µ(κ), ∀pi, pj ∈ P , ∀x ∈ D \ N (κ) . (5.10)
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Assume further that the dwell time Nd ∈ Z+ of the switching signal σ satisfies

Nd ≥
log
(
µ(κ)ωmax(κ)

ωmin(κ)

)
log(1/ε)

. (5.11)

Then, for every initial condition in the set M(κ), the solution of (5.1) remains in

M(κ).

Proof. Consider an arbitrary switching signal σ : Z+ → P with switching times

{k1, k2, . . .}. Without loss of generality, assume that the system starts at k = 0 and let

x[0] ∈ M(κ). This implies that x[0] ∈ Mp(κ) for all p ∈ P so that x[0] ∈ Mσ(0)(κ).

Thus,

Vσ(0)(x[0]) ≤ ωσ(0)(κ) , (5.12)

and by (5.3), Vσ(0)(x[k]) ≤ ωσ(0)(κ) for all 0 ≤ k ≤ k1, implying that x[k] ∈Mσ(0)(κ) ⊂

M(κ) for all 0 ≤ k ≤ k1.

Figure 5.1: Schematic of the set construction for two discrete systems with different
equilibria. The open domain D of the discrete maps is represented by the
black dotted outer boundary. The largest positive invariant sub-level sets
D1 and D2 in the domain D are represented by red. M(κ) is represented
by green, and N (κ) is represented by blue. The M(κ) construction lies
entirely within D1 ∩ D2.
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Note that, at the switching time k1, the state x[k1] ∈M(κ), and we distinguish

the following cases:

Case I: x[k1] ∈ M(κ). Then, arguing as above we have that Vσ(k1)(x[k1]) ≤ ωσ(k1)(κ),

and thus x[k] ∈Mσ(k1)(κ) ⊂M(κ) over the interval k1 ≤ k ≤ k2.

Case II: x[k1] ∈ M(κ) \ M(κ). In fact, we will show by contradiction that this

case is not possible due to the condition (5.11) imposed on the dwell time. By (5.9),

N (κ) ⊂M(κ) and thus the fact that x[k1] /∈ M(κ) implies that x[k1] /∈ N (κ). Then,

(5.10) can be used to obtain Vp(x[k1]) ≤ µVσ(0)(x[k1]) for all p ∈ P , which by (5.3)

results in Vp(x[k1]) ≤ µεk1Vσ(0)(x[0]) for all p ∈ P . Then, since k1 ≥ Nd by the

definition of the dwell time, we obtain

Vp(x[k1]) ≤ µεNdVσ(0)(x[0]) ∀p ∈ P . (5.13)

In view of (5.11), we have µεNd ≤ ωmin(κ)/ωmax(κ), and by using (5.12) and (5.13) we

obtain

Vp(x[k1]) ≤ ωmin(κ)

ωmax(κ)
ωσ(0)(κ) ≤ ωmin(κ) ∀p ∈ P , (5.14)

which implies that for any p ∈ P that is “switched in” at k1, x[k1] ∈ Mp(κ). Thus,

x[k1] ∈ M(κ), which contradicts the initial assumption that x[k1] ∈ M(κ) \ M(κ),

essentially guaranteeing that Case II does not emerge.

Hence, for any x[0] ∈M(κ), we have shown that x[k] ∈M(κ) over the interval

0 ≤ k ≤ k1. Then, the constraint (5.11) on the dwell time ensures that x[k1] ∈ M(κ)

so that x[k] ∈ M(κ) over the interval k1 ≤ k ≤ k2. Propagating this construction to

future time steps proves the result.

An immediate consequence of Theorem 1 is the following Corollary that will be

useful for our planning purposes.

Corollary 1. Under the assumptions of Theorem 1, for every initial condition in the

set N (κ), the solution of (5.1) will remain in M(κ) for all future times.
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Theorem 1 has some important implications for planning. First, it constraints

the switching signal in a way that the stability limitations imposed by the different

dynamics of motion primitives do not destabilize the overall motion. Second, the con-

straint (5.11) can readily be integrated in the planning algorithm due to its analytically

explicit form so that descending commands from the high-level planner respect the dy-

namics of the low-level platform. Third, Theorem 1 provides a means of regulating

the size of the compact set within which the state of (5.1) evolves, by adjusting the

parameter κ.

When planning with nominal motion primitives, the size of the compact set

can be used to estimate the deviation of the robot from the nominal plan; as will be

shown in Section 5.3.6.1 below. Reducing the size of the compact set ensures smaller

deviations from the nominal plan, at the expense of more stringent constraints on the

switching signal, which in turn reduces the flexibility of the planner in providing a path

that respects the geometry of the workspace.

5.3 Application to 3D Bipedal Walking

We will now explore some of the implications of Theorem 1 in the context of

the 3D bipedal model of Fig. 5.2 walking under the influence of an HZD control law.

It should be emphasized that the dimensional reduction afforded by HZD, greatly

facilitates the set constructions of Theorem 1 and the verification of the basins of

attraction of the corresponding gait primitives via established SOS techniques.

5.3.1 A Model of 3D Bipedal Walking

We consider a model similar to the one used in Section 4.1.1; as shown in Fig. 5.2

the only difference is that the arm is removed for simplicity. We assume that the stance

foot acts as a pivot with three rotational DOFs corresponding to the yaw q1, pitch q2,

and roll q3 angles; see Fig. 5.2. In total, during the single support phase, the model has

nine degrees of freedom q := (q1, ..., q9)T ∈ Q, where Q contains physically reasonable
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configurations of the system. Seven actuators – four located at the hip joints, two at

the knee joints and one at the roll joint of the foot – provide the input torques.

As in Section 4.1.1, due to the nontrivial length of the hip joint, the equations

of motion during the left and right leg support phases are different. In what follows,

we briefly describe the model for the left leg support phase; the equations for the right

leg are similar. The swing-phase dynamics of the biped during left leg support can be

written as

D(q)q̈ + C(q, q̇)q̇ +G(q) = Bu , (5.15)

where D(q) is the mass matrix, C(q, q̇)q̇ contains the centrifugal and Coriolis forces

and G(q) contains the gravitational forces. The matrix B distributes the inputs u to

the configuration variables q. Defining x̂ := (qT, q̇T)T, the model can be written as

˙̂x = f(x̂) + g(x̂)u , (5.16)

where x̂ ∈ TQ :=
{

(qT, q̇T)T | q ∈ Q, q̇ ∈ R9
}

and the vector fields f and g are defined

accordingly.

The continuous evolution of the swing dynamics (5.16) is interrupted when the

swing leg hits the ground; i.e., when the state crosses the surface

S := {x̂ ∈ TQ | pv(q) = 0, ṗv(x̂) < 0} , (5.17)

where pv denotes the vertical position of the foot of the swing leg. As in [93], the

impact is assumed instantaneous and purely plastic, and can be modeled as a discrete

map ∆ : S → TQ, as

x̂+ = ∆(x̂−) . (5.18)

The derivation of the map ∆ also involves the transformation of coordinates from left

leg support to right leg support; see Section 4.1.3 for more details.
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Figure 5.2: Robot model with a choice of generalized coordinates when supported on
left leg.

5.3.2 Equivariance-Preserving Control Law

This section exploits the structure of the Poincaré map to extract a family of

exponentially stable motion primitives, which are then concatenated by a planning

algorithm to achieve desired objectives, such as reaching a goal position in the biped’s

workspace while avoiding obstacles on the way.

We begin by assuming the availability of a family of locally Lipschitz feedback

control laws Γp : TQ → R7,

u = Γp(x̂) (5.19)

indexed by p ∈ P , where P is a finite index set corresponding to controllers that enable

straight-line and turning motions. Such controllers can be designed using a variety of

methods, including [29, 37, 93, 94]; for concreteness, in Section 5.3.3 below we will use

HZD to design Γp. The dynamics of the biped in closed loop with the control law
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(5.19) can be expressed in the form of a system with impulse effects,

Σp :

 ˙̂x = fp(x̂), x̂ /∈ S

x̂+ = ∆(x̂−), x̂− ∈ S
, (5.20)

where fp(x̂) := f(x̂) + g(x̂)Γp(x̂), for p ∈ P . To study periodic solutions of Σp, p ∈ P ,

we use the Poincaré return map P̂p : S → S that transfers the state x̂[k] one step

ahead; i.e.

x̂[k + 1] = P̂p(x̂[k]) . (5.21)

Restricting the choice of feedback controllers (5.19) so that they do not depend

on the yaw angle q1 results in a symmetry property of the Poincaré map that was

established in Proposition 1. As a result, the Poincaré map can be written as

P̂p(x̂) =

q1 + P
(q1)
p (x)

Pp(x)

 , (5.22)

where q1 + P
(q1)
p and Pp are the projections of P̂p onto q1 and x, respectively.

The structure of the Poincaré map allows the extraction of motion primitives

suitable for navigation purposes in workspaces cluttered by obstacles. Intuitively, these

motion primitives correspond to cyclic locomotion patterns – that is, limit cycles –

which result in a net change of the heading angle. In more detail, such motions can be

computed by seeking a fixed point x∗p of

x[k + 1] = Pp(x[k]) , (5.23)

i.e., x∗p = Pp(x
∗
p), with Pp defined by the decomposition of the Poincaré map (5.22).

Associated with a fixed point of a Poincaré map Pp(x), is a change in the heading

angle sp(x) = P
(q1)
p (x), and a change in the position of the center of mass which can

be computed as the length lp(x) and angle op(x) of the COM displacement vector.

We can consider these functions as the output of the system (5.23), i.e., Hp(x) :=
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(sp(x), lp(x), op(x))T.

A motion primitive can now be defined as a pair Gp(x) = {Pp(x), Hp(x)}. If

all the eigenvalues of the linearization Ap := ∂Pp(x)

∂x

∣∣
x=x∗p

of Pp about the fixed point

x∗p in (5.23) are located within the unit disc centered at the origin, the fixed point x∗p

is locally exponentially stable, and so is the corresponding motion primitive Gp. The

basin of attraction of the fixed point x∗p can then be defined as

BoA(x∗p) =
{
x ∈ S | lim

k→∞
P k
p (x) = x∗p

}
, (5.24)

where P k
p denotes the composition of Pp with itself k times when it is defined. In

Section 5.3.5.1 below, we characterize the basin of attraction associated with a fixed

point x∗p using sums-of-squares programming.

Switching between different motion primitives Gp is equivalent to switching

among different fixed points x∗p of (5.23). A motion plan consists of a concatena-

tion of these motion primitives, and can be treated as a switching signal σ : Z+ → P

that maps the stride number k to the p-th Poincaré map, giving rise to the discrete

switched system of the form (5.1).

5.3.3 HZD Based Controller Design

The controller is developed within the HZD framework as was discussed in Sec-

tion 4.2.1; thus the exposition here will be terse. We emphasize that the dimensional

reduction inherent to the HZD method, greatly facilitates the application of SOS pro-

gramming for the verification of the basins of attraction of the motion primitives and

the set construction in Section 5.2.1. To the continuous dynamics (5.16), associate the

output functions

y = h(q) := qa − hdes(θ(q)) , (5.25)

where qa := (q3, . . . , q9)T includes the controlled variables and hdes denotes the desired

evolution as a function of the monotonic quantity θ(q) = −q2−q4/2, which corresponds
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to the angle of the line connecting the foot of the support leg with the corresponding

hip joint. As in Section 4.2.1, hdes is designed using Beziér polynomials.

To render the evolution of system, hybrid invariant, we augment the output

(5.25) with correction polynomials hc(θ, αc), i.e.,

ȳ = h̄(q, αc) := qa − hdes(θ)− hc(θ, αc) , (5.26)

where αc is a vector of coefficients that are chosen to smoothly reject the initial er-

ror with respect to the (uncorrected) output (5.25) by the middle of the step; see

Section 4.2.1 for details.

To induce turning on a straight walking gait, we augment the output (5.26) with

polynomials hs, i.e.,

ỹ = h̃p(q, αc, βp) := qa − hdes(θ)− hc(θ, αc)− hs(θ, βp) , (5.27)

where βp is the vector parameters determined in a way that does not interfere with

the design of hc that renders the zero dynamics surface Z associated with the original

output (5.25) hybrid invariant. More specifically, hs satisfies

hs(θ, 0) = 0

hs(θ
+, βp) = 0

∂
∂θ
hs(θ

+, βp) = 0

hs(0.5θ
+ + 0.5θ−, βp) = βp

hs(θ, βp) = 0, 0.1θ+ + 0.9θ− ≤ θ ≤ θ−

Then, selecting the control inputs according to

u = Γp(x) := LgLf h̃p(x)−1
[
υ(ỹ, ˙̃y)− L2

f h̃p(x)
]
, (5.28)
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where υ is an auxiliary controller that renders the surface

Z̃p := {(q, q̇) ∈ TQ | h̃p(q, αc, βp) = 0, Lf h̃(x, αc, βp) = 0}

attractive and hybrid invariant under the flow of the system Σp defined by (5.20); the

controller υ can be designed as in (3.23). It is important to emphasize that the control

law (5.28) does not depend on the yaw angle q1 due to the fact that the output (5.27) is

independent of q1. Then, by Proposition 1 the closed-loop Poincaré map is equivariant

under yaw rotations.

The hybrid invariance of Z̃p ensures that the restriction ρ̂p := P̂p|S∩Z̃p of the

Poincaré map P̂p on the surface S∩Z̃p is well defined, and that ẑ = (q1, q̇1, θ̇)
T is a valid

set of coordinates on S ∩ Z̃p. Furthermore, as a result of equivariance the restricted

Poincaré map can be decomposed as

q1[k + 1]

z[k + 1]

 =

q1[k] + ρ
(q1)
p (z[k])

ρp(z[k])

 =: ρ̂p(ẑ[k]) . (5.29)

where z = (q̇1, θ̇)
T. Before we turn our attention to computing motion primitives, the

following remark is in order.

Remark 2. We will assume that switching between primitives occurs only at the be-

ginning of a stride. This assumption is typical in motion planning scenarios [30], and,

while it does not significantly restrict the flexibility of the planner, it allows us to take

advantage of the dimensional reduction afforded by HZD in a way that greatly simplifies

the planning problem. In this case, switching from one primitive to another excites the

uncorrected outputs (5.25) only when the stride begins; i.e., yi and ẏi are non-zero. The

correction polynomials hc in (5.27) account for this excitation, and, by construction,

they ensure that after the middle of the stride, the surface Z̃p coincides with the zero

dynamics surface Z associated with the original output (5.25). Hence, at the end of

the stride, the state is on S ∩ Z̃p = S ∩ Z, independent of the perturbation introduced
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by the switching. As a result, HZD greatly facilitates planning by ensuring that, despite

switching, the discrete evolution of the system always occurs on S ∩ Z, allowing the

use of the restricted Poincaré map (5.29) for planning.

The dimensional reduction and the equivariance property allow the definition

of low-dimensional motion primitives

Rp(z) = {ρp(z), Hz
p(z)} , (5.30)

for the reduced order system

z[k + 1] = ρp(z[k]) , (5.31)

and Hz
p(z) is the output function expressed in terms of z.

5.3.4 Generating Motion Primitives

The HZD controller described above can be used to produce limit-cycle motion

primitives that correspond to straight and turning walking motions. Searching for the

fixed point x∗p and the parameters βp that satisfy

x∗p = Pp(x
∗
p) ,

sp = P (q1)
p (x∗p) , (5.32)

results in a motion primitive with a net change sp in the heading angle. Various design

specifications such as actuators saturation and foot-ground interactions are incorpo-

rated as additional constraints in the computation of the fixed point as in [111, Sec-

tion 3.2] and [14].

For feasible switching between two gaits, it is required that the fixed points lie

within the basin of attraction of one another. Furthermore, it is desirable that the

computed fixed points are in close proximity with each other. Indeed, imposing this

requirement provides a number of advantages in motion planning. First, it results in
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greater overlap among the regions of attraction. Second, it reduces the dwell time

requirement for stability of the switched system, thus enhancing flexibility. Third, it

reduces the transient response when the biped switches between primitives, thereby

reducing the deviation from the nominal plan.

Initially, the majority of the fixed points that we computed had very small basins

of attraction; see Section 5.3.5.1 for estimating basins of attraction. The simulation

results showed that the fixed points failed to tolerate small negative perturbation on

θ̇. To remedy this problem and to find gaits with improved perturbation tolerance, an

additional constraint on the minimum value of θ̇ during the cycle was added to the

process of searching for a fixed point. The resulting fixed points yielded considerably

bigger basins of attraction.

Next, to compute a family of turning fixed points in the vicinity of a straight-line

motion primitive, the following method has been adopted. Note that the method can

replace the computationally expensive nonlinear optimization problem that is typically

used to search for fixed points. In more detail, we assume that the straight line motion

primitive R0 = (ρ0, H
z
0) is available. To achieve turning, we consider the output ((5.27)

which depends on the parameter array β. The corresponding reduced-order Poincaré

map can be decomposed as follows

q1[k + 1]

z[k + 1]

 =

q1[k] + ρ
(q1)
0 (z[k], β)

ρ0(z[k], β)

 . (5.33)

Defining δz[k] = z[k]−z∗0 and δq1[k] = q1[k]−q1[k−1], the linearization of (5.33) about

the straight line fixed point z∗0 , and about nominal value of the parameter β∗ = 0 gives

δq1[k + 1]

δz[k + 1]

 =

Aq1δz[k] +Gq1β

Azδx[k] +Gzβ

 , (5.34)

where Aq1 and Gq1 are the Jacobian matrices of ρ
(q1)
0 with respect to the state z and

the parameter β, and Az and Gz are the Jacobian matrices of ρ0 with respect to z and
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the parameter β. To find a turning fixed point in the closed proximity of the straight

line fixed point, it is desirable to steer the biped’s heading by the angle s, without

affecting the locomotion-specific state z. This can be achieved by the control law

Gq1

Gz

 β =

s
0

⇔ β = G−R

s
0

 , (5.35)

where G−R is the right pseudo-inverse of G :=

Gq1
Gz

. It should be noted that the

solution β of (5.35) is the minimum norm β thereby ensuring minimal modification

of the outputs (5.27) to induce turning. When the controller of (5.35) is applied on

the biped that is walking straight, we observe that it turns approximately by s and it

converges to a new fixed point that is in the close proximity of the straight walking

fixed point z∗0 .

For the purpose of illustrating the method, we choose a gait basis set G =

{R0,R1,R2}, consisting of three motion primitives; namely, R0 for straight line mo-

tion, R1 for clockwise (CW) turning by 45o, and R2 for counterclockwise (CCW) turn-

ing by 45o. The sharp turning primitives in G enable the biped to navigate through

narrow spaces, as will be shown in Section 5.3.6.

5.3.5 Stable Composition of Gait Primitives

In this section we use sum-of-squares (SOS) programming to estimate the basin

of attraction of the reduced motion primitives, made available by the dimensional

reduction inherent in HZD method. We then use the SOS results to carry out the set

construction required by Theorem 1, and compute the dwell time for stable motion

planning.

5.3.5.1 Estimation of Basin of Attraction

As it was mentioned in Remark 2, switching between motion primitives preserves

hybrid invariance of the zero dynamics, resulting in the reduced-order Poincaré map
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ρ̂p defined by (5.29). As a result of equivariance, we only need to focus on the two-

dimensional system ρp in (5.31) to evaluate the basin of attraction of the reduced

motion primitives. In what follows, we explain the procedure for one such motion

primitive; i.e., for a fixed p. For simplicity, the corresponding fixed point is translated

to origin.

We first numerically estimate the domain of definition by ensuring that ρp is

defined on sampled boundary points of a closed disc around the origin. We then

densely propagate the disc in the radial direction and repeat the process to obtain

the maximum radius rp of the ball Brp(0) over which ρp is well defined. Next, we

restrict our attention to estimation of the basin of attraction in the form of a sub-

level set {z ∈ Brp(0) | Vp(z) ≤ η} that lies inside the domain of definition. We use

quadratic Lyapunov functions Vp(z) := zTSpz where Sp is a positive definite matrix

that is obtained from the solution of the discrete Lyapunov equation associated with

the linearization of (5.31). To verify (5.3), we formulate a SOS feasibility program as

in [81]:

max η

s.t η < λmin(Sp)r
2
p

bp(z) is SOS

εVp(z[k])− Vp(z[k + 1])− bp(z[k])(η − Vp(z[k])) is SOS

where λmin(Sp) is the minimum eigenvalue of Sp, and bp(z) is a positive definite poly-

nomial of z; see [81]. The first condition guarantees that the computed estimate of

the basin of attraction is restricted inside the domain of definition. Note that ε is the

rate of convergence, and as the construction of Theorem 1 requires, will be selected to

be the same for all motion primitives. Finally, we obtain polynomial approximation of

ρp –amenable to SOS algorithms– in the neighborhood of the fixed point using Taylor

series up to second-order terms.

The value of ηmax, beyond which the solution is not feasible, is then computed
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based on a sequence of SOS feasibility programs. The procedure is performed for every

motion primitive in G. The outcome is η0 = 0.11, η1 = 0.15 and η2 = 0.08 for R0,

R1, R2, respectively. The resulting estimates of the basins of attraction are shown as

dashed ellipses in Fig. 5.3. Clearly, all the fixed points lie in the intersection of basins

of attraction.

−1.2 −1.1 −1 −0.9 −0.8 −0.7 −0.6 −0.5 −0.4
1.5

1.6

1.7

1.8

1.9

2

2.1

2.2

2.3

2.4

q̇1(rad/s)

θ̇
(r
a
d
/
s)

Figure 5.3: Estimates of the basin of attraction for each of the motion primitives in
G (dashed ellipses), and computation of M(κ) (union of solid ellipses),
which is entirely inside the intersection of basin of attractions. The colors
blue, red and green correspond to the primitives R0, R1 and R2 respec-
tively. Note that the fixed points of R1 and R2 and their corresponding
M(κ) sets are almost coinciding. The set M(κ) of (5.8) corresponds to
κ = 0.0002 resulting in the dwell time Nd = 1.

5.3.5.2 Computation of Minimum Dwell Time for Stability

Here we apply Theorem 1 to find the bound on the switching frequency among

the motion primitives, which guarantees that the evolution of the switched system re-

mains within the desired safe regionM(κ). The SOS results verified that the quadratic

functions Vp(z) := zTSpz meet the requirements of Definition 1 for all the motion prim-

itives p with the same value of ε = 0.12. For maximal flexibility in the motion planning

stage, it is favorable to have the ability to switch at every stride, implying that Nd = 1

is the desired value of the lower bound on the dwell time. To verify the feasibility
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of the desired dwell time, with the knowledge of ε = 0.12 from the SOS program of

Section 5.3.5.1, we must determine if there exists a κ that satisfies the conditions of

Theorem 1. This is done by numerically computing ωmax(κ), ωmin(κ) using (5.6), and

µ(κ) using (5.10), and verifying that Nd = 1 satisfies (5.11). As a result, the solution

of the switched system that starts within the set N (κ) defined by (5.5) never leaves

the set M(κ), which corresponds to the union of the solid ellipses in Fig. 5.3. The

plotted M(κ) in Fig. 5.3 corresponds to κ = 0.0002.

With Nd = 1 the biped is guaranteed to remain stable as it switches at every

stride. Figure 5.4 shows an example of stable motion primitive composition. During

the entire walking sequence, we plot the input torques and ground reaction forces and

verify that switching between motion primitives does not result in violation of gait

constraints. For instance, the evolution of stance and swing hip torques are shown in

Fig. 5.4, which confirms that the torques are within the actuator’s saturation limit.

5.3.6 Planning with Motion Primitives

We now use the collection of motion primitives G = {Rp(z), p ∈ P{0, 1, 2}}

in conjunction with a high-level planning algorithm to construct feasible paths taking

the biped from an initial position to a desired final one while avoiding any obstacles

on the way. In what follows, pcm represent the X and Y coordinates of the CoM of

the biped in the global frame and Θ the heading angle of the biped with respect to the

global positive X-axis. A Rapidly Exploring Random Tree (RRT) [58] is employed to

find feasible paths. Each node of the associated tree holds information about pcm,Θ,

the low-level state of the biped z, the index of its parent node, and the primitive index

p ∈ P that was applied on the parent node. In addition, the number of strides since

the last primitive switch on the path is available in the tree to check the dwell time

condition (5.11) which the planner must respect.

The tree node j such that pcm
j has the least euclidean distance from a randomly

chosen point (Xr, Yr) in the free space among all other nodes, is expanded for each
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Figure 5.4: An example of stable composition of motion primitives. The sequence
is (R0,R1,R1,R1,R1,R2,R2,R2,R2,R0). (a) animation of the walking
sequence. (b) Evolution of stance hip torque corresponding to joint q5.
(c) Evolution of swing hip torque corresponding to joint q8.
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p ∈ P to obtain the successive node as

pcm
j+1 = pcm

j +R(Θj)Lp(zj) ,

Θj+1 = Θj + sp(zj) ,

zj+1 = ρp(zj) , (5.36)

where

R(Θ) :=

cos(Θ) − sin(Θ)

sin(Θ) cos(Θ)

 , Lp(z) :=

lp(z) cos(op(z))

lp(z) sin(op(z))

 .
If pcm

j+1 is not in the free space, then the corresponding node is pruned. The tree

generation continues until pcm
j+1 is within a specified distance of the goal position or

until a maximum number of iterations is reached.

In the absence of perturbations, the robot will accurately track the motion

plan since the planner has the knowledge of the robot’s dynamics ρp(z). However,

the planner is required to evaluate the corresponding Poincaré map ρp at z as in

(5.31). This necessitates the numerical integration of (5.31), which despite its reduced

dimension, would be computationally cumbersome. To accelerate the planning process

considerably, we trade-off accuracy for reduced computation by using nominal motion

primitives as actions available to the planner as detailed below.

5.3.6.1 Nominal Motion Primitives

The nominal motion primitives (NMPs) are defined as the motion primitives

evaluated at the discrete set of fixed points, i.e.

R∗p(z∗p) := Rp(z
∗
p) = {ρp(z∗p), Hz

p(z
∗
p)} . (5.37)

It is important to emphasize the difference between Rp(z) in (5.30) and R∗p(z∗p) in

(5.37). In the former, the planner has knowledge of the dynamics in the sense that it
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Figure 5.5: Nominal motion primitives for a family of primitives. The number on
each arc shows the change in the heading angle. Blue corresponds to
turning when support is on the left leg and red when support is on the
right leg.

can predict the state at the end of the execution of the p-th primitive with knowledge

of the current state z. In the latter, the planner only knows the nominal evolution

associated with the fixed points that give rise to the corresponding nominal motion

primitives. Hence, if the biped’s initial state does not coincide with a fixed point,

the actual evolution of the biped while executing a primitive will deviate from the

one expected by the planner. Indeed, each NMP corresponds to a path realized in

the biped’s workspace as it follows a limit cycle; see Fig. 5.5 for examples of walking

arcs corresponding to NMPs. A discrete set of NMPs is made available to the planning

algorithm which concatenates them to effectively capture the net change in the position

of the center of mass (CoM) and in the heading direction of the biped as it moves along

the limit-cycle of each NMP. For the motion primitives in G, these quantities are given

in Table 5.1. The nominal motion primitives have also been called nominal walking

arcs in the literature; see [30].

When planning with NMPs, each node of the RRT holds information of pcm and

Θ only, without requiring the knowledge of the state z. Therefore, the nodes expansion
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Table 5.1: Selected Nominal Motion Primitives

Primitive l(z∗) [m] o(z∗) [deg] s(z∗) [deg]

Straight 0.6789 0 0
CW 0.6710 -25.05 -45

CCW 0.6558 26.21 45

of the RRT (5.36) reduces to

pcm
j+1 = pcm

j +R(Θj)Lp(z
∗
j ) ,

Θj+1 = Θj + sp(z
∗
j ) .

The availability of a discrete collection of actions {Hz
p (z∗p), p ∈ P} to the motion

planner significantly reduces the computational time for generating plans. However, as

was mentioned above, the fixed point z∗p corresponding to the applied action may not

coincide with the actual state of the system z at the execution of an action Hp(z
∗
p),

thereby causing the system to drift from the suggested plan. Due to the concatena-

tion of the actions with different fixed points, this problem arises even under nominal

conditions, i.e. in the absence of externally applied perturbations.

Theorem 1 provides a way to derive an upper bound on the deviation of the

biped from the nominal path, based on the size of the set M(κ). As a direct result

of the Theorem, the value of the Lyapunov function of the active subsystem σ(k) is

bounded by Vσ(k)(x[k]) ≤ ωσ(k)(κ). Using (5.2), the deviation of system’s solution from

the fixed points is given by

‖x[k]− x∗σ(k)‖ ≤ χ−1
σ(k),1

(
ωσ(k)(κ)

)
. (5.38)

With the choice of quadratic Lyapunov function Vp(z) := zTSpz, equation (5.38) takes

104



the form

‖z[k]− z∗σ(k)‖ ≤

√
ωσ(k)(κ)

λmin(Sσ(k))
. (5.39)

We now need to relate the deviation of the state z from the fixed point z∗ to the

deviation of the biped from the nominal path. First, note that the global position and

heading angle of the biped at step k can be written as

pcm[k + 1] = pcm[k] +mσ(k)(Θ[k], z[k]) ,

Θ[k + 1] = Θ[k] + sσ(k)(z[k]) , (5.40)

wheremσ(k)(Θ[k], z[k]) := R(Θ[k])Lσ(k)(z[k]). Let Θ∗[k] and pcm∗[k] denote the nominal

heading angle and nominal path that are computed by (5.40) when z[k] = z∗σ(k), i.e. the

plan that is computed based on nominal motion primitives. Define δz[k] := z[k]−z∗σ(k),

δΘ[k] := Θ[k]−Θ∗[k] and δpcm[k] := pcm[k]−pcm∗[k], then on linearizing (5.40) around

the point (Θ[k], z∗σ(k)) we obtain

δpcm[k + 1] = δpcm[k] +Bσ(k)δΘ[k] + Cσ(k)δz[k] ,

δΘ[k + 1] = δΘ[k] +Dσ(k)δz[k] ,
(5.41)

where Bσ(k) :=
∂mσ(k)(Θ,z)

∂Θ
|(Θ[k],z∗

σ(k)
), Cσ(k) :=

∂mσ(k)(Θ,z)

∂z
|(Θ[k],z∗

σ(k)
), Dσ(k) :=

∂sσ(k)(z)

∂z
|z∗
σ(k)

.

Note that the Euclidean norms ‖Bσ(k)‖ and ‖Cσ(k)‖ are independent of Θ, since R(Θ)

in the definition of m is a rotation matrix that preserves the length. As a result, they

do not depend on the path and can be computed a priori for each motion primitive.

Applying (5.41) in the interval [0, k + 1] and using Euclidean norm inequalities and
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(5.39), we derive an upper bound on the deviation from the nominal plan as,

‖δpcm[k + 1]‖ ≤ |δpcm[0]|+ |Bσ(0)δΘ[0]|+
k∑
i=1

‖Cσ(i)‖

√
ωσ(i)(κ)

λmin(Sσ(i))

)
+

k∑
i=0

‖Bσ(i)‖
(
δ|Θ[0]|+

i−1∑
j=0

‖Dσ(j)‖

√
ωσ(j)(κ)

λmin(Sσ(j))

)

δΘ[k + 1] ≤ δΘ[0] +
k∑
i=0

‖Dσ(i)‖

√
ωσ(i)(κ)

λmin(Sσ(i))
.

(5.42)

Note that the bound given by (5.42) is conservative since it considers the worst

case scenario where the state evolves on the boundary of the set M(κ). Nevertheless,

it has important implications in motion planning. It relates the deviation from nom-

inal path to the size of the set M(κ) through the parameter κ, and to the low-level

controller design through the terms ‖Bσ(i)‖, ‖Cσ(i)‖ and ‖Dσ(i)‖. Reducing κ improves

the tracking performance of the biped at the expense of deteriorating its maneuverabil-

ity by increasing the dwell time; i.e., by increasing the number of steps that must be

taken by the biped before the planner can switch to a new primitive. The terms ‖Cσ(i)‖,

‖Dσ(i)‖ and ‖Eσ(i)‖ can be viewed as performance indices of a motion primitive; smaller

values of these terms imply better performance. These indices can be incorporated as

a constraint in the optimization problem, when one searches for a periodic gait.

If the initial error of the CoM position and heading angle are zero, i.e. δpcm[0] =

0 and δΘ[0] = 0, applying (5.42) for the first stride yields

‖δpcm[1]‖ ≤ ‖Cσ(0)‖

√
ωσ(0)(κ)

λmin(Sσ(0))
(5.43)

Since the drift depends on the primitive being active during the first stride, we take

the average drift per CoM displacement over the three motion primitives in G as

error ≤ 1

3

2∑
p=0

‖Cp‖
lp

√
ωp(κ)

λmin(Sp)
(5.44)

106



Equation (5.44) can be used to compute a lower bound on the dwell time that guar-

antees that the drift per stride of the biped is less than a specified value. This can

be done in the following manner. For a given error, we compute the value of κ such

that (5.44) is satisfied. Then, we use (5.11) to compute the corresponding value of

dwell time. To reduce the bound on the tracking error, it is desirable to reduce ωp(κ)

by reducing κ. This in turn increases the dwell time bound of (5.11) and reduces the

flexibility of the planner. Table 5.2 shows the computed values of dwell time for a

range of given allowable drifts. Note that the drift can not be set arbitrarily small,

since there is a lower limit on the value of ωp(κ) which can be computed when κ = 0;

see (5.6). In our example, the lower limit on the drift was found to be 3.9%.

Table 5.2: Dwell Time Values Based on Allowable Drift

error[%] κ[×10−3] Nd

10 1.8 1
6 0.2 1

4.5 0.015 2
4 0.005 3

For the purposes of illustration, we consider the environments of Fig. 5.6, in

which the bipedal model of Fig. 5.2 starts at an initial position and is required to reach

the designated goal while avoiding obstacles in the workspace. Based on the discussion

in Section 5.3.5.2, the planner is allowed to switch primitives at every stride. If an

allowable drift per stride is specified, we will choose the dwell time based on Table 5.2.

With this knowledge, the RRT planner constructs a number of nominal paths, that

are all stable. Out of all these paths, we pick the one that has the smallest estimate of

final drift, computed by (5.42). The selected nominal path is shown as red circles in

Fig. 5.6.

Consider the environment shown in Fig. 5.6(a) which is relatively tight given the
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Figure 5.6: Two walking environments. The nominal plans using NMP are shown as
red circles and the simulated trajectories of biped’s CoM are indicated
by blue lines. In the environment (a), the biped takes 24 strides to reach
the goal (marked by black rectangle) and the final drifting error is 6.3
cm. In the environment (b), the biped takes 90 strides to reach the goal
and the final error is 1.20 m.

dimensions of the biped. Given, for example, a requirement that the drift per stride

should not exceed 6% of the COM displacement, we pick the dwell time Nd = 1, based

on Table 5.2. Due to the enhanced flexibility offered to the planner, which is able to

switch primitives at every stride and owing to the sharp turns that can be realized by

the turning primitives, the biped reaches the goal in 24 strides with a small drifting

error, approximately equal to 6.3cm. If a more stringent condition is imposed on the

drift, the dwell time should be increased. However, in this example for Nd > 1, the

planner is not able to find a path, since its flexibility is restricted by the dwell time.

Now consider the environment shown in Fig. 5.6(b), which is wider than envi-

ronment of Fig. 5.6(a). With the prescribed allowable drift per stride, i.e. error = 6%,

the planner constructs a path with Nd = 1. The biped takes 90 strides to reach the

goal, and the final drift is approximately equal to 1.20m; see Fig. 5.6(b). Yet, this

represents a considerable improvement with respect to [30], in which the biped drifts

2.59m away from the goal by the end of plan. Furthermore, the analytically tractable

procedure offered by Theorem 1 and the dimensional reduction afforded by the HZD

couple the relevant parameters error and κ in an explicit way, which can be used to
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quantify the interplay between the geometry of the environment and the error in the

execution of a plan. If a smaller allowable drift of error = 4.5% or error = 4% is

required, the planner must comply with a stricter condition on dwell time, i.e. Nd = 2

and Nd = 3, respectively. On the nominal path with Nd = 2, the biped took 94 strides

to reach the goal, and the final drift was reduced to 0.93m. Similarly, on the nominal

path with Nd = 3, the biped took 98 strides and the final drift was further slightly

reduced to 0.89m. Note that for Nd > 3, the flexibility of the planner is reduced to

the extent that it can not provide a path. The reader is encouraged to see [107] for

details of a method that substantially reduces the drift by providing the planner with

the analytical approximation of the dynamics and the output of the system.

5.4 Discussion

This chapter proposed a framework for autonomous navigation of 3D bipedal

robots in environment cluttered with obstacles; see Fig. 5.7. At the low level, the

locomotion controller generates gait primitives in the form of dynamically-stable limit

cycles which are then composed by a high-level planning algorithm with the purpose of

navigating the biped to a goal location while avoiding obstacles. We then formulated

the composition of gait primitives as a switched dynamical system, and we derived

an analytical condition that guarantees the stability of the robot by restricting the

switching frequency between motion primitives. This condition distills the stability

limitations in system dynamics, and when communicated to motion planner, results in

the generation of a path that stably brings the robot to the desired goal region. The

similarity between Fig. 5.7 and Figs. 3.7 and 4.6 of Chapters 3 and 4 , respectively,

is suggestive of the similarities between the tasks studied in this thesis. Indeed, the

only difference is that the descending signal in Fig. 5.7 is a switching sequence that

governs the composition of multiple motion primitives while in Figs. 3.7 and 4.6, the

descending signal is a continuous-time force signal that represents the intentions of the

leader and “deforms” the underlying limit-cycle walking motion. In both cases, the

low-level locomotion controller accommodates the requests of the high-level planner,
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Figure 5.7: The hierarchical components for motion planning. Based on the gait
primitives and the dwell time constraint, the high-level planner constructs
an obstacle-free path, which is then sent to the low-level locomotion
controller for execution.

be it a leading collaborator (e.g. a human) exerting a force or a motion planning

algorithm suggesting a plan.
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Chapter 6

CONCLUSION AND FUTURE WORK

6.1 Conclusion

To assist humans, bipedal robots must be capable of operating in human-centric

environments. This thesis focuses on integrating high-level tasks with low-level loco-

motion controllers to enable bipedal robots to cooperate with a leading collaborator

and to autonomously navigate in a cluttered environment.

We begin by addressing leader-follower cooperative tasks such as cooperative

object transportation over a distance that requires the biped to move using its legs.

In such tasks, the biped’s manipulator interacts with a leading collaborator in a way

that the robot’s motion is guided by the collaborator’s intentions. In this scenario,

the biped can rely on the leader’s knowledge of environment in order to avoid the

obstacles on the way, and to be steered to the goal region. The proposed approach

combines impedance control on the robot’s arm with motion control on the robot’s legs

to ensure (i) compliance of the manipulator as it interacts with its environment and

(ii) adaptability of the locomotion system in response to the corresponding interaction

forces. In the planar setting, analytic conditions were derived to ensure that the biped

is able to continue taking steps under external forcing. With these conditions satisfied,

the proposed controller allows the biped to adjust its stepping pattern by altering

its stride frequency, while maintaining a constant stride length; a property that is

useful especially when walking over stairs is needed. In the 3D setting, on top of the

aforementioned adjustments, the biped also adapts its heading angle in response to the

interaction force. This capability allows the biped to follow the intended path that the

leader enforces.
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In applications where the robot has to autonomously navigate the environment

without the help of a leader, this thesis presented a motion planning framework that

provides a priori conditions that ensure that the biped will not fall as it navigates

among obstacles in its workspace. In essence, our framework allows the biped to

reason about the space in which it operates while ensuring that locomotion stability

is maintained. The framework relies on the extraction of motion primitives in the

form of exponentially stable limit cycles which are then concatenated by a planning

algorithm with the purpose of navigating the robot through a cluttered environment.

Stable operation on the nominal path is guaranteed by constraining the frequency of

the switching signal. The analytic nature of this constraint, which relates dwell time to

the size of the region where the system evolves, provides a way to estimate the deviation

of the biped from the nominal plan. We show our development on a 3D bipedal walking

model under the influence of an HZD controller, and emphasize the significance of the

dimensional reduction offered by such controllers in establishing certificates of stability

of the motion primitives using SOS programming.

To summarize, this thesis examined two scenarios in which external signals

are used to deliberately modify the basic locomotion pattern of dynamically walking

bipeds. In the first case, the external signal is in the form of a continuous-time force

that encodes the intended trajectory of a leading collaborator while in the second case

the external signal is a sequence of motion primitives that need to be combined to

realize an obstacle-free path of the biped in a space cluttered by obstacles. In both

cases, the control system needs to modify the basic locomotion pattern of the biped

either by “deforming” a basic limit cycle or by “composing” a number of basic limit

cycles through descending commands from a higher-level algorithm. This higher-level

logic must respect the constraints that are imposed by the low-level dynamics of the

platform. Hence, our work in this thesis, provides a first step toward bridging the gap

between high-level motion planning algorithms and low-level locomotion controllers

with dynamically rich behaviors in the form of periodic (limit cycle) motion primitives.
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6.2 Future Work

6.2.1 Prioritizing between Adaptive Response and Obstacle Avoidance

In Chapter 3 and 4, a framework for cooperation between a biped and a leader

was presented that allowed the biped to follow the intended trajectory of the leader

through the corresponding interaction force. In this setting, the biped solely relies on

the leader’s decision-making capabilities to prevent collision with obstacles. This can

be problematic when the leader does not promptly communicate its intention or when

the biped does not precisely follow the command.

To reconcile this issue, one possible solution is to add a high-level planner with

knowledge of the environment, and use it to prioritize between command following

and obstacle avoidance. Roughly speaking, when the biped gets critically close to an

object, the controller should give priority to avoiding the obstacle rather than adapting

to the leader’s intentions. As the biped moves away from the obstacle, the controller

should be switched back to the adaptive mode, giving authority to the leader to guide

the motion of biped.

In Chapter 5, we presented a motion planning framework that allowed the robot

to avoid obstacles in the absence of external forcing. However, the application of

external force affects the motion of the biped and it may cause the biped to deviate from

the suggested safe path. To resolve this issue, one solution is to add two more actuators

on the pitch and yaw joints of the stance leg (fully actuated) in order to completely

reject the effect of force on biped’s motion and to enforce a suitable corrective action,

regardless of the leader’s commands. Once the biped is safe from collision, the extra

actuators can be switched off to allow adaptive response to interaction force. The

results of Chapter 5 still hold for the fully actuated phase, that is, the biped stably

executes the obstacle free path if the switching signal satisfies the dwell time constraint.

We only need to recompute motion primitives for the new model which is fully actuated.
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6.2.2 Improving Adaptive Response

As it was mentioned in Chapter 3 and 4, the adaptive response of biped to

interaction force is a consequence of the way the controller deals with the underactuated

nature of the bipedal model. The quality of this adaptive behavior depends on the

base (unforced, periodic) motion, and therefore optimizing this fundamental motion

as was done in Section 4.4.2, can improve the response of the biped to the intended

trajectory of the leader. An alternative solution is to produce a library of periodic

motions, each optimized for a specific task, and to switch among them in a suitable

manner. For instance, in the planar case, multiple motion primitives can be generated

that correspond to different nominal speeds. Assume that the biped is walking with

a constant speed and the leader suddenly increases its speed. The biped responds to

the interaction force by gradually increasing its speed. However, as was mentioned in

Chapter 3, the actuators may hit their saturation limit. In this situation, the controller

can be switched to a new primitive, one that better matches the speed of the leader.

Since the switched controller is optimized for the higher speed, the actuators torque will

remain within their operation range. Furthermore, switching to higher-speed primitives

(i.e. to limit cycles that have been computed for higher speeds) instead of “deforming”

a limit cycle that corresponds to a lower speed, will decrease leader’s effort for enforcing

its command. The same approach can be applied to the 3D case. A library of periodic

motions corresponding to different nominal speeds and different turning angles can be

generated. If the natural response of the biped to the leader’s change of direction is

not satisfactory, the biped can switch to a new turning primitive that brings it closer

to the intended trajectory of the leader.

The main challenge of this approach is to decide which controller is more suitable

for adaptation to leader’s unknown intention. An adaptive supervisory control scheme

[106] that chooses the controller based on the measurement of interaction force and

biped’s state seems to be an appropriate approach for this problem.
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6.2.3 Experimental Validation

Perhaps the most important future perspective is to implement the framework

developed in this thesis on a humanoid robot. Figure 6.1 shows the humanoid biped

HUBO that is carrying an object in physical collaboration with a human. To imple-

ment our framework, we would need to account for the geometry of the humanoid and

consider a more elaborate model with more degrees of freedom. Several experiments

have to be performed to identify the parameters of the model that best fits the experi-

mental data. Furthermore, the simulation will need to consider a more realistic model

for leg ground interactions and to account for actuator limitations. Experimentally

validating the work proposed in this thesis is currently underway.

Figure 6.1: A human carrying an object with the humanoid robot HUBO (photo
courtesy of Prof. P. Oh, Drexel University).
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