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ABSTRACT 

 
Salmonella is a burden to the agriculture and health sectors as a result of the high 

number of illnesses, food contamination, and recalls. Salmonella Enteritidis (S. 

Enteritidis) is one of the most prevalent serotypes isolated from poultry. Salmonella 

Heidelberg (S. Heidelberg), which is becoming more prevalent than S. Enteritidis, is 

one of the five most isolated serotypes. Many animals including poultry are carriers of 

Salmonella but do not show any symptoms. Thus, it is more difficult for producers to 

avoid the processing and the distribution of contaminated products especially due to 

the restriction of antibiotic use in food animals. Salmonella invades host cells and 

exploits host mechanisms for its own benefits. For example, Salmonellae are capable 

of surviving in macrophages whose role is to kill pathogenic bacteria. Understanding 

the mechanism by which Salmonella infects and creates a suitable niche in hosts will 

reveal a potential target for the treatment and prevention of Salmonella contamination 

without the use of antibiotics. Although S. Enteritidis and S. Heidelberg are almost 

genetically identical, they both are capable of inducing different immune and 

metabolic responses in host cells to successfully establish an infection. Kinome 

peptide array data and available literature showed significant changes in the 

phosphorylation states of mTOR and AMPK peptides in chickens during Salmonella 

infections. Therefore, focusing on the AMPK-mTOR signaling cascade, we 

demonstrated that S. Enteritidis and S. Heidelberg infections induced differential 

kinase activities in metabolic and immune related peptides of HD11 chicken 
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macrophages. Metabolic flux assays measuring extracellular acidification rate (ECAR) 

and oxygen consumption rate (OCR) demonstrated that, i) S. Enteritidis at 30 minutes 

post infection increased glucose metabolism ii) S. Heidelberg at 30 minutes post 

infection decreased glucose metabolism iii) Both Salmonella infections induce 

increased oxygen metabolism.  Gentamicin protection assays performed at 30 minutes 

and 2 hours post infection revealed that S. Enteritidis bacteria are more invasive than 

S. Heidelberg. Furthermore, flow cytometry results showed increased apoptotic/dead 

cell population in S. Enteritidis infections compared to S. Heidelberg. These results 

show different immunometabolic responses of HD11 macrophages to S. Enteritidis 

and S. Heidelberg infections. 
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Chapter 1 

INTRODUCTION 

1.1 Salmonella  

In 2013, Salmonella contamination caused about 3.7 billion dollars in 

economic losses in the United States (US) alone (16). According to the CDC, 

Salmonella infections cause approximately 1.2 million illnesses associated with 

23,000 hospitalizations and 450 deaths per year in the US (17). Salmonellae are rod 

shaped gram negative facultative anaerobes (1) and are the number one cause of 

foodborne gastroenteritis (2, 3). Salmonellae are motile bacilli usually 2-5 microns 

long and 0.5-1.5 microns wide and belong to the Enterobacteriaceae family (1–3).  

Salmonellae  are composed of two known species Bongori and Enterica (1,4).The 

species Salmonella enterica is a highly diverse bacterial species consisting of six 

subtypes and over 2,500 serovars (1,4,5), with genomes ranging from 4460 to 4857 Kb 

and slight differences in the genetic makeup (1,6). Salmonella enterica is known to 

infect vast numbers of warm-blooded animals (5) unlike Bongori which is known to 

infect a broad range of cold-blooded animals (7, 8).  

Of the six subtypes of Salmonella enterica, the subtype enterica is comprised 

of serovars that cause typhoid fever and others that are non-typhoidal (5). Typhoidal 

Salmonella including Typhi and Paratyphi are serovars that infect only human hosts 
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and can cause enteric diseases (7, 9). Salmonella enterica subspecies enterica serovar 

Enteritidis (S. Enteritidis) and Salmonella enterica subspecies enterica serovar (S. 

Heidelberg) are two different serovars under the subspecies (10, 11). 

The most common symptom of foodborne infections is gastroenteritis 

associated with diarrhea. Among the foodborne disease causing agents that result in 

gastroenteritis, zoonotic Salmonella subspecies, primarily nontyphoidal Salmonella is 

the leading bacterial cause of contaminated food associated gastroenteritis (18). A 

majority of the global estimate of 93.8 million cases of gastroenteritis (17) associated 

with diarrhea are due to these three serovars of Salmonella enterica; Salmonella 

enterica subspecies enterica Typhimurium, S. Enteritidis and S. Heidelberg (9, 19). 

Salmonella infections are also known to be invasive on a systemic scale. Many studies 

done in third world countries have shown that Salmonella infections in 

immunocompromised or nutrient deficient patients leads to infection in the 

bloodstream (4,20), resulting in more severe conditions. The complexity of such 

illnesses may lead to an increase in death for these different conditions. The primary 

mode of transmission of Salmonella amongst humans is by ingestion of contaminated 

foods (3, 17). However, other ways Salmonella can be transmitted is by interaction 

with infected people, pets or animals (e.g. guinea pigs) and drinking contaminated 

water (9, 15, 17). Among farm animals, sources of Salmonella include soil, bedding, 

feed, litter and pests found on site (1).  
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Although S. Enteritidis and S. Heidelberg are highly similar and found in the 

same subspecies, research shows that they induce different immune responses in 

poultry host (102). Despite their similarity, S. Enteritidis and S. Heidelberg showed 

vast differences in the numbers and characteristics of flagellar (H) and somatic (O) 

antigens on each of their surfaces (100, 101) and perhaps may be responsible for the 

different responses in the host (102).  Non-typhoidal Salmonella including Enteritidis 

and Heidelberg cause gastroenteritis referred to as non-typhoidal salmonellosis (9, 12). 

S. Enteritidis and S. Heidelberg are two of the five most prevalent Salmonella 

infections resulting in contaminated food products and diseases (13, 14). Salmonella 

infections and contaminations are increasing concerns to the food industry (13, 15). 

1.1.1 Symptoms and treatments 

Salmonellae that can be transmitted from animals and humans or plants are 

referred to as non-specific serovars (non-restricted) (1, 4, 5) and these serovars are the 

non typhoidal Salmonellosis (NTS) agents. Unlike Salmonellae that cause typhoid 

fevers, NTS bacteria are usually self-limiting (5) meaning most cases do not require 

treatment or hospitalization. However, reported cases of NTS poisoning include acute 

gastroenteritis and watery diarrhea that begins approximately 6-12 hours after 

ingestion or contraction of bacteria in humans (4, 5). Other common symptoms may 

include nausea, vomiting, abdominal pain and fever (5). NTS symptoms usually last 4 

to 10 days (17). NTS can become invasive in humans. This happens when the 

pathogen is contracted by an individual that is immunocompromised (20) or has an 
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undeveloped /weak immune system as in the case of children and elderly people 

(5,12,20). Invasive NTS (iNTS) have enteric fever symptoms. Similar to typhoidal 

Salmonella, patients suffer from high fever, respiratory complications and 

hepatosplenomegaly (5). NTS are known to cause more severe conditions like aseptic 

arthritis and Reiter’s syndrome (1). Some common treatments for Salmonella 

infections are fluoroquinone (NTS; 5–7 days), chloramphenicol, and amoxicillin (21). 

Unless severe, antibiotics are not recommended for NTS poisoning due to increase 

susceptibility to gastrointestinal disorders (1, 4). For human restricted typhoid 

causing-Salmonella, vaccines and other effective treatments have been developed (4, 

22), thus a decrease in the death toll, compared to NTS.  

One key clinical manifestation that distinguishes typhoidal Salmonellosis from 

NTS is that typhoidal Salmonellae do not induce an excessive inflammatory response 

upon initial infection of the gastrointestinal tract (21, 22). Typhoidal Salmonellae 

infections are capable of inducing both humoral and innate immune responses (4, 5, 

22). Immunological studies show that patients with IL-12 and IL-23 deficiencies are 

highly susceptible to NTS Salmonella because these patients cannot respond to 

microbial invasion by stimulating an innate immune response (22, 23).  

S. Enteritidis and S. Heidelberg are among the serovars with the highest 

recovery rates and two of the three serovars commonly related to NTS (1, 24). 

Although non-pathogenic to chickens, S. Enteritidis was recognized as the most 

prevalent Salmonella isolate in poultry some decades ago (1) and is one of the major 
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serovars in poultry now (17, 25). Eggs are known to be the number one vehicle of S. 

Enteritidis infection in humans (17, 26) although this was not always the case (131). 

Researchers attribute the spread and prevalence of S. Enteritidis to the eradication of 

two serovars of Salmonella that are pathogenic to chickens. These two serovars are S. 

Gallinarum and S. Pullorum. The eradication of S. Gallinarium and S. Pollorum is 

suggested to influence the increased prevalence of S. Enteritidis due to a trend that 

showed an increase in S. Enteritidis during the absence of those two serovars (1). Also, 

S. Gallinarum and S. Enteritidis have similar extracellular structures like 

lipopolysaccharides (1, 27), thus scientists suggest that S. Enteritidis was able to infect 

chickens incognito during S. Gallinarum eradication (1) due to their similarity in 

structure. However, S. Enteritidis may be non-pathogenic to chickens because it lacks 

important genetic features of S. Gallinarum (136). Over the years, S. Enteritidis has 

maintained a high prevalence on farms and in poultry, beef, and pork due to carriers 

such as rodents and other farm pests (4, 28).  In addition to its high prevalence, 88% of 

S. Enteritidis were reported to be resistant to at least one of the commonly used 

antibiotics including ampicillin, nalidixic acid, and tetracycline (1, 4).  

Just like S. Enteritidis, S. Heidelberg has been a major concern for many 

decades because it is infectious to humans (132) and recently, there has been an 

increase in its prevalence (130). In 2011, multidrug-resistant S. Heidelberg were 

associated with disease outbreak via strains isolated from turkey products (4, 29). 

Again, in 2014, S. Heidelberg was involved in another outbreak where well over half 
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of the isolates were resistant to three or more drugs (4, 17). It was discovered that 

strains of S. Heidelberg are resistant to more than five of the most commonly used 

antibiotics and is highly invasive compared to other strains (17).  Moreover, similar to 

S. Enteritidis and many food related NTS serovars, S. Heidelberg has reservoirs on 

farms and has been isolated from poultry, pig, horse, cattle and plants (4,28) hence 

becoming one of the most isolated serovars leading to illnesses, hospitalizations and 

even death (12,20,29).  

1.1.2 Economic burden 

Over the years, the hazard Salmonella poses on the health of people and the 

agriculture sector has increased drastically (17). Salmonella is associated with one of 

the highest economic cost burdens in the US due to foodborne pathogens (3, 30). Next 

to leafy greens, fruits and vegetables, poultry products and eggs are attributed as one 

of the major causes of Salmonellosis due to poultry being a reservoir of Salmonella 

bacteria, contributing to Salmonella outbreaks (4, 9, 15, 17). This prevalence may be 

due to the strict regulations of antibiotic use in poultry products in fear of antibiotic 

resistance and consumer preferences and concerns (31, 32). Most farm animals 

including chickens are carriers of Salmonella infections but do not display any 

symptoms (33). This makes it harder for farmers or breeders to recognize infected 

farm animals or detect contaminated meat products (28, 34) and these contaminated 

products may reach the end consumer. This, in many cases, leads to costly Salmonella 

outbreaks resulting in illnesses, hospitalizations and loss of lives.  
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1.1.3 Mechanism and Pathogenesis 

Salmonella is a facultative intracellular invader of the gut of humans, animals 

and sometimes insects (1, 2, 9, 35)  through a fecal oral route (5). Salmonella may lack 

some cytochrome complexes (36, 37); bacteria electron transport chain oxidases that 

transfer electrons to oxygen to make water or hydrogen peroxide. However, it contains 

catalase that breaks down water and hydrogen peroxide (1). The presence of catalase 

and the electron transport chain end products indicate that Salmonellae employ unique 

mechanisms to carry out aerobic respiration. The gastrointestinal tract has a highly 

anaerobic environment (38), however, this is not a challenge for Salmonella. Apart 

from being able to utilize oxygen for respiration (37), most Salmonella bacteria are 

lactose fermenters and hydrogen sulfide producers (1). Salmonella invades the gut 

lumen and promotes its survival by triggering a series of immune and metabolic 

processes (2). When Salmonella invades the gut lumen, it first encounters commensal 

bacteria, a mucus layer and an epithelial cell layer. Salmonella competes with the 

commensal bacteria for nutrients in the mucus (39). Salmonella also causes 

inflammation by infecting epithelial and some immune cells in the intestinal epithelial 

layer of the gut (7, 40). This inflammation results in the release of pro-inflammatory 

factors like reactive oxygen species into the lumen (35, 41). Reactive oxygen species 

kill commensal bacteria and converts thiosulfate, a byproduct of hydrogen sulfide to 

tetrathionate (40).  Salmonella utilizes tetrathionate as an electron acceptor for 

anaerobic respiration (35, 40, 41). When Salmonella manages to outgrow the 

commensal bacteria (42), they can infect more immune and epithelial cells thus 
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disrupting the epithelial cell barrier that separates the lumen from the lamina propria 

and blood vessels (5, 9, 35).  Salmonella is skilled at using the host innate immune 

response for its own benefit, for example, nitric oxide produced as a pro-inflammatory 

factor to fight off infection is used by Salmonella to promote its own growth (40, 97). 

The bacteria uses the system of invasion known as the type III secretion system 

(T3SS) (43) which produces bacteriocins that are injected into the host cell via a 

needle like projection off the bacteria cell wall (44). This T3SS injects bacterial 

proteins that activate endocytosis of the bacteria and make changes to the host cell for 

the bacteria’s own benefits (44). Some of these changes include altering host kinase 

activities in certain immune, metabolic or inflammatory pathways (2, 42,45) that may 

be beneficial for the bacteria. The discovery and in-depth study of the T3SS effector 

proteins has greatly advanced our knowledge and understanding of the different 

mechanisms bacteria induce to avoid or subvert immune responses in host cells (44). 

For example, Salmonella secretes SopE into host cells (103, 104), this leads to 

disruption of Rho GTPases  and the activation of caspase-1, an immune stimulator to 

produce proinflammatory cytokines in epithelial cells, thus causing inflammation that 

benefits the bacteria (103, 104). One way Salmonella benefits from inflammation is 

that inflammation kills commensal bacteria that produce butyrate (105, 106). With a 

decrease in butyrate, the epithelial cells increase lactate fermentation, which 

Salmonella utilizes as a nutrient (105).  
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The immune status of the host, the interplay between the innate immune 

function of the host and pathogen virulence mechanisms, and dose of inoculation are 

factors that dictate the outcome of Salmonella infections (1, 22, 41). As extensive as 

the research has been, our understanding of the interactions between host and 

pathogen remains lacking. Salmonella hijacks host cells and manipulates the innate 

programs of the cells for its benefit (44). Toll-like receptors (TLRs) are pattern 

recognition receptors important in the activation of immune cells to fight against 

microbes and pathogens (46). A study done by Arpaia, et al., showed that specific 

TLRs knockouts resulted in the increased virulence and invasiveness of Salmonella 

(22). The results from the research indicates that changing the complement of host 

enzymes plays an important role in disease prevalence during Salmonella infections. 

Besides manipulating host cells, Salmonella is capable of evolving to resist antibiotics. 

Antibiotic resistant Salmonella is more difficult to treat and can lead to prolonged 

illness in humans.  Antibiotic resistance in Salmonella is due to a combination of 

different mechanisms involving plasmids, integrons and transposons (4, 44).  Many 

genes contribute to the antibiotic resistance of Salmonella (31, 44). These genes are 

known as the Salmonella Genomic Islands (SGI) (43, 44). Genes included in the SGI 

are tetA, aminoglycoside acetyltransferases (aac), Aminoglycoside N6'-

acetyltransferase (aad), integrase (int1), Acr, sul1 and more (4). These genes provide 

antibiotic resistance by inactivation, mutation or hydrolysis of targeted bacterial 

enzymes, insensitivity of bacterial enzymes/components to antibiotics, activation of 

antimicrobial flux pumps and modification of bacterial cell wall (1, 4, 44). For 
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example, certain S. Enteritidis and S. Heidelberg strains have shown sulfonamide 

resistance due to the presence of the sul gene that cause the increase in insensitivity to 

dihydropteroate synthase (4). These mechanisms are a major concern for public health 

(31,32) because they result in the resistance to antibiotics like Ceftriaxone, used to 

treat Salmonella infections in children and fluoroquinolones, used to treat Salmonella 

infections in adults (1,4).   

Despite the slow growth in prevention of Salmonella infections, farmers, 

producers and breeders have developed customized preventive measures to control the 

spread of Salmonella and Salmonella contamination. Some of the measures include 

separation or isolation of animals, improving pest control, cleaning and hygiene, waste 

management and more (28). Some potential interventions used to target Salmonella 

infections include prebiotic, plant derived-compounds, organic acids and direct fed 

microbials (28, 47). Although the consistent efforts to implement these measures have 

caused a decrease in Salmonella contamination, these bacteria are still considered as 

operational and economic burdens by many producers (3, 48, 49). This raises the 

question, how do we effectively control and prevent Salmonella infections in livestock 

without the use of antibiotics? First, we must understand the mechanism of Salmonella 

infections in these animals. For example, chickens are asymptomatic to some 

Salmonella bacteria; however, research has shown that there are changes in the 

metabolic and immune states of infected chickens’ gastrointestinal cells (2, 45). These 

changes in response are indicative of an attempt to clear infection, thus an immune 
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response. Therefore, identifying targets to intensify or supplement observed immune 

responses in host cells would be ideal for the treatment of Salmonella infections in 

chickens. 

Although the different intracellular effects of Salmonella is not fully 

understood, there is considerably more information about the genomics of Salmonella 

species, their different strains and subtypes as compared to information on the changes 

it induces in host from a proteomics standpoint. Understanding the functional changes 

Salmonella induces in host systems would lead to a better understanding of the disease 

and how to combat it. It is also important to understand that the subtypes of 

Salmonella show differences in prevalence and invasiveness in poultry and other 

domestic animals (130). Therefore, it is critical that we understand the different 

influences of these serotypes on the activation of proteins. Cellular signaling pathways 

can provide some of this information for a better understanding of the systemic 

changes during infections in chickens to prevent the spread of Salmonella on farms 

and among domestic animals.   

1.2 Importance of macrophages in understanding of Salmonella 
Infections 

Macrophages are important components of the innate immune system that 

plays a vital role in responding to bacteria invasion (50). Macrophages play a central 

role in the innate immune defense of the host by recognizing and killing pathogens 

(50, 51). One reason macrophages were chosen for this research is the recognition that 
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macrophages serve as host to Salmonella (52). Salmonella can survive and replicate in 

a cell that targets it for destruction. Another reason macrophages were studied is that 

they are present in many distinct tissues of the host, including the gut (38, 52). 

Macrophages are known to exist in two main states, the inflammatory state (M1) and 

the anti-inflammatory state (M2) (53, 54). Researchers have shown that the M1 state is 

closely associated with the up-regulation and activation of glycolytic proteins, reactive 

oxygen species (ROS) and inflammatory cytokines (Tumor necrosis factor (TNF)-

alpha, interleukins) while the M2 cells undergo fatty acid oxidation, immune 

suppression (increase TGF-beta and IL-10) and cell repair (51,54). Using the 

information available about macrophages, their control of pathogens and their 

response to intracellular invasion, we aimed to expand our understanding of the 

metabolic changes overtime that render these immune heroes susceptible to 

Salmonella infections. 

 Most in vitro macrophage studies are conducted in mammalian cell lines, 

however, an avian macrophage cell line has been used by poultry researchers to study 

immune responses to Salmonella infections and other pathogens (45,84,86). The avian 

macrophage cell line known as HD11 chicken macrophage like cells are avian 

myelocytomatosis type MC29 virus transformed chicken hematopoietic cells that 

displayed macrophage surface antigen and phagocytic capacities (85,86). Similar to 

macrophages in vivo, HD11 cells have been shown to phagocytize bacteria (85-87). 
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For example, a study performed by Wisner et al. also showed that HD11 cells can 

phagocytize different strains of Salmonella (87). 

1.3 Immunometabolism 

Immunometabolism is an emerging field recognized some 10 years ago (55, 

60). This field centers on investigating the cross talk between the immune system and 

metabolism, that is, looking at these two systems as one. The relevance of 

immunometabolism is supported by research showing the involvement of immune 

cells in many non-immune functions like neurodegeneration, cardiovascular diseases, 

metabolism, metabolic diseases, etc (61). There are two perspectives of 

immunometabolism study. The first perspective of immunometabolism is the role of 

the immune system in organ metabolism and metabolic diseases (55, 60), that is, how 

dysfunctions in the immune system like in the case of diabetes can impact whole 

system metabolism. The second perspective is the role of metabolic processes that 

occur within immune cells and how they affect overall immunity (55, 60), that is, the 

energetic status of immune cells during infections indicate their inflammatory state. 

For instance, many studies have shown that increase in glucose metabolism is an 

indication of inflammation (54). This research focuses mainly on the second aspect of 

immunometabolism to determine the distinct metabolic processes activated during 

Salmonella infections in macrophages. 
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1.4 Kinome peptide array  

Our laboratory employs kinome peptide array analysis as our primary method 

of determining changes in cellular processes. This technique measures the activity of 

enzymes responsible for the post-translational modification of peptides known as 

phosphorylation (55, 56). Phosphorylation is a post-translational modification carried 

out by kinases, enzymes that add a phosphate (PO4) group to other enzymes and 

proteins using the gamma phosphate from an adenosine triphosphate (ATP) molecule. 

Kinome peptide arrays allow the visualization of peptides phosphorylated by kinases 

in a biological sample to infer changes in protein functions affecting cellular processes 

and pathways (57, 58). Phosphorylation based signaling cascades are critical for the 

coordination of many cellular events (98, 133). During the initiation of signal 

transduction, phosphorylation can act as a molecular switch to activate or deactivate 

proteins, a mediator of temporary protein-protein interaction and a tool in producing 

and recycling energy (98). Since, many signaling processes within a cell are dependent 

on phosphorylation by kinases, recognizing specific kinase target sequences and the 

specific serine, threonine or tyrosine residues within that sequence subject to 

phosphorylation allows us to determine the change in functionality of the protein and 

thus the change in cell response.  Sites with phosphorylatable amino acid residues 

recognized by kinases are referred to as phosphosites. Addition of phosphate groups 

by kinases can result in the activation or deactivation of proteins that control different 

signals in a cell (55, 59, 98). Thus, these sites can be considered activity inducing or 

inhibition sites.  
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The kinome peptide array technique uses the sequences of kinase-target 

peptide that have been immobilized and printed on a glass array (55). The study of 

these kinases including their complement of the genome and activity within a 

biological sample is referred to as kinomics (163). Unlike other -omics, kinomics 

considers genes/proteins that actively alter phenotype. In contrast, transcriptomics 

studies the sum of all RNA transcripts in a cell at a given time, however, the 

expression of RNA does not signify its translation into protein or the activity of these 

predicted proteins in the cells. 

Although the kinome peptide array was originally designed for research on 

mice (57), work done by Arsenault and colleagues resulted in the development of a 

chicken-specific kinome peptide array, therefore it does not rely on cross reactivity 

between species (55, 57). Another advantage of the kinome peptide array technique, 

other than species specificity, is its process-specificity (58). Through the selection of 

peptides involved in specific cellular and systemic processes, the kinome peptide array 

can be designed to investigate specific biological functions (55).  For example, the 

immunometabolic signaling processes analyzed throughout this project. The kinome 

peptide array used for this project was designed by printing carbohydrate, fatty acid, 

stress, innate and adaptive immune related peptide sequences on the glass array (55–

57).  

This project also focuses on the intracellular responses of poultry hosts to 

Salmonella infections at different time points in vitro. Understanding the metabolic 
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changes the bacteria induces in the host and subsequent host immune response 

highlights key mechanisms of infection in the immune system. This understanding 

may serve as a basis for potential treatment of different serovars of Salmonella 

infections in poultry. This understanding would also contribute to the research on 

treatments for Salmonella in other animals, Salmonella induced gastroenteritis in 

humans and the prevention of foodborne disease.  
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Chapter 2 

HYPOTHESIS AND AIMS 

Before the analysis of the kinome peptide array data, we hypothesized that S. 

Enteritidis and S. Heidelberg would induce a change in immunometabolic signaling of 

host macrophages because macrophages undergo a change in metabolic profile during 

an immune response. After the analysis of the kinome peptide array data and review of 

the literature, we specifically hypothesized that S. Enteritidis and S. Heidelberg induce 

different immune and metabolic responses via the AMPK-mTOR cascade that control 

cells energetic status for successful invasion and infection of hosts. This hypothesis 

was tested in the following aims: Aim 1: To determine and validate the changes in the 

immunometabolic profile of HD11 macrophages due to the two serotypes of 

Salmonella infections. That is, identify distinct metabolic and immune characteristics 

of the two serovars in the results of kinome and validation assays. Aim 2: Determine 

the role of mTOR complex 1 in Salmonella infection and invasion of HD11 

macrophages. Together, the completion of these aims will lead to a clearer mechanism 

of the invasion of S. Enteritidis and S. Heidelberg respectively. Completion of these 

aims will also show if mTOR complex 1 is a potential target for the treatment of 

Salmonella infections.  
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Chapter 3 

MATERIALS AND METHODS 

3.1 Cell Line and Maintenance 

HD11 cells are referred to as chicken macrophage-like cells because they are 

an immortalized cell line derived from bone marrow and transformed with the avian 

myelocytomatosis type MC29 virus (45). The HD11 cells were obtained from the 

laboratory of Dr. Mark Parcells, University of Delaware. The cells were maintained in 

cell culture media containing Iscove's Modified Dulbecco's Media (IMDM) (GE Life 

Sciences, Logan, UT) with 10% fetal bovine serum (Midsci, Valley Park, MO), 1% 

1.5 mM L-glutamine (containing penicillin and streptomycin) (Gibco, Grand Island, 

NY) at 37℃, with 5% CO2  and 95% humidity. To passage HD11 cells, media was 

removed from the flask and discarded. 5 ml of 0.05% trypsin (MP Biomedicals, Solon, 

OH) was added to tubes and incubated for 5 minutes at 37 ℃. After 5 minutes, 

trypsinized cells were transferred to a centrifuge tube. The flask was washed with 5 ml 

of culture media and added to the tube with trypsinized cells. The cell suspension was 

centrifuged for 5 minutes at 300 x g. After centrifugation, supernatant was removed 

and the pellet was resuspended in 1 to 3 ml of culture media. When required, cells 

were counted using a hemocytometer, diluting the cell suspension 1:10 in trypan blue 

(Sigma-Aldrich, St. Louis, MO). 10 µl was loaded onto a hemocytometer, 16 squares 

covering 1 cubic millimeter were counted. The number of cells derived from the cell 

count was multiplied by (10x1000/ml), then multiplied by a dilution factor of 10 to 
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determine the number of cells per mL. The number of cells per well was determined 

by dividing the number of cells per mL (desired number of cells/number of cells per 

mL) x1000 to yield the final amount to be added to the well in µl. The appropriate 

amount of cell suspension was added to the flask, (20 ml of culture media for a T75 

flask and 5 ml for a T25 flask). After plating, HD11 cells, were incubated at 37 ℃.     

3.2 Bacteria Strains 

Serotyped S. Enteritidis and serotyped S. Heidelberg from infected chickens 

were obtained from US Department of Agriculture- Agriculture Research Service. 

Freezer stocks of these two strains were cultured for macrophage infection. It is 

important to note that both S. Enteritidis and S. Heidelberg are resistant to nalidixic 

acid and novobiocin. 100 µl of Salmonella stocks stored in tryptic soy broth (TSB 

[Becton, Dickinson and Company, Sparks, MD]) and glycerol (Sigma-Aldrich, St. 

Louis, MO) at -80℃ were cultured in a shaker at 37℃ in an Erlenmeyer flask 

containing 30 mL of TSB with antibiotics (25 µg/mL novobiocin and 20 µg/mL 

nalidixic acid [Sigma-Aldrich, St. Louis, MO]) overnight. 100 µl of the overnight 

cultures were then added to a separate Erlenmeyer flask and cultured under the same 

conditions for 4 hours. Only the 4 hour cultures were used for infections. The optical 

density of the 4 hour cultures were determined using a spectrophotometer. The 

measurement derived from a spectrophotometer was converted to bacteria count using 

the Agilent OD600 online calculator (website) for E. Coli. To calculate the desired 
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number of bacteria required for each assay, (n/OD600) x1000, if n=desired number of 

bacteria and OD600=bacteria OD conversion.  

3.3 Infection of Cells with Salmonella  

Using cell counts from a hemocytometer, an appropriate volume of cell 

suspension to obtain 1x106 cells were plated in 24 well plates for approximately 2 

hours to adhere to the wells. These cells were then infected for 1 hour with a 

multiplicity of infection (MOI) of 1:100 for each serovar in 3 well replicates plus 

control. Infected cells were treated with 100 µg/mL of gentamicin (Sigma-Aldrich, St. 

Louis, MO) for 30 minutes or 1 hour post infection and incubated for 1 hour or 5 

hours to yield 1.5 hours, 3 hours and 7 hours infections. Gentamicin is an antibiotic, 

targeting mostly gram positive bacteria (62). However, studies have shown that 

treatment with gentamicin after Salmonella infection kills extracellular bacteria (62). 

Therefore, treatment with gentamicin ensures that only changes due to intracellular 

Salmonella are being measured. The infected cells and control cells were used for 

experiments using different techniques as described below.  

3.4 Gentamicin Protection Assay 

After infection and treatment with gentamicin, the cells were lysed in 0.01 M 

of phosphate buffered saline (PBS) (Sigma-Aldrich, St. Louis, MO) containing 1% 

triton X100 (Sigma-Aldrich, St. Louis, MO). After lysis, 100 µl from each well was 

added to 15 mL centrifuge tubes containing 9.9 ml of 0.01M PBS (102) and mixed 
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gently. 1000 µl of each 102 mix was added to a separate 15 mL centrifuge tube 

containing 9 ml of PBS (103) and mixed gently. 1000 µl of 103 was added to a 

centrifuge tube containing 9 mL of PBS, mixed gently and plated in tryptic soy agar 

plates containing antibiotic (25 µg/mL novobiocin and 20 µg/mL nalidixic acid). After 

12-18 hours incubation in 37 ℃, the bacteria colonies formed on the plates were 

counted and recorded.  

3.5 Kinome Peptide Array analysis 

After infection, cells were lysed in 100 µl of specially made lysis buffer 

containing protease inhibitors (1 g/mL aprotinin and 1 ug/mL leupeptin) along with 

other Sigma-Aldrich, St Louis, MO products (20 mM Tris-HCl, pH 7.5, 150 mM 

NaCl, 1 mM EDTA, 1 mM EGTA, 1% Triton, 2.5 mM sodium pyrophosphate, 1 mM 

Sodium Orthovanadate, 1 mM Sodium Fluoride, 1 mM phenylmethylsulfonyl fluoride 

[PMSF]). After the lysis step, the cells sat on ice or at 4℃ for 10 min. Next the lysates 

were centrifuged for 10 min at 14,000 x g. 70 µl of the supernatant was mixed with 10 

µl of activation mixture containing 500 µM of ATP with 50% glycerol (New England 

BioLabs, Ipswich, MA), 60mM Magnesium Chloride, 0.05% [vol/vol] Brij L23, and 

0.25 mg/ml bovine serum albumin [BSA] (all from Sigma-Aldrich, St Louis, MO).  80 

µl of each sample was applied to a glass peptide array (JPT Peptide Technologies, 

Berlin, Germany) with lifted edge glass slips to cover the samples. Measures were 

taken to ensure there were no bubbles present under coverslips after application of 

lysate. The arrays were incubated in a humidity chamber; a sealed container placed in 
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a 5% CO2 incubator at 37℃ for 2 hours. After incubation, the array was submerged in 

0.01M PBS with 1% triton to remove the coverslip. After the removal of the coverslip, 

the slides were washed twice with agitation in 2M NaCl containing 1% triton and then 

rinsed in double deionized water, in 50 mL centrifuge tubes. After the rinses, slides 

were submerged in phospho-specific fluorescent ProQ Diamond Phosphoprotein Stain 

(Life Technologies, Carlsbad, CA) for 1 hour. After 1 hour of phospho-specific stain 

incubation, slides were washed 3 times for 10 minutes each with destaining solution 

containing 20% acetonitrile (EMD Millipore Chemicals, Billerica, MA) and 50 mM 

sodium acetate (Sigma-Aldrich, St. Louis, MO) at pH 4.0. Phospho-staining and 

destaining was carried out on a shaker for 10 min with protection from light. The wash 

process was repeated with double deionized water after destaining.  The glass arrays 

were spun at 300 x g in 50 mL centrifuge tube (with Kim wipes stuffed at the bottom) 

to remove moisture. After drying, arrays were scanned in a Tecan PowerScanner 

microarray scanner (Tecan Systems, San Jose, CA) at 532 to 560 nm with a 580-nm 

filter to detect dye fluorescence.  

3.6 Generation and Analysis of the Kinome Peptide Array Data 

The images of the scanned array were gridded manually to fit the phospho-

specific spots and extract signal intensity using GenePix Pro software (version 7.2.29 

1, Molecular Devices, CA). Microsoft Excel 2016 (Redmond, WA) files containing 

kinomic data were generated and further analyzed using the online normalization and 

analysis tool known as PIIKA2 (91). The kinome peptide array data generated from 
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PIIKA2 was analyzed by using other online databases like STRING (90), KEGG color 

and search pathway (92), Uniprot (93-95) and phosphoSitePlus (89). Before analysis 

with online databases like STRING and KEGG, the data generated by PIIKA2 was 

sorted. The data was separated into 3 groups, namely; 30 minutes, 2 hours and 6 hours. 

The p-value and fold changes generated by PIIKA2 were used to sort the peptides 

based on significance. The data was further sorted by discarding any peptide with a p-

value above 0.05 and grouping all the peptides of the same strain with a negative fold 

change together by serovars. The sorted list of peptides were placed into STRING. 

STRING showed a visual representation of the interactions between the proteins and 

also generates, in descending order, a list of biological signaling pathways in which 

the proteins function (Table 1). 

3.7 Seahorse XFp Metabolic Assay 

The Seahorse XFp Analyzer (Agilent technologies, Santa Clara, CA) is 

technology that measures functional metabolic data such as extracellular acidification 

rate (ECAR) and oxygen consumption rate (OCR) (agilent.com, seahorse XFp 

manual). The seahorse XFp analyzer was used to perform metabolic analysis of HD11 

cells before and after infection (with S. Enteritidis or S. Heidelberg) or treatment (with 

rapamycin [Sigma-Aldrich, St Louis, MO] or MHY1485 [MilliporeSigma, Burlington, 

MA]). Data from the metabolic analysis was used to validate the results of the peptide 

array analysis.  

Cells were prepared for plating in a seahorse mini culture plate by adding 5 mL 
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of trypsin to each T75 flask of cells. The cell-trypsin suspension was transferred to a 

15 mL or 50 mL centrifuge tube (depending on the number of flasks). The flask(s) 

were washed with 5 mL of IMDM media. The washes were transferred into the cell-

trypsin suspension tubes and centrifuged at 300 x g for 5 minutes. After 

centrifugation, the supernatant was discarded and the pellet was collected. The pellet 

was then resuspended in 2-5 mL of IMDM media. The cells were counted using a 

manual hemocytometer to determine the volume of suspension needed for 50,000 

cells to be plated. The desired volume of cells (50 µl of IMDM-cell mixture) was 

added to the wells of the mini culture plate (excluding wells A and H). The wells on 

the side of the plate was moated with 400 µl of double deionized water. After the 

plating process, the plates were incubated in 5% CO2 for at least 2 hours.  

Before the day of experiment, overnight inoculants of S. Enteritidis and S. 

Heidelberg were prepared. On the day of experiment, 4 hour inoculants were 

prepared by adding 100 µl of S. Enteritidis and S. Heidelberg overnight cultures to 

flasks containing 30 mL of TSB and antibiotics. Also, it is strongly advised to 

calibrate the seahorse machine before each run, therefore calibration plates were 

prepared at least 8 hours before each experiment. The calibration plates were 

prepared by adding 400 µl of double deionized water to the moat wells and 200 µl of 

Agilent Seahorse calibrant to the 8 wells that hold the cartridge. The cartridge was 

placed into the wells and incubated at 37℃ in a non-CO2 incubator.  

After allotted time for mini culture plates incubation at 37℃ with CO2 , 200 µl 
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of seahorse media (XF DMEM medium, pH 7.4 with 5 mM HEPES [Agilent 

technologies, Santa Clara, CA]) containing 1% 200 mM glutamine and 1% 100 mM 

sodium pyruvate was added to each well (including blank wells A and H). Note: for 

experiments with mTOR targeted treatments, equivalents of 100 ng/mL of rapamycin 

or 2 µm of MHY1485 was added to seahorse media described above. After addition 

of seahorse media to the  mini culture plates, mini plates were incubated at 37℃ in a 

non-CO2 incubator for 30 minutes to an hour.  

During this time, the Seahorse XFp machine was turned on, the assay was 

setup and saved using the seahorse software, and the calibration plate was removed 

from non-CO2 incubator and put into the Seahorse XFp to calibrate the machine. 

After the machine was fully calibrated, bacteria was added to the designated wells of 

the mini culture plate. The cartridge plate was then replaced by the mini culture plate 

with the infected cells to start assay. During data analysis, ANOVA and Tukey 

Kramer statistical analyses were performed on readings 15 and 24 for the 30 minutes 

and 2 hours post infection time points.  

3.8 Western Blot 

After infection of HD11 cells with Salmonella (see protocol above), trypsin 

was added to each well and the cells were harvested in 1.5 mL centrifuge tubes. The 

harvested cells were spun at 300 x g for 5 minutes. After centrifugation, the cells 

were washed in ice cold PBS and centrifugation was repeated. The cells were then 

lysed in 100 µl of water for approximately 10 seconds and kept on ice for 5 minutes. 



 26

The lysed cell mixture containing target proteins were then centrifuged at 800g for 7 

minutes. After centrifugation of lysis mixture, cell debris settled at the bottom, 50 µl 

of the supernatant per tube which contained 25 to 40 µg of protein was mixed with 50 

µl of 2x laemmli buffer (Bio-Rad Laboratories, Hercules, CA). Sample -laemmli mix 

was placed in a water bath at 75 ℃ for 5 minutes and vortexed. 20 µl of heated 

sample-laemmli mix was added to each well of Mini-PROTEAN TGX precast 7.5% 

polyacrylamide gel (Bio-Rad Laboratories, Hercules, CA). HiMark pre-stained 

protein standards (Invitrogen, Carlsbad, CA) were loaded into two wells. Using Bio-

Rad Laboratories (Hercules, CA) western blot kit, gel electrophoresis was performed 

in Tris/Glycine/SDS running buffer at 150 V for 1 to 1.5 hours. After electrophoresis, 

the gel cassette was disassembled to remove the polyacrylamide gel. The gel was 

placed in Tris/Glycine transfer buffer along with presoaked sponges, filter papers and 

PVDF membrane. The PVDF membrane was presoaked in methanol (Sigma-Aldrich, 

St Louis, MO) for 1 minute. The gel was sandwiched with the PVDF membrane in 

the following order; sponge, filter paper, gel, PVDF membrane, filter paper and 

sponge, in a sandwich cassette with the membrane placed closer to the positive 

electrode. Transfer was performed overnight at 22 volts in a cold room with cassette 

completely submerged in the buffer. After transfer, the membrane was immediately 

transferred to washing buffer (0.01M PBS and 0.05% triton X 100). After wash, the 

membrane was incubated for 1 hour at room temperature with agitation in blocking 

buffer (washing buffer with 3% BSA). After blocking, the membrane was rinsed in 

washing buffer 3 times for 5 minutes with agitation. Phospho-mTOR (Ser2448) 
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polyclonal primary antibody (Invitrogen, Carlsbad, CA) was prepared at a 1:1000 

dilution in blocking buffer. The membrane was incubated in primary antibody in a 

cold room overnight. A goat anti-rabbit IgG horseradish peroxidase conjugated 

secondary antibody (Invitrogen, Carlsbad CA) was prepared at a 1:5000 dilution in 

blocking buffer. After incubation in primary antibody, the wash process was repeated 

and the membrane was incubated in secondary antibody at room temperature for up 

to 2 hours or in a cold room for at least 6 hours.  Another wash was repeated after 

secondary antibody incubation. The membrane was incubated in an enhanced 

chemiluminescence (ECL) substrate that reacts with the horseradish peroxidase 

conjugate of the secondary antibody for 5 minutes. After 5 minutes substrate 

incubation, blots were viewed on a gel doc using chemiluminescence blot settings at 

optimum exposure. The images of the blots were analyzed using ImageJ software 

(version 1.5).  

3.9 Flow Cytometry 

2 million cells per well in a 24-well plate were plated in antibiotic free cell 

culture media and left to incubate in 5% CO2 incubator for 2 hours. After incubation, 

the cells were infected with S. Enteritidis or S. Heidelberg for 1 hour at an MOI of 

1:100. After infection, the cells were treated with 100 µg/ml of gentamicin for 30 

minutes. After gentamicin treatment, the incubation media was removed and the cells 

were trypsinized for 3 minutes at 37 ℃. After trypsinization, the cells were transferred 

into a 1.5 mL centrifuge tube and rinsed with equal volume of antibiotic free cell 
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culture media. The cells were then centrifuged at 800 x g for 7 minutes. After 

centrifugation, the cells were resuspended in antibiotic free cell culture media and 

incubated for 20 minutes at room temperature. After 20 minutes, 0.01M PBS was 

added to the cell suspension and the mix was centrifuged at 1000 x g for 7 minutes. 

After centrifugation, the cells were fixed in 100 µl 3.7% formaldehyde (1 mL of 37% 

formaldehyde (Sigma-Aldrich, St Louis, MO) in 9 mL PBS) for 15 minutes at room 

temperature. After fixation, 100 µl of ice cold PBS was added into the cell 

formaldehyde mix. This mix was then centrifuged at 800 x g for 7 minutes.  The 

supernatant was then discarded and cells were prepared for flow cytometry using 

FITC Annexin V/Dead Cell Apoptosis Kit with FITC annexin V and PI for Flow 

Cytometry (96) (Invitrogen, Carlsbad CA). The samples were ran in duplicates on a 

BD Accuri C6 cytometer (GE Healthcare, Piscataway, NJ). After the runs, samples 

were gated and analyzed using De Novo Software (111). 

3.10 Statistics 

Statistical analysis used in this study included analysis of variance (ANOVA) 

and Tukey-Kramer post hoc tests for all control (ctrl), infected or treated (rapamycin 

or MHY1485) cells in seahorse metabolic flux assay and gentamicin protection assay 

data to compare within and amongst groups using JMP pro 14.0.0. For the kinome 

peptide array, a one-sided paired t-test between infected/treated and control values was 

performed for each peptide via PIIKA2 (91). 
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Chapter 4 

RESULTS 

4.1 Salmonella alters host (HD11 cells) immunometabolism 

Results of kinome peptide array in chicken macrophage-like cells infected with 

S. Enteritidis and S. Heidelberg showed changes in host immunity and metabolism at 

different time points post-infection with significant p-value less than or equal to 0.05. 

Figure 1 shows a few of the significant proteins changed in the immune and metabolic 

signals of HD11 cells after Salmonella infections over the different time points.

 

Figure 1: Proteins common to metabolic and immune pathway. This venn 
diagram illustrates metabolic and immune related proteins and a link 
between some metabolic and immune pathways discovered in the kinome 
peptide array data. The proteins highlighted in red boxes are involved in 
important regulatory functions.  
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Enzymes involved in immune responses common to the 5' adenosine 

monophosphate-activated protein kinase (AMPK), insulin and mammalian target of 

rapamycin (mTOR) signaling pathway were analyzed because these pathways were 

shown to be highly significant in the kinome peptide array results. Insulin receptor 

substrate (IRS),  Phosphoinositide 3-kinase (PI3K), Phosphoinositide-dependent 

Kinase (PDK), Protein kinase B (Akt), tuberous sclerosis (TSC), mTOR, cAMP 

response element binding protein (CREB), nuclear factor kappa-light-chain-enhancer 

of activated B cells (NFkB) and AMPK are important in the signaling cascade of 

immune related peptides (Figure 1, Table 1). Ligands of immune receptors activate 

downstream kinases which leads to a phosphorylation cascade that results in the 

activation or deactivation of respective proteins and changes in cellular response. For 

example, kinome data analysis showed an increased activity of Tumor Necrosis Factor 

(TNF) receptor associated factor and proteins downstream of the receptor including 

Jun N-terminal kinase 1 (JNK1) and Mitogen-activated Protein Kinase (MAPK)-

interacting Kinase 1 (MNK1) at S. Enteritidis 30 minutes post infection and S. 

Heidelberg at 2 hours post infection. Thus indicating a TNF-alpha related immune 

response and changes in cell survival via apoptosis for each serovar at different times. 

As observed in kinome peptide array results, the phosphorylation cascade for S. 

Enteritidis and S. Heidelberg at the different time points significantly altered host 

immune signaling (Figure 1, Table 1). In detail, JNK1 was phosphorylated at site 

T183 (Table 2), which is known to induce apoptosis (158, 159), thus stimulating cell 

death early on. MNK, which is also downstream of TNF-alpha-MAPK signaling was 
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significantly less phosphorylated (Table 2) than control for S. Enteritidis 30 minutes 

and S. Heidelberg 2 hours infected cells on the site T255, responsible for the inhibition 

of apoptosis (159). To add on, the NFkB inhibitor IkB-alpha was also significantly 

more phosphorylated on its active site (Y42) in S. Heidelberg 30 minutes post 

infection (Table 2). Y42 also plays a role in the inhibition of apoptosis (108).  

Table 1: Highly significant immunometabolic pathways showing the number of 
changes (increased or decreased phosphorylation) in peptides common to 
both S. Enteritidis and S. Heidelberg infected HD11 extracted from the 
kinome peptide array data as illustrated by STRING database’s biological 
signal transduction pathway table. 

Signal Transduction 
Pathways 

30 minutes  2 hours 6 hours 

Insulin signaling 17 23 24 

AMPK signaling 21 19 22 

mTOR signaling 13 15 12 

HIF-1a signaling 16 21 33 

4.1.1 Kinome Peptide Array S. Enteritidis 30 minutes post infection. 

In S. Enteritidis 30 minutes, enzymes involved in glycolysis showed 

predominantly increased phosphorylation (Table 2,3, Figure 2), i.e PFK1 and PFK2, 

which are involved in one of the most important steps of glycolysis were both 

phosphorylated [PFK1 (T211) (less phosphorylated S386), PFK2 (S461, Y366)]. PhK 

and HK were (Table 2,3) also phosphorylated at S. Enteritidis 30 minutes. In the 

literature, the activation of Sirt1, leads to the phosphorylation and activation of PDK 
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(S241, Y376) and Akt (T479, T305) (114). Sirt1 is responsible for enhancing Akt and 

PDK binding (114). One Sirt1 site (T530) was less phosphorylated (Table 3), it is 

responsible for acetylation of downstream proteins (115) including p53, SREBP1, 

NFkB, PGC1-a, etc. known to affect metabolism, inflammation and apoptosis. 

However, since T530 was less phosphorylated, it is expected that acetylation of Sirt1’s 

downstream targets did not occur. Both Akt and PDK suspected to be indirectly 

involved with Sirt1 signaling are phosphorylated, suggesting a potential function of 

Sirt1’s phosphosite S661 (Table 2). Two PDK sites were phosphorylated in the data 

set (S241 and Y376) (Table 2, Figure 2); both induce cell growth and alter apoptosis 

(114, 116, 128). PDK also phosphorylates and activates Akt  and p70s6k (116, 128). 

Akt was phosphorylated on two sites (T479, T305) and less phosphorylated on 1 site 

(T308) (Table 2, 3). T479 (mTOR activated) and T308 (PDK activated) have the same 

function, however, they must be dual phosphorylated to be activated (89). When 

activated, they inhibit apoptosis and induce cell growth, yet only T479 is activated, 

thus the complex is inactive (89, 137). This leaves T305 which is suspected to be 

involved in the balance of survival and apoptosis (137). CREB which is also known 

for its regulatory role in cell survival, growth and differentiation was activated by 

phosphorylation of S133 (Table 3), which is known for its inhibitory effects on 

apoptosis (117). For IRS, Y896 was phosphorylated and S616 was less 

phosphorylated (Table 2). The function of phosphorylated S616 is to inhibit its 

enzymatic activity (119) while Y896 is involved in cell cycle regulation (118). IRS 

also serves as a docking site for PI3K. PI3K is important in cell cycle regulation, 
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indicating that Y896 might be an active docking site for PI3K (138). There were more 

dephosphorylated sites in the data set then there were phosphorylated for PI3K (Table 

2). Although two (Y425, Y556) of the three known phosphorylation sites were 

determined by high throughput methods, site Y556 function is to induce enzymatic 

activity (142). Akt also plays a role in mTOR activation by inhibiting TSC2 (120) 

which functions as an mTOR inhibitor by targeting or inactivating Rheb. TSC2 was 

phosphorylated at S1418, thus inhibited (Table 2). One mTOR site (S863) was 

phosphorylated and another phosphorylation site S2448 (Table 2, 3), which is known 

to be the key determinant of mTOR activation (121, 122) was significantly less 

phosphorylated in the data set. Both sites induced enzymatic activity when 

phosphorylated (122,123). mTORC1 activates S6K and inactivates 4EBP1 to up 

regulate protein synthesis (69-71,121-123). mTORC1 activates transcription and 

translation through its interactions with S6K and 4EBP1 (69,70). An activated 

mTORC1 will phosphorylate 4EBP1 to inhibit its binding to the translation initiation 

factor (69, 70), leaving it free for translation to occur. mTORC1 phosphorylates S6K 

on at least two sites (usually threonine sites), this stimulates further phosphorylation 

by PDK. This will stimulate transcription and the initiation of protein synthesis. 

However, all S6K sites that had significant p-values in S. Enteritidis 30 minutes were 

less phosphorylated (Table 2). PP2a, phosphorylated on S60 and less phosphorylated 

on S75 (Table 2) is known as a S6K inhibitor (124). 4EBP1 was less phosphorylated 

on T37 (Table 2) and thus inhibited (145, 146). ACC1 (S1263, S80) and ACC2 

(Y1560) responsible for catalyzing acetyl-CoA to malonyl-CoA used in fatty acid 
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synthesis (125) were more phosphorylated (Table 2,3), therefore inhibited indicating 

that fatty acid synthesis was being suppressed. SREBP1, which plays an important 

role in the inhibition of fatty acids genes (139) was inhibited via phosphorylation on 

S338 (Table 3). EEF2k which becomes phosphorylated when the cell is in a low 

energy state (89) had two sites (S78 enzyme activity inhibited/induced, S366) 

phosphorylated (Table 2). Although EEF2K activity was unclear, AMPK was 

significantly more phosphorylated on three sites (Table 2), one of which is an active 

site (Table 3), indicating an increase in energy demands (140).  Since glucose 

transport was needed, the phosphorylation of Rab (S199, T136) (Table 2) suggests the 

activation of Glut4 to translocate to the cells membrane (141). 

Table 2: Changes in immunometabolic peptides of S. Enteritidis and S. 
Heidelberg infected HD11. 

Protein/Peptid
e 

30 Minutes 2 hours 6 hours 

 
S. 
Enteritidi
s 

S. 
Heidelber
g 

S. 
Enteritidi
s 

S. 
Heidelber
g 

S. 
Enteritidi
s 

S. 
Heidelber
g 

PFK1 ↑ ↓ ↓ ↑↑↑↓↓ ↑ ↑ ↑ 
↓ 

↓↓↓  ↓↓ 

PFK2 ↑↑ ∅ ↑↑ ↑ ↑ ↑ ↑ 

PhK ↑↓ ↑ ↓↓↓ ↑↓ ↑↓ ↓ 

ACC1 ↑↑ ↑↑ ↑ ↓ ↓ ↑ ↓ ↑ ↑ 

ACC2 ↑ ↑ ↑ ↓ ↑ ↑ ↑ ∅ 
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CPT1 ∅ ∅ ∅ ∅ ∅ ↑ 

SREBP1 ↑ ↑ ↓ ↓ ↑ ↑ 

AMPK ↑↑↑ ↓↓ ↑↑↑ 
↓↓↓ 

↓↓  ↑ ↑ ↑ ↑   
↓↓ 

↑↑↑ ↓↓ ↑↑↑↑ 
↓↓ 

AMPK-related 
peptide 

↓ ↓ ↑ ∅ ↑ 
↓ 

↑ 
↓ 

CAMKK-B ↑ ↑ ∅ ↑ ↑ ∅ 

EEF2K ↑ ↑ ↑ ∅ ∅ ↑ ↑↑ ↑↑↑ 

Cyclin D1 ↑ ↑ ∅ ↑ ↑↓ ∅ 

CREB ↑ ↑ ↓↓ ∅ ↓ ∅ 

HUR ∅ ∅ ↓↓ ↑↓ ↑ ∅ 

LKB1 ↓↓ ↑↓ ↓ ∅ ↓ ↑ 

PP2A ↑↓ ↓↓ ↑↑ ↑ ↓↓ ↓↓↓↑ 

mTORC1 
(S2448) 

↓ ↓ ↑ ↑ ↑ ↑ 

mTORC1 
(S863) 

↑ ∅ ↓ ↓ ↑ ↑ 

S6K ↓↓ ↓ ↑↓ ↑ ↑↓↓ ↓↓ 

4EBP1 ↑ ↓↓ ↓↓↓ ↓↓ 
 

↓ 

PDK ↑ ↑ ∅ ↓ ↑ ↓ ↑ ↑ ↑↑ 

AKT ↑↑↓ ↑ ↓ ↓ ↓ ↑ ↑↓ ↑↑↑ 

TSC2 ↑ ↑ ∅ ∅ ↑ ↑ ↑(S939) 

PGC1 ↑ ↑↑ 
↓ 

↓ ↑ ↑ ↑ ↑  ↑↑ 

IRS ↑ ↓ ↑ ↓↓ ∅ ↑ ↑ 
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PI3K ↑↑ 
↓↓↓↓↓ 

↑↑ 
↓↓↓↓ 

↑↑ ↓↓↓↓↓ ↑↑ 
↓↓↓↓ 

↑↑↑ 
↓↓↓↓↓↓↓ 

↑↑ 
↓↓↓↓↓ 

SIRT1 ↑↓ ↓ ∅ ↑ ↑↑↓ ↑↓ 

GSK ↓ ↑ ↑ ↑ ↑↑↓↓↓ ↑↑ 

PYG ↓↓ ↓ ↑↓ ↑↑↑ ↓↓↓ ↓↓ 

RAB ↑↑↓ ∅ ↓ ∅ ↓ ∅ 

TAK-1 ↓↓ ↓↓ ↓↓ ∅ ∅ ∅ 

TRAF and 
TRAF related 
peptides 

∅ ↑ ↑↓ ↑↓ ↑↑↑ ↑↑ 

TNF-receptors ↑↓ ↓ ↑ ↑↓ ↑↓ ↑↓ 

JNK (T183) ↑ ∅ ∅ ↑ ∅ ∅ 

AP-1/c-Jun ↑↓ ↓ ↓ ↓ ↑↓ ↑↓ 

MNK ↑ ↓ ∅ ↑↓ ↑ ↑ 

Caspase-1 ↑ ∅ ↓ ∅ ↑ ↑ 

Caspase-3 ↓ ↓ ∅ ∅ ↓ ↓ 

NFkB ↑↑ ↑↑ ↓↓↓ ↓ ∅ ↓ 

NFkB inhibitor ∅ ↑ ↓ ∅ ∅ ∅ 

Inhibitor of 
NFkB inhibitor 

↑ ↑ ↓ ↓ ∅ ∅ 

PPAR-Gamma ∅ ∅ ↑ ↑ ∅ ∅ 

 
This table shows the changes in the phosphorylation states of immune and metabolic 

related peptides adapted from AMPK, mTOR, insulin pathways amongst others as 

shown in the kinome peptide array data. The arrows represent significant sites for each 

peptide. ↑; significantly more phosphorylated, ↑; significantly more phosphorylated on an 

active site, ↑; significantly more phosphorylated on an inhibitory site, ↓: significantly less 
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phosphorylated, ↓: significantly less phosphorylated on an active site, ↓; significantly less 

phosphorylated on an inhibitory site. 
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Figure 2: Changes in AMPK signaling peptides at 30 minutes post Salmonella 
infections. Kinome peptide array analysis revealed significant changes in 
the AMPK signaling pathway unique to S. Enteritidis infected HD11 
cells indicated by red compared to S. Heidelberg infected HD11 cells 
indicated by yellow. Changes common to both S. Enteritidis and S. 
Heidelberg are indicated in green.  
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4.1.2 Kinome Peptide Array Analysis S. Heidelberg 30 minutes Post Infection 

AMPK related peptides had three sites (S108, T165, T211) less phosphorylated 

(Table 2), including T211 which is involved in the inhibition of the energy 

consumption processes during glucose starvation (140, 150). AMPK also had three 

other sites phosphorylated (Table 2), which are important for cell cycle arrest, 

autophagy and energy stabilization (150). The AMPK site T183 known to induce 

enzyme activity (140) was phosphorylated (Table 6) however, an inhibitory site S496 

(156) was also phosphorylated (Table 6), thus the enzyme activity was inhibited. The 

AMPK regulated protein Sirt1 was less phosphorylated at T530 (Table 6). 

Interestingly, PGC-1 alpha sites (T299, S266) and EEF2K at S78 (induces enzymes 

activity and inhibits calmodulin interaction (89, 140, 153)) were phosphorylated 

(Table 2). These proteins are phosphorylated and activated by AMPK. This raises 

questions about the energetic state of the cells and the regulatory role of S496. The 

peptide array data also showed the phosphorylation of ACC1 at two sites (S1263, 

Y1370) (Table 2), which indicates that it was inhibited. SREBP1 at S338, responsible 

for inhibition of transcription of fatty acid genes, was also phosphorylated (Table 6).   

Moreover, PI3K which is involved in cell growth and survival (138, 142) had four less 

phosphorylated sites (T1024, T607, S1070, S1039) and two sites (Y425, Y605) 

phosphorylated (Table 2). The IRS docking site for PI3K was phosphorylated on site 

Y896 (Table 2) which is responsible for phosphorylation and other molecular 

regulations (118). TSC2, which is an inhibitor of mTORC1 (160) was phosphorylated 

(Table 2) at S939 (essential for apoptosis inhibition and transcription alteration (161)). 
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Akt which also inhibits TSC2 is partially inactive because it has one of its dual 

phosphorylated activation sites (T308) less phosphorylated (Table 6) leaving only 

T479 phosphorylated (Table 2) (89, 137, 160). mTORC1 was not phosphorylated in S. 

Heidelberg 30 minutes post infection (Table 2) and S6K T444, S360, S380 were all 

less phosphorylated (Table 2). This is unusual because PP2A (S60, S75) was also less 

phosphorylated (Table 2). PP2A when phosphorylated, inhibits Akt and increases TSC 

activity (160). mTOR, a TSC target deactivates 4EBP1 (Table 6) (69, 121). 4EBP1 

inhibits translation by binding to elF4E (145, 146), which is also less phosphorylated 

on two inhibitory sites (Table 2).  C/EBP alpha, which is indirectly regulated by 

mTORC1 (143), was phosphorylated at T222 (Table 2) to inhibit transcription and 

regulate cell cycle arrest and differentiation.  

4.1.2.1 S. Heidelberg infection at 30 minutes in HD11 cells does not induce the 

phosphorylation of three major glycolytic enzymes 

Both PFK1 and PFK2 are important enzymes in glycolysis therefore the 

presence of their kinases and state of these enzymes in infected cells is a significant 

indication of the metabolism of the cells. The changes in the phosphorylation of PFK1 

and PFK2 in S. Enteritidis 30 minutes post-infection suggest the induction of 

glycolysis early on during infection by S. Enteritidis (63). While the inactivation of 

PFK1 and the inactivity of PFK2 kinases in S. Heidelberg at 30 minutes post infection 

could mean one of two things (i) S. Heidelberg infection led to the inhibition of these 
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enzymes and thus glycolysis or (ii) S. Heidelberg infection led to the inhibition of 

PFK1, PFK2 and their kinases but induced an alternative pathway for glycolysis to 

occur. Upon analysis of KEGG mapper’s glycolysis pathway, phosphorylase kinase 

(PhK) whose main function is to activate glycogen phosphorylase (by 

phosphorylation) (134) was significantly more phosphorylated than control for both S. 

Enteritidis and S. Heidelberg infected cells at the 30 minutes time point (Table 2). 

Also, analysis of the glycolysis pathway showed that kinases did not significantly 

influence the activities of three major enzymes important in the early step of 

glycolysis in S. Heidelberg infected cells at 30 minutes post-infection (Figure 3).  

These enzymes without significantly detectable kinase activities included (i) 

phosphoglucose isomerase which converts glucose 1-phosphate to fructose 6-

phosphate (135), (ii) PFK1 which converts fructose-6-phosphate to fructose-1,6-

bisphosphate (135) and (iii) aldolase, which is important for the formation of 

glyceraldehyde-3-phosphate (135). However, the data revealed that the kinases that 

phosphorylate the enzymes in the later steps of glycolysis were present and active. 

This suggest that the enzymes whose kinase activities were not detected were 

bypassed by some other mechanism. The result from comparing S. Enteritidis and S. 

Heidelberg at 30 minutes post-infection provides evidence, which supports the 

hypothesis that S. Enteritidis and S. Heidelberg infections induce differences in the 
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immunometabolism of host cells.

 

Figure 3: Changes in phosphorylation of glycolytic enzymes in 30 minutes post 
S. Heidelberg infection. This Figure illustrates the increased 
phosphorylation (pink) and decreased phosphorylation (grey) of 
glycolytic enzymes respective to S. Heidelberg infected HD11 cells at 30 
minutes post infection.  
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4.1.3 Kinome Peptide Array Analysis S. Enteritidis 2 hours post infection. 

Unlike the 30 minute time point, at 2 hours post-infection, PFK1 and PFK2 

were activated (phosphorylated at their activating phosphosite) in S. Enteritidis. Also 

hexokinase was phosphorylated for all time points except S. Enteritidis at 2 hours post 

infection (Table 2, 4). CREB, an essential survival protein was less phosphorylated at 

S133 (Table 4) which when phosphorylated inhibits apoptosis and induces cell growth 

(117). PGC-1, a CREB regulator activated by AMPK was substantially less 

phosphorylated (Table 4). This indicates that AMPK was also less phosphorylated. As 

seen in the data set, two sites (S182, S108) of AMPK peptides were also less 

phosphorylated in S. Enteritidis 2 hours post infection (Table 2). Only one site (T211, 

inhibits growth and induces enzymatic activity (150)) of the AMPK related protein 

Nuak1 was phosphorylated (Table 4). LKB1, an AMPK phosphorylase was also less 

phosphorylated at an active site T363 (Table 2, 4). Rab was also less phosphorylated 

at Y14 (Table 2) whose function remains unknown. The ACC1 site, S80 responsible 

for inhibition of apoptosis was less phosphorylated (Table 4) and Y1370 

phosphorylated (125, 144). ACC2 (Y1489, Y1560) remained completely 

phosphorylated (Table 2). IRS, which serves as a docking site for PI3K was 

substantially less phosphorylated on both sites (Y896, T340) (Table 2) (118, 138). 

PI3K was less phosphorylated on five sites (Y556, S1039, Y962, T607, T1024) and 

phosphorylated on two sites (S1070, S582) (Table 2). Only one Akt site (S476) was 

phosphorylated (Table 4). It’s generally known function is to help balance apoptosis 

and survival (89, 137). Both S6K (T444 induces activity) and C/EBP alpha (T222, 
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transcription induced) were phosphorylated (Table 2) which are expected to initiate 

transcription and translation of apoptotic proteins (143). 4EBP1 was less 

phosphorylated on site T37 known to enhance the initiation of translation (Table 4) 

(145, 146). PDK’s active site S241 responsible for inducing cell growth was 

significantly less phosphorylated than control (Table 2) (114, 116, 128). mTORC1 

was phosphorylated on one site (S2448) (Table 4) and less phosphorylated on three 

sites (S2481, S863, T706) (Table 2). PPAR-gamma, which is known for its role in 

fatty acid storage, lipid uptake and glucose metabolism (148) is phosphorylated on 

S112 (Table 2). When activated, S112 degrades proteins and alters/inhibits 

transcription (147). SREBP1 S338, which inhibits transcription of fatty acid genes 

(139) was less phosphorylated (Table 4). Two sites on HuR, important in the 

translation (126) of cFOS, were also less phosphorylated in S. Enteritidis 2 hours. 

cFOS is known to play an important role in the regulation of cell growth, proliferation 

and survival (127).  
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Figure 4: Changes in AMPK signaling peptides at 2 hours post Salmonella 
infections. Kinome peptide array analysis revealed significant changes in 
the AMPK signaling pathway unique to S. Enteritidis infected HD11 
cells indicated by red compared to S. Heidelberg infected HD11 cells 
indicated by yellow. Changes common to both S. Enteritidis and S. 
Heidelberg are indicated in green.  
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4.1.4 Kinome Peptide Array Analysis S. Heidelberg 2 hours Post Infection. 

Unlike the 30 minute time point, at 2 hours post-infection, PFK1 and PFK2 

were activated (phosphorylated at their activating phosphosite) in  

S. Heidelberg infected cells, indicating a switch to glycolysis. AMPK was 

phosphorylated at an inhibition site.  Sirt1 was phosphorylated on S27 (Table 7) 

(known to be involved in intracellular localization and enzymatic activities during 

oxidative stress (114, 115, 162)). The decreased phosphorylation of SREBP1 (Table 7) 

suggested that transcription of fatty acid genes were not being inhibited. A slight 

induction of fatty acid synthesis occurred as ACC1 inhibition was reduced via the 

decreased phosphorylation of S80 (Table 7) (144) but ACC2 was completely 

phosphorylated. This is supported by the metabolic data showing the sustained OCR 

readings past 2 hours S. Heidelberg infections (Figure 10). Because ACC1&2 also 

play a role in cell survival, the change in phosphorylation of these proteins could also 

highlight the viability of the cells at this time. PI3K had four sites (T607, Y962, 

S1039, Y556) less phosphorylated (Table 2) and two (Y425, Y605) phosphorylated 

(Table 2). PDK had one site (Y376) phosphorylated and one site (S241) less 

phosphorylated (Table 2). Akt (T479) was less phosphorylated (Table 7). With TSC2 

(T268) less phosphorylated (Table 2) and Akt less phosphorylated, mTORC1 which 

would presumably be inhibited by AMPK, was phosphorylated on the most commonly 

recognized active site S2448 (Table 7) (70, 71, 128). An mTOR inhibited protein, 

4EBP1 was less phosphorylated on an inhibitory site (Table 2, 7) (145, 146). One S6K 

site (T412) was phosphorylated along with PPAR-gamma (downstream of mTORC1) 
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(Table 2, 7). This implies that the one phosphorylated site (S2448) of mTORC1 

regulates S6k and PPAR gamma but not 4EBP1. The regulation of 4EBP1 may be due 

to the activity of one of mTORC1’s four less phosphorylated sites (S2441, S2446, 

T706, S863) (Table 2) or another regulator of 4EBP1 (155). HUR (S221) and cyclin 

D1 (T286) are both phosphorylated (Table 2, 7) which may lead to cell growth arrest.  

4.1.5 Kinome Peptide Array Analysis S. Enteritidis 6 Hours Post Infection.  

PFK1 was considerably less phosphorylated on the four sites (S386, T211, 

S33, Y674) that were previously phosphorylated (Table 2). When PFK1 is turned off, 

the cell falls back into a low ATP high AMP state (149). This corresponds with the 

phosphorylation of AMPK and its related peptides on four sites (S182, S172, S600, 

S184) and less phosphorylated on three sites (S108, T211, S108) (Table 2, 5). Of the 

phosphorylated AMPK and AMPK related peptides, only S600’s functions to induce 

enzyme activity for the suppression of apoptosis was known (150, 151). Of the less 

phosphorylated sites, S108 induces AMPK activity and T211 inhibits cell growth. 

CAMKK-beta, a calcium dependent protein kinase that phosphorylates and activates 

AMPK was also phosphorylated at S511 (Table 2) (152). Peptides of EEF2K were 

also phosphorylated and activated by AMPK on three sites (S78, S366, S398) (Table 

2), to inhibit protein synthesis, further highlighting the energetic state of the cell (153). 

The AMPK activated PGC-1 alpha was completely activated, with four sites (S62, 

T299, S266, T263 (Table 5)) phosphorylated (Table 2). Sirt1 T530 was less 

phosphorylated and S27 and S661 were both phosphorylated (Table 2, 5) to induce 
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activation of PGC-1 alpha (115). Since the data indicates AMPK and AMPK related 

peptides are activated, sites S182, S172 and S184 may be catalytic inducers of AMPK 

activity. PP2a known to have inhibitory effects on AMPK had two sites (Y307, S75) 

(124, 154) less phosphorylated (Table 2), one of which is an inhibitory site (154). The 

function of S75 remains unknown therefore PP2a activity on AMPK cannot be 

determined. PI3K, which is responsible for the production of PIP3 to activate Akt 

(138, 142), had six less phosphorylated sites and three more phosphorylated sites 

(Table 2). The validity of these sites is yet to be established due to high-throughput 

sequence-based discovery methods. Also the functions of the less phosphorylated sites 

are unknown and two of the phosphorylated sites function is to induce enzymatic 

activity (142). Akt in S. Enteritidis 6 hours had two site phosphorylated (Table 2) 

however, one of the dual phosphorylation sites remain less phosphorylated. TSC2, the 

mTORC1 inhibitor had two sites phosphorylated (Table 2), thus inhibited presumably 

by Akt.  Without TSC2 acting upon Rheb, mTOR is phosphorylated thus activated on 

four sites (S2448, S2481, S2446, S863) and less phosphorylated on one site (T706) 

(Table 2, 5). S6k had one site phosphorylated and two less phosphorylated (Table 2), 

even though the validity of these sites has not been proven by low throughput 

methods, researchers speculate that mTOR sites S2446 and S2448 are involved in the 

phosphorylation of S6K (128, 155). PDK might have further phosphorylated the S6K 

site as a result of its two phosphorylated sites (Y376, S241) (Table 2) that inhibits 

apoptosis (114, 116).  Unlike S. Enteritidis 2 hours, SREBP1, the fatty acid gene 

transcription inhibitor was phosphorylated (Table 5) (139). HUR was phosphorylated 
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at S221 (Table 2) to activate Cyclin D1 via T286 (ubiquitous site) phosphorylation 

(Table 2). The T14 site of Cyclin D1, which inhibits enzymatic activity and helps 

regulate the cell cycle was less phosphorylated (164) (Table 5) indicating cell cycle 

progression.  
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Figure 5: Changes in AMPK signaling peptides at 6 hours post Salmonella 
infections. Kinome peptide array analysis revealed significant changes in 
the AMPK signaling pathway unique to S. Enteritidis infected HD11 
cells indicated by red compared to S. Heidelberg infected HD11 cells 
indicated by yellow. Changes common to both S. Enteritidis and S. 
Heidelberg are indicated in green.  
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4.1.6 Kinome Peptide Array Analysis S. Heidelberg 6 hours Post Infection. 

At 6 hours post-infection PFK1 was significantly less phosphorylated in both 

S. Enteritidis and S. Heidelberg infected cells compared to their controls, indicating 

less activation (Table 2, Figure 5). Peptides of PFK2 were phosphorylated due to S. 

Heidelberg infection at 6 hours only (Table 2, Figure 5). This was an indication of an 

increase in energy production by the cells, that is, glycolysis, fatty acid oxidation and 

more.  This interpretation was based on the phosphorylation of PGC-1, EEF2K, ACC1 

(S1263, S80), PDK (S241, Y376), Akt, TSC2, mTORc1 (S2448, S2446, S2481, 

S863), S6K (S221, Y707, S369) and the decreased phosphorylation of PFK1 (table 2). 

PP2A had three less phosphorylated sites (S75, S60, Y307) and one phosphorylated 

site (S573) (Table 2). The activities of these PP2A sites is yet to be understood 

because there were more AMPK and AMPK related peptides less phosphorylated 

(T165,T211, S108, S496) then there were more phosphorylated (S182, S600) (Table 

2). However, the activation state of AMPK remains unknown due to the 

phosphorylation of AMPK regulated peptides including PFK2, SIRT1, PGC-1 alpha, 

SREBP1 and ACC1.  The kinome peptide array data suggested that S. Heidelberg 

infected cells at 6 hours post-infection induced fatty acid oxidation per the activation 

of CPT1, an important rate-limiting enzyme in the initiation of fatty acid oxidation in 

the mitochondria of a cell (64). CPT1 is inhibited by malonyl-CoA (64, 65). ACC1 

and ACC2, which are important for malonyl-CoA production (a precursor for fatty 

acid synthesis) (64, 65) were both phosphorylated on their active sites in S. Heidelberg 

infected cells at 30 minutes post-infection. While at 2 hours post-infection there was 
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less phosphorylation of ACC1 on a site responsible for intracellular localization (Table 

2). According to the literature, phosphorylation of ACC1 and ACC2 inhibits their 

function in the conversion of acetyl CoA to malonyl-CoA (89) which was also an 

indication of the change in energy demand of the infected cells compared to control. 

4.2 S. Enteritidis and S. Heidelberg induce differential metabolic states. 

To determine changes in the metabolic states of HD11 cells during S. 

Enteritidis or S. Heidelberg infections, a 2-hour seahorse metabolic flux assay was 

performed on S. Enteritidis and S. Heidelberg infected HD11 cells with gentamicin 

treatments. The assay showed differences in ECAR measurements for S. Enteritidis 

and S. Heidelberg infected cells from 20 minutes to 2 hours (Figure 6). OCR 

measurements were also noticeably different for S. Enteritidis and S. Heidelberg 

infected HD11 cells (Figure 6). These results indicate a differential metabolic response 

of HD11 cells to S. Enteritidis and S. Heidelberg infections.  
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Figure 6: Metabolic differences between S. Enteritidis and S. Heidelberg 
infected HD11 cells. This graph shows the difference in OCR readings 
(top) and ECAR readings (bottom) between S. Enteritidis infected HD11 
cells (purple lines) compared with S. Heidelberg infected HD11 cells 
(yellow lines) from the seahorse metabolic flux analysis. The cells were 
infected with the respective serovars of Salmonella and then treated with 
gentamicin in the seahorse media containing glucose. 

4.2.1 S. Enteritidis infection induces an early increase in glucose metabolism 

To determine the magnitude of metabolic differentiation S. Enteritidis induces 

in host cells at 30 minutes and 2 hours post-infection, a gentamicin free seahorse 

metabolic flux assay was performed on S. Enteritidis infected HD11 cells compared to 

control over 6 hours. S. Enteritidis infected cells at 30 minutes post-infection showed 

an increase in ECAR (15.365 mpH/min) followed by a drastic decrease (3.5 mpH/min) 

at 2 hours post-infection (Figure 7). There was also an increase in ECAR in cells 

infected with S. Enteritidis at 30 minutes compared to control (5.77 mpH/min). ECAR 

measurements indicated the rate of glycolysis, thus S. Enteritidis at 30 minutes post-

infection increases glucose metabolism.  
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Figure 7: Difference in glucose metabolism in S. Enteritidis infected HD11 cells 
and uninfected HD11 cells. This graph shows the difference in ECAR 
readings between S. Enteritidis (SE) infected HD11 cells compared to 
uninfected HD11 cells from the seahorse metabolic flux analysis. Before 
running the assay, the cells plated in a mini culture plate were incubated 
in a CO2 free incubator for at least 30 minutes upon the addition of 
glucose free media. After incubation, S. Enteritidis was added to the 
respective wells and the assay was started. An ANOVA significance of 
P≤0.05 was observed. Group comparisons were performed using the 
Tukey-Kramer test, p-values are shown at the top of the Figure. 

4.2.2 Early S. Heidelberg infection reduces glucose metabolism.  

To determine the magnitude of differentiation S. Heidelberg induced in host 

cells at 30 minutes and 2 hours post-infection, a seahorse metabolic flux assay without 

gentamicin was performed on S. Heidelberg infected HD11 cells compared to control 

over 6 hours. Results showed a decrease in ECAR of S. Heidelberg infected cells at 30 

minutes post infection (-4.41 mpH/min) compared to control (5.77 mpH/min), p-value 

of 0.02 (Figure 8). At 2 hours post-infection, although not significant per Tukey-

Kramer analysis, there was a numerical increase in ECAR readings of S. Heidelberg 

infected cells (4.31 mpH/min) compared to the 30 minutes results (Figure 8). Thus, S. 
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Heidelberg at 30 minutes post-infection induces a decrease in glucose metabolism in 

HD11 cells.  

  

Figure 8: Difference in glucose metabolism in S. Heidelberg infected HD11 
cells and uninfected HD11 cells. ECAR readings of S. Heidelberg (SH) 
infected HD11 cells compared to uninfected HD11 cells from the 
seahorse metabolic flux analysis. Before running the assay, the cells 
plated in a mini culture plate were incubated in a CO2 free incubator for 
at least 30 minutes upon the addition of glucose free media. After 
incubation, S. Heidelberg was added to the respective wells and the assay 
was started. Significant P-values are indicated at the top of each bar. P ≤ 
0.05 observed using Tukey-Kramer statistical tests following ANOVA.  
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Figure 9: Difference in glucose metabolism between S. Enteritidis infected, S. 
Heidelberg infected and uninfected HD11 cells. ECAR readings of S. 
Enteritidis and S. Heidelberg infected HD11 cells compared to uninfected 
HD11 cells from the seahorse metabolic flux analysis. Before running the 
assay, the cells plated in a mini culture plate were incubated in a CO2 free 
incubator for at least 30 minutes upon the addition of glucose free media. 
After incubation, S. Enteritidis or S. Heidelberg was added to the 
respective wells and the assay was started. Significant P-values are 
indicated at the top of each bar. P≤0.05 observed using Tukey-Kramer 
statistical tests following ANOVA. 

4.2.3 Salmonella infections induce increased oxygen metabolism in HD11 cells 

OCR measurements indicating the oxygen consumption of the HD11 cells 

showed an increase in OCR in cells infected with S. Enteritidis (164.525 pmol/min) or 

S. Heidelberg (164.19 pmol/min) at 30 minutes compared to control (56.44 pmol/min) 

(Figure 10). This increase in OCR was sustained passed the 2 hour time points with S. 

Enteritidis infected cells OCR being 165 pmol/min and S. Heidelberg infected cells 

being 165 pmol/min and control cells remaining relatively low at 51.83 pmol/min 

(Figure 10). These measurements comparing OCR of infected cells to control showed 

statistical significance at both time points (p≤ 0.0001).  
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Figure 10: Oxygen consumption in HD11 cells infected with S. Enteritidis, S. 
Heidelberg, or cells alone. Before running the assay, the cells plated in a 
mini culture plate were incubated in a CO2 free incubator for at least 30 
minutes upon the addition of glucose free media. After incubation, S. 
Enteritidis and S. Heidelberg were added to the respective wells and the 
assay was started. Bars with the same letters on the top are not 
significantly different from each other. Tukey-Kramer significance; P 
≤0.0001. 

4.3 Rapamycin inhibits mTOR and MHY1485 indirectly activates 

mTOR in HD11 cells 

The kinome peptide array data showed changes in mTORC1 activity in HD11 

cells infection with both strains at different time points (Figure 2, Figure 4). To 

determine the role of mTOR in Salmonella infections, the mTOR inhibitor rapamycin 

and the mTOR activator MHY1485 were used. To test the effect of rapamycin 

treatment, HD11 cells were treated with 100 ng/mL of rapamycin and a kinome 

peptide array analysis was performed. The kinome peptide array results showed that 

mTOR was significantly less phosphorylated in rapamycin treated groups compared to 

control (Figure 11). This is evidence that rapamycin actively inhibits mTOR. To test 
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the effect of MHY1485, HD11 cells were treated with 2 µm of the MHY1485 

compound and plated in 12 well plates including control and rapamycin treated 

groups. 5 hours later, the cells were harvested and counted using a hemocytometer. 

The results of the count showed that MHY1485 treated cells had a significant 

increased (with p-value less than 0.005) cell number compared to control and 

rapamycin treated cells (Figure 12). This was evidence that the activation of mTOR by 

increased cell growth and viability (129).  

 

Figure 11: Decreased phosphorylation of mTOR due to rapamycin. Kinome 
peptide array analysis was performed on HD11 cells treated with 
rapamycin. The Figure shows proteins of the mTOR signaling pathway. 
Peptides more phosphorylated than control are highlighted in red boxes 
(TSC1/2), peptides less phosphorylated than control are highlighted in 
blue boxes (e.g mTOR) 
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Figure 12: Increase cell growth due to MHY1485 activity. Half a million HD11 
cells were treated with MHY1485 or rapamycin along with a control 
group. After 10 hours of incubation in treatments, the cells were counted. 
Statistical significance observed using student's T-tests. P-value ≤0.005 
represented by **. 

4.4 The action of mTOR in Salmonella infected cells is not glycolysis 

dependent. 

To examine the metabolic effects of rapamycin and MHY1485 treatments on 

Salmonella infected HD11 cells, uninfected cells were plated in seahorse media 

containing the mTOR targeted treatments respectively before infection with S. 

Enteritidis or S. Heidelberg. ECAR results showed that there were no statistically 

significant difference between treated and untreated infections (Figure 13).    
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Figure 13: Difference in glucose metabolism between S. Enteritidis and S. 
Heidelberg infected HD11 cells treated with MHY1485 or rapamycin 
treatment. ECAR readings between MHY1485 and rapamycin treated 
HD11 cells with S. Enteritidis (SE) or S. Heidelberg (SH) infection. 
Before running the assay, the cells plated in a mini culture plate were 
incubated in a CO2 free incubator for at least 30 minutes upon the 
addition of glucose free media containing rapamycin or MHY1485. After 
incubation, S. Enteritidis or S. Heidelberg was added to the respective 
wells and the assay was started. No statistical significance was found 
between treated and untreated at a p-value ≤0.05. 

4.5 S. Enteritidis is more invasive than S. Heidelberg.  

Gentamicin protection assays were performed to quantify S. Enteritidis’ and S. 

Heidelberg’s ability to invade HD11 cells respectively at 30 minutes and 2 hours post 

infection. Results of the gentamicin protection assays showed that there was a 

significant increase in S. Enteritidis compared to S. Heidelberg at 30 minutes post 

infection (Figure 14). While at 2 hours post infection, S. Enteritidis plate counts were 
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higher than S. Heidelberg with a p-value of 0.053 (Figure 15). The overnight colony 

counts for S. Enteritidis at 30 minutes was 37.44x104 while S. Heidelberg at 30 

minutes was 17.44x104, with a p-value of 0.0081. Thus, S. Enteritidis is exceptional at 

invading HD11 cells than S. Heidelberg at 30 minutes post infection. There was a 

trend observed at 2 hours post S. Enteritidis infection only (19x104), showing an 

increase in plate counts in S. Enteritidis infection with rapamycin treatment (24x104) 

and a decrease in S. Enteritidis with MHY1485 treatment (12x104) (Figure 15), the 

statistical analysis for these plate counts showed no significant difference between S. 

Enteritidis and treatment groups at 2 hours post infection.  

  

Figure 14: Invasiveness of S. Enteritidis (SE) and S. Heidelberg (SH) in HD11 
macrophages at 30 minutes post-infection. Each bar in this graph 
represents the average colony count of respective strains of Salmonella 
that infected HD11 cells treated with or without MHY1485 or rapamycin 
before 30 minute gentamicin protection assay. P-value indicated on 
graph.  P ≤0.05 observed using ANOVA and Tukey Kramer statistical 
tests. 



 62

 

Figure 15: Invasiveness of S. Enteritidis (SE) and S. Heidelberg (SH) in HD11 
macrophages at 2 hours post-infection. Each bar in this graph 
represents the average colony count of respective strains of Salmonella 
that infected HD11 cells treated with or without MHY1485 or rapamycin 
before 1 hour gentamicin protection assay. Bars not connected by the 
same letter are significantly different.  P ≤ 0.05 observed using ANOVA 
and Tukey Kramer statistical tests. Note p-value between SE and SH is 
0.053. 

4.6 Validation of Kinome peptide array via western blot. 

A Western blot of phosphorylated mTOR at site S2448 was performed on 

HD11 cells with 30 minutes post-S. Enteritidis and S. Heidelberg infections to further 

validate our interpretation of the kinome peptide array results. The results of the 

Western blot showed an increase in band intensity of HD11 cells without infection 

(ctrl) compared to the band intensity from S. Enteritidis or S. Heidelberg infected cells. 
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Figure 16: Western blot analysis of mTOR S2448 in HD11 macrophages. Each 
band denotes P-mTOR S2448. 25-40 µg of protein isolated from HD11 
macrophages pre-treated with MHY1485 and rapamycin before 30 
minutes S. Enteritidis (SE) or S. Heidelberg (SH) infection followed by a 
1 hour gentamicin treatment was loaded onto gel. Note: Double bands 
indicate post translation modification of the proteins in the sample. P: 
phosphorylated 

4.7 Early S. Enteritidis Infection Induces Increased Cell Death 

The kinome peptide array results showed significant changes in the 

phosphorylation of apoptotic, cell death and cell survival proteins at 30 minutes and 2 

hours post-Salmonella infections in HD11 cells. To validate the changes observed in 

the phosphorylation and signaling of these proteins at 30 minutes post-S. Enteritidis 

and S. Heidelberg infections, flow cytometry of HD11 cells was performed using a 

dead cell apoptosis kit with annexin V and propidium iodide (PI) stains. Annexin V 

binds to phosphatidylserine on the outer leaflet of cells undergoing apoptosis (108) 

while PI stains nucleic acid within permeated cells (109). Together these two mark 

apoptotic cells, necrotic cells, or both thus, they are used to measure cell death (96, 

110).  Analysis of the flow cytometry data using De Novo Software (111), revealed 

the averaged population of dead cells primarily due to apoptosis, that is, with higher 

P‐mTOR 
S2448 



 64

fluorescence intensity for both annexin V and PI was 38.69% for S. Enteritidis and 

17.18% for S. Heidelberg after 1.5 hours of infection. On the other hand, 80.44% of S. 

Heidelberg and 58.64% of S. Enteritidis infected cells were live indicated by lower 

uptake of PI and annexin. Together, the results indicate that early S. Enteritidis 

infection induces increased cell death compared to S. Heidelberg. 
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Figure 17: Flow cytometry of S. Heidelberg and S. Enteritidis infected HD11 
cells 30 minutes post infection. Each plot represents the fluorescence 
intensity of annexin V (FL1-A) against PI (FL2-A) to characterize cell 
populations as dead or apoptotic in each sample. The plots are further 
divided into four main quadrants, live (lower left), necrotic only (upper 
left), apoptotic only (lower right) and dead/apoptotic (upper right) to 
determine the population of cells.  



 66

Chapter 5 

DISCUSSION 

S. Enteritidis and S. Heidelberg were chosen for this study because of their 

high prevalence and isolation rates in poultry (4, 28, 29, 130). These bacteria along 

with many other Salmonella serotypes are capable of surviving in host macrophages 

and can manipulate the host innate defenses to promote its survival (40, 76). In 

chickens, they infect host cells without eliciting any obvious symptoms of disease. 

This is a major public health concern because Salmonellae bacteria can be transmitted 

from animals to humans and because infected livestock do not show symptoms of 

infection (77), these infections can go undetected. In many countries including the US, 

the use of antibiotics in livestock production has stopped due to restrictions on 

antibiotic use or consumer preferences and concerns (78). Also, many Salmonella 

strains have developed resistance to major drugs used to combat Salmonella infections 

(77, 78). These factors have made the production of healthy food animals more 

difficult. Hence, there is a need to understand the infectious mechanisms of 

Salmonella.  

Using the HD11 chicken macrophage-like cell line, we aimed to determine the 

intracellular changes Salmonella induces in host cells, by focusing on how S. 

Enteritidis and S. Heidelberg affect the immunometabolic status of phosphorylated 

peptides. A kinome peptide array analysis was performed on S. Enteritidis and S. 

Heidelberg infected HD11 cells to determine the activities of kinases in the cell.  
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5.1 Overview of the kinome peptide array data of HD11 cells 

The chicken-specific kinome peptide arrays were designed by using 

orthologous sequences found in human proteome databases (57, 58, 70). For data 

analysis, the human identifiers were used as inputs so they would be recognized in 

online databases and we could take advantage of the substantial functional annotation 

available from human sources. The peptides discussed here are from human and 

mouse sequences orthologous to chickens, and are inferred to have similar function in 

these species based on genomic and proteomic sequence similarities. Appendix 1 

shows the UniProt numbers and phosphorylation sites of many immunometabolic 

peptides in human/mouse and their orthologs in chickens. In addition, the chicken site 

for some important peptides in the discussion are available in Table 3-8.  

From a list of immunometabolic pathways obtained from STRING (90), the 

AMPK, mTOR complex 1 and insulin signaling pathways appeared most significant. 

Therefore, the phosphorylation sites of human peptides orthologous to chicken sites 

involved in the above mentioned pathways were further analyzed using KEGG mapper 

color and search pathway (90), Uniprot (93-95) and PhosphoSitePlus (89). Using these 

databases and the fold changes from PIIKA2 (91) the activating phosphosites of most 

of the proteins in the above mentioned pathways were determined with a central focus 

on the AMPK-mTORC1 signaling pathway. A negative fold change and p-value less 

than 0.05 indicated the peptides were significantly less phosphorylated than in control 

cells while a positive fold change with a significant p-value indicated that the peptides 
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of the infected cells were more phosphorylated than control. Using the information 

made available on different databases and in the literature (89-91, 93-95), the 

activation states of the many peptides in the data set was determined. Analysis of the 

kinome peptide array data using the process described above provided a better 

understanding of phosphorylation events at the three time points for both strains 

(Table 1, Appendix). Note that the peptides discussed in this section has been 

referenced in the results. 

5.1.1 S. Enteritidis at 30 minutes post infection alters host AMPK-mTORC1 

signaling cascade 

The kinome peptide array results of HD11 cells at 30 minutes S. Enteritidis 

infections showed the increase phosphorylation of AMPK on its active site, indicating 

increased activity of AMPK. This increased activity of AMPK indicates a decrease in 

energy availability or decrease in the ratio of ATP to ADP/AMP (99). Since the HD11 

cells were in a low energy state due to S. Enteritidis infection, increased glucose 

metabolism was being used to restore the energy level. This is supported by the 

phosphorylation of key glycolytic enzymes, hexokinase and PFK2, on their activity 

inducing sites (Table 3). The phosphorylation of SREBP1 and ACC1 to inhibit fatty 

acid synthesis and the increased phosphorylation of CREB on its activity inducing site 

supports that energy metabolism is being restored (Table 3). Results from the 

metabolic assays further supports that there is an increase in glycolytic activities and 
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oxygen metabolism of these cells (Figure 7, 10). With these supporting evidences, it 

was confirmed that S. Enteritidis infection induces increase in glycolytic activities 

common to M1 macrophages as early as 30 minutes post infection.  

The kinome peptide array results also showed a decrease in the 

phosphorylation of mTOR S2448 (Table 3) consistent with the decrease in Akt 

phosphorylation. Since mTOR is involved in the regulation of immune proteins 

involved in immune responses (71), and the activity of mTOR was decreased via 

S2448, this suggests that S. Enteritidis infection lessens the activity of mTOR to 

decrease the synthesis of proteins that strengthens immune responses. However, there 

was another activity inducing site of mTOR that was significantly more 

phosphorylated than control. This site was S863 (Table 3). Active mTORc1 

phosphorylates 4EBP1 to promote protein synthesis (69, 70). This is consistent with 

the kinome peptide array data as 4EBP1 was phosphorylated on an inhibitory 

phosphosite (Table 3). With this information, the action of mTORc1 during S. 

Enteritidis infection of HD11 cells cannot be predicted.  

Table 3:  Phosphorylation status of some important peptides in the S. Enteritidis 
30 minutes post infection kinome array data along with their known 
functions. 

Protein Chicken 
Site 

Human 
Site 

Site Function Phosphorylation 
Status  

PFK2 S462 S466 Increase Glycolysis  Increased 
Hexokinase Y304 Y301 Glycolysis Increase 
ACC1 S80 S80 Inhibits apoptosis, Induce 

autophagy 
Increased 
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Sirt1 T388 T530 activation/acetylation-oxidative 
stress 

Decreased 

CREB S119 S133 Inhibits apoptosis, Induce cell 
growth 

Increased 

mTOR S864 S863 Activates mTOR Increased 
mTORc1 S2352 S2448 Activates mTOR Decreased 
4EBP1 T38 T37 Inhibition of transcription Increased 
AMPK T185 T183 Activates AMPK Increased 
SREBP1 S114 S338 Inhibit transcription of fatty 

acid genes 
Increased 

Akt T74 T308 Inhibits apoptosis, promotes 
growth 

Decreased 

5.1.2 S. Enteritidis at 2 hours post infection alters host AMPK-mTORC1 

signaling cascade 

The state of the peptides in cells infected with S. Enteritidis for 2 hours 

suggested that cell survival was being challenged (Table 2, 4, Figure 4) due to the 

decrease in phosphorylation of inhibitors of apoptosis. The data also suggested a 

decrease in glycolytic activities. Despite the substantial phosphorylation of PFK1 

(S386, Y651, Y674) and PFK2 (S461, Y366) (Table 2), hexokinase was significantly 

less phosphorylated than control at 2 hours post S. Enteritidis infection on a site that 

induces enzymatic activity (Table 4). Hexokinase is the first rate limiting enzyme of 

glycolysis (135). Therefore, a decrease in hexokinase activity indicates a decrease in 

glucose metabolism as indicated by the ECAR measurement at 2 hours post S. 

Enteritidis infection (Figure 7). To add on, proteins involved in the regulation of 

oxygen metabolism and inhibition of fatty acid synthesis were also significantly less 

phosphorylated than control. These proteins include CREB, SREBP1, ACC1 and 

PGC1-alpha (Table 4). Cells undergo fatty acid oxidation to produce energy (125), 
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increase in fatty acid synthesis suggests a decrease in fatty acid oxidation, thus 

decrease in energy production. The decreased phosphorylation of these metabolic 

proteins on their activity inducing sites indicates a decrease in energy production at 2 

hours post S. Enteritidis infection. This reduced energy production could be as a result 

of a decline energy demands as suggested in the kinome peptide array by the inactivity 

of AMPK kinases to phosphorylate their target peptides at 2 hours post S. Enteritidis 

infection. However, an AMPK related peptide, NuaK1 which acts as an energy sensor 

is more phosphorylated on a site that activates its energy sensor function (150) (Table 

4). Unlike 30 minutes post S. Enteritidis infection, HD11 cells at 2 hours post 

infection showed a significant increase in mTOR S2448 phosphorylation and a 

subsequent increase in its downstream effector S6K (Table 4) which also promotes of 

cell growth and survival (70).  

Table  4: Phosphorylation status of some important peptides in the S. Enteritidis 2 
hours post infection kinome array data along with their known functions.  

Protein Chicken 
Site 

Human 
Site 

Site Function Phosphorylation 
Status  

CREB S119 S133 Inhibit Apoptosis, Induce 
Cell Growth 

Decreased 

NuaK1 T204 T211 Energy sensor, inhibits 
cell growth 

Increased 

ACC1 S80 S80 Inhibits apoptosis, induce 
autophagy 

Decreased 

SREBP1 S114 S338 Inhibit transcription of 
fatty acid genes 

Decreased 

PGC1-alpha T261 T263 Protein stabilization, 
oxidative stress 

Decreased 

PFK2 S462 S466 Increase glycolysis Increased 
Hexokinase Y304 Y301 Glycolysis Decreased 
mTORc1 S864 S863 Activates raptor Decreased 
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mTORc1 S2352 S2448 Activates mTOR Increased 
S6k T421 T444 Cell cycle regulation Increased 
4EBP1 T38 T37 Inhibition of translation Decreased 
Akt S476 S476 phosphorylation Decreased 

5.1.3 S. Enteritidis at 6 hours post infection alters host AMPK-mTORC1 

signaling cascade 

In 6 hour S. Enteritidis infected cells, only a few proteins remained in the same 

states as in 2 hour S. Enteritidis infected cells. These proteins include CREB, Rab, 

ACC2 and LKB1 (Table 2, Figure 5). Although phosphorylation of AMPK peptides 

by kinases was not detected, there was an increased in the phosphorylation of 

metabolic regulations including ACC1, SREBP1, PGC1-alpha and sirt1 (Table 5), an 

indication of increased oxygen metabolism and promotion of cell survival. Evidence 

of increase in cell growth and survival activities were also seen in the phosphorylation 

of mTORc1 on multiple sites, the phosphorylation of S6K and the inhibition of cyclin 

D1 T14, which inhibits cells cycle progression (164) (Table 5). However, the glucose 

metabolism of HD11 cells at 6 hours post S. Enteritidis infection was predicted to 

remain the same as the 2 hour time point because phosphosites of PFK1 were 

significantly less phosphorylated than control despite the increased phosphorylation of 

hexokinase (Table 5).    
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Table 5: Phosphorylation status of some important peptides in the S. Enteritidis 6 
hours post infection kinome array data along with their known functions.  

Protein Chicken 
Site 

Human 
Site 

Site Function Phosphorylation 
Status  

CREB S119 S133 Inhibit Apoptosis, Induce 
Cell Growth 

Decreased 

NuaK1 S593 S600 Energy sensor, inhibits 
cell growth 

Increased 

ACC1 S80 S80 Inhibits apoptosis, Induce 
autophagy 

Increased 

SREBP1 S114 S338 Inhibit transcription of 
fatty acid genes 

Increased 

PGC1-alpha T261 T263 Protein stabilization, 
oxidative stress 

Increased 

Sirt1 S53 S27 Activate enzyme, 
oxidative stress 

Increased 

Hexokinase Y304 Y301 Glycolysis Increased 
Cyclin D1 T14 T14 Inhibitory, cell cycle 

regulator 
Decreased 

mTORc1 S2352 S2448 Activates mTOR Increased 
S6k S424 S447 Cell cycle regulation Increased 
Akt T74 T308 Inhibits apoptosis Decreased 

 

5.1.4 S. Heidelberg at 30 minutes post infection alters host AMPK-mTORC1 

signaling cascade 

Unlike S. Enteritidis 30 minutes, S. Heidelberg infected cells at 30 minutes 

energy demand was not clearly revealed in the kinome peptide array analysis (Figure 

2). Two important phosphosites of AMPK were significantly more phosphorylated 

than control. AMPK T183 functions to induce enzymatic activity (140) was 

significantly phosphorylated (Table 6) and AMPK S496 an inhibition site (156) was 

also significantly phosphorylated (Table 6). Usually, the phosphorylation of a protein 

on a site that has inhibitory effects on that protein indicates the inhibition of the entire 
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protein (165, 166). However, the phosphorylation of AMPK downstream effectors was 

not consistent with this interpretation (Table 2, Figure 2). For example, the AMPK 

activated PGC1-alpha (Table 6) and EEF2K (Table 2) were significantly 

phosphorylated on their active sites, suggesting that AMPK might be active. 

Furthermore, some enzymes involved in the regulation of energy metabolism were 

significantly less phosphorylated (PFK1 and Sirt1) while others were significantly 

more phosphorylated (CREB, SREBP1 and hexokinase). Therefore, the active state of 

AMPK and the energetic state of the cells cannot be predicted based of the kinome 

peptide array data alone. Fortunately, the energetic demands of S. Heidelberg infected 

cells were reflected in the ECAR results, which was lower than control at 30 minutes 

post infection (Figure 8). This suggests that phosphorylation of AMPK T183 did 

activate the enzyme’s activity and that S496 may not regulate the entire protein 

function. Nonetheless, more evidence is needed to consider S. Heidelberg infected 

HD11 cells at 30 minutes post infection M1 macrophages based on these results. The 

kinome peptide array data indicated changes in phosphorylation and signaling events 

in infected cells compared to uninfected cells (Figure 2, Table 2), and the 

phosphorylation of CREB and cyclin D1 indicate inhibition of apoptosis (Table 6). 

Therefore S. Heidelberg at 30 minutes post infection induces major alterations in 

HD11 cells survival upon initial infection.  
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Table 6: Phosphorylation status of some important peptides in the S. Heidelberg 
30 minutes post infection kinome array data along with their known 
functions.  

Protein Chicken 
Site 

Human 
Site 

Site Function Phosphorylation 
Status  

CREB S119 S133 Inhibit Apoptosis, Induce 
Cell Growth 

Increased 

AMPK T185 T183 Energy sensor, AMPK 
activator 

Increased 

AMPK S496 S496 Inhibitory site Increased 
Sirt1 T388 T530 activation/acetylation-

oxidative stress 
Decreased 

SREBP1 S114 S338 Inhibit transcription of 
fatty acid genes 

Increased 

4EBP1 T47 T46 Translation regulator Decreased 
Hexokinase Y304 Y301 Glycolysis Increased 
PGC-1alpha T272 T266 Protein stabilization, 

oxidative stress 
Increased 

Cyclin D1 T283 T286 cell cycle regulator Increased 
Akt T74 T308 Inhibits apoptosis Decreased 

 

5.1.4.1 S. Heidelberg Relies on the Pentose Phosphate Shunt for Initial Invasion 

In S. Heidelberg 30 minutes, one PFK1 site was shown to be significant, yet, 

this site was less phosphorylated than control while all PFK2 sites were non-

significant in the data set (Table 2, Figure 2). In S. Heidelberg at 2 hours infection, 

both PFK1 and PFK2 were significantly more phosphorylated than control at multiple 

sites, however, only one phosphosite on PFK2 (site S466) was known to induce 

enzymatic activity. This led to the comparison of the S. Heidelberg 30 minutes and S. 

Heidelberg 2 hours glycolytic pathways. The comparison showed that glycolysis did 

occur at both time points, however, there were key glycolytic enzymes whose kinase 

activities were not detected by the kinome peptide array in S. Heidelberg 30 minutes 



 76

post infections (Figure 3). These enzymes included phosphoglucose isomerase, PFK 

and aldolase (Figure 3). However, the enzymes downstream were phosphorylated and 

activated, we hypothesize that the products of these enzymes (whose kinase activities 

were not detected) were made available via an alternative substrate provider. The 

pentose phosphate pathway is an alternative substrate provider for glycolysis. 

Specifically, undergoing the pentose phosphate pathway makes available fructose-6 

phosphate and glyceraldehyde-3 phosphate (79), end products of the missing enzymes 

(Figure 3). Undergoing the pentose phosphate pathway also makes available NADPH, 

which serves as a cofactor for inducible nitric oxide synthase for the production of 

nitric oxide (NO) (79, 80). This hypothesis is supported in a publication by Haiqi et al. 

2018, where there is a significant decrease in iNOS (Table 2) phosphorylation on its 

inhibitory site thus inducing its activity (45). The researchers also performed a nitrite 

assay and the results showed a gradual increase in nitrite concentration which is 

comparable to NO concentration in S. Heidelberg infected HD11 cells (45). NO plays 

an important role in the killing of pathogens in macrophages, therefore, it is an 

important component of HD11 cells immune response to Salmonella. It is known to 

induce the transcription of proinflammatory proteins and cytokines thus promoting 

inflammatory death of infected cells (81). On the other hand, nitrite can quickly 

isomerize to nitrate, which is produced by the immune system in response to 

Salmonella infection and can promote bacterial growth (40). Therefore, the bacteria 

benefits from this immune response. 
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5.1.5 S. Heidelberg at 2 hours post infection alters host AMPK-mTORC1 

signaling cascade 

S. Heidelberg at 2 hours post infection alters host AMPK-mTORC1 signaling 

cascade. Unlike S. Heidelberg 30 minutes, S. Heidelberg 2 hours post infection 

showed increased phosphorylation of PFK1 and PFK2 on their suspected active sites 

(Table 2, Table 7), along with the phosphorylation of hexokinase (Table 7), suggesting 

that glucose metabolism increased in the cell at 2 hours after S. Heidelberg infection. 

However, the significant increase in phosphorylation of AMPK S496 (Table 7) 

suggested the inhibition of AMPK, but as seen previously (Table 6), S496 may not 

regulate the entire protein. AMPK was phosphorylated on at least three other sites 

whose functions are unknown (Table 2). These three sites might be indicators of 

energy demand. This is supported by the ECAR results for S. Heidelberg at 2 hours 

post infection (Figure 8). Also, Camkk-beta (S511) that acts on AMPK positively was 

also phosphorylated (Table 2, Figure 4) (152). Moreover, ACC1 and SREBP1 which 

are negatively regulated by AMPK were significantly less phosphorylated and Sirt1 

and PGC1-alpha which are positively regulated by AMPK were significantly more 

phosphorylated at 2 hours post S. Heidelberg infection. This strongly suggests that 

AMPK was active during this infection. mTOR S2448 was significantly more 

phosphorylated than control, so was its downstream counterpart S6K. The cascade of 

mTOR signaling along with the phosphorylation of an activity inducing peptide of 

cyclin D1 indicate increased protein synthesis and cell growth despite the decreased 
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phosphorylation of the apoptotic inhibitor ACC1 at S. Heidelberg 2 hours post 

infection.     

Table 7:  Phosphorylation status of some important peptides in the S. Heidelberg 2 
hours post infection kinome array data along with their known functions.  

Protein Chicken 
Site 

Human 
Site 

Site Function Phosphorylation 
Status  

PFK2 
 

S461 S466 Inhibit Apoptosis, Induce 
Cell Growth 

Increased 

ACC1 S80 S80 Inhibits apoptosis, Induce 
autophagy 

Decreased 

AMPK S496 S496 Inhibitory site Increased 
Sirt1 S53 S27 activation/acetylation-

oxidative stress 
Increased 

SREBP1 S114 S338 Inhibit transcription of 
fatty acid genes 

Decreased 

Hexokinase Y304 Y301 Glycolysis Increased 
PGC-1alpha T297 T299 Protein stabilization, 

oxidative stress 
Increased 

Cyclin D1 T283 T286 cell cycle regulator Increased 
Akt T74 T308 Inhibits apoptosis Decreased 
S6K T389 T412 Active, cell cycle and 

adhesion  
Increased 

4EBP1 T47 T46 Translation regulator Decreased 
mTORc1 S2352 S2448 Activates mTOR Increased 

 

5.1.6 S. Heidelberg at 6 hours post infection alters host AMPK-mTORC1 

signaling cascade 

The kinome peptide array data showed that S. Heidelberg infected cells at 6 

hours were undergoing an increase in mitochondrial biogenesis; by increasing 

glycolytic activities (hexokinase and PFK2), fatty acid metabolism (ACC1, SREBP1 

and PGC1-alpha as seen in table 8), and inhibiting protein synthesis by the decreased 
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the activity of S6K and the increased activity of 4EBP1 via decreased phosphorylation 

(Table 8, Figure 5). It was presumed that AMPK was active although it was 

significantly phosphorylated on its inhibitory site S496. The kinome peptide array data 

further suggested that S. Heidelberg infected cells at 6 hours post-infection induced 

fatty acid oxidation per the activation of CPT1, an important rate-limiting enzyme in 

the initiation of fatty acid oxidation (64). Nonetheless, this data indicates that the 

energy level of HD11 cells was being restored at 6 hours S. Heidelberg infection via 

increase in metabolic processes to produce ATP. 

Table 8: Phosphorylation status of some important peptides in the S. Heidelberg 6 
hours post infection kinome array data along with their known functions.  

Protein Chicken 
Site 

Human 
Site 

Site Function Phosphorylation 
Status  

ACC1 S80 S80 Inhibits apoptosis, Induce 
autophagy 

Increased 

AMPK S496 S496 Inhibitory site Decreased 
Sirt1 T388 T530 activation/acetylation-

oxidative stress 
Decreased 

SREBP1 S114 S338 Inhibit transcription of 
fatty acid genes 

Increased 

PGC-1alpha T272 T266 Protein stabilization, 
oxidative stress 

Increased 

Akt S476 S476 phosphorylation Increased 
S6K T389 T412 Active, cell cycle and 

adhesion  
Decreased 

4EBP1 T38 T37 Blocks inhibition of 
translation 

Decreased 

mTORc1 S2352 S2448 Activates mTOR Increased 

5.2 TNF-alpha induced cell death validation via flow cytometry 

The changes observed in the kinome array data was not limited to metabolism. 

There were also major changes in signaling of immune related peptides (Table 2). 
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Amongst these immune peptides were TNF-alpha and JNK1 activity. The presence of 

TNF-alpha in chickens has been recently confirmed (82) and TNF-alpha signaling 

during Salmonella infection has being validated in other species (107) Therefore, 

TNF-alpha signaling is anticipated in the kinome peptide array results of Salmonella 

infected chicken macrophage like cells. JNK1, which is activated by MAPK activities 

via the TNF alpha receptors was significantly more phosphorylated than control for S. 

Enteritidis at 30 minutes and S. Heidelberg at 2 hours post infection. All in all, the 

kinome peptide array suggests that due to the decrease in phosphorylation of key 

phosphorylation sites and inhibition of cell death inducing factors at 30 minutes post 

S. Heidelberg infections and an increased phosphorylation and activation of these 

factors in 30 minutes post S. Enteritidis infections, S. Enteritidis infection induced 

increased cell death compared to S. Heidelberg at 30 minutes post infection.  

To validate these results, flow cytometry was carried out on HD11 cells at 30 

minutes post infection with S. Enteritidis or S. Heidelberg using a dead cell apoptosis 

kit that contained FITC annexin V and PI as cell markers (96). Annexin V is a protein 

that binds phospholipids (96, 109). In flow cytometry, annexin is used for its high 

affinity with phosphatidylserine, a phospholipid found on the outer membrane of the 

cell during apoptosis (109). PI is a dye that binds to nucleic acids within a cell (108, 

110). However, PI is not membrane permeable therefore, it should not stain live cells 

(109,110). Using De Novo Software (111), the flow cytometry data was gated to 

exclude debris and analyzed for dead and live cell populations. As expected, the flow 
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cytometry data showed an increased number of dead cells due to apoptosis in S. 

Enteritidis compared S. Heidelberg (Figure 17, Table 9).  

The kinome data indicated a decrease in signaling via apoptotic peptides at 30 

minutes post S. Heidelberg infection and an increase in S. Enteritidis 30 minutes post 

infection, and the flow cytometry supported these results by showing more cell death 

via dual (PI and annexin V) staining in S. Enteritidis at 30 minutes post infection 

compared to S. Heidelberg. In the flow cytometry results we did not observe annexin 

V stained cells that were not positive for PI. One possible reasons for this is that: 

Macrophages are known to phagocytose other macrophages, because HD11 are 

macrophages, they are capable of such. According to Bendall, L. J. and Green, D. R., 

when macrophages phagocytose other macrophages during early apoptosis, they 

cannot be detected by annexin V (109). This would explain the low/absence of 

apoptotic population (annexin V stain only). Despite the variable described above, we 

do see an increase in annexin V and PI binding in S. Enteritidis as compared to S 

Heidelberg at 30 minutes, in agreement with the peptide array kinome data. 

Table 9: Average percentage of live cells compared to apoptotic/dead cells in a S. 
Enteritidis or S. Heidelberg infection at 30 minutes post infection. 

 Live cells 
Dead/apoptotic 
cell population  

S. Enteritidis  58.64% 38.69% 
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S. Heidelberg 80.44% 17.18% 

5.3 The metabolic states of HD11 cells during Salmonella infection  

Based on the changes in the phosphorylation states of glycolytic proteins (e.g 

PhK, HK, PFK1 and PFK2) Seahorse Xfp metabolic flux assays were performed to 

determine the metabolic effect of the two strains of Salmonella on HD11 macrophages 

by measuring the OCR and ECAR. Initially, a seahorse flux assay was performed on 

infected HD11 cells treated with gentamicin. This experiment was used as a baseline 

to determine noticeable immunometabolic differences between S. Enteritidis and S. 

Heidelberg infected cells, and between infected and control cells (Figure 6). The 

results showed that there were metabolic difference between S. Enteritidis and S. 

Heidelberg infected cells throughout the two-hour experiment. There were also 

significant differences between control cells and cells infected with S. Enteritidis or S. 

Heidelberg.  

Based on this initial experiment, subsequent seahorse metabolic flux assays 

without gentamicin were performed to compare the metabolism of infected and 

controls cells at 30 minutes and 2 hours post infection. Comparing the metabolic states 

of the cells without gentamicin was important because it revealed the metabolic 

changes that occurred in HD11 cells during invasion at 30 minutes and 2 hours post 

infection to compliment the kinome peptide array data. Although the metabolic assay 

measures both ECAR and OCR, the majority of the analyses for this project focus on 
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ECAR measurements. Partly because OCR measure oxygen consumption due to 

oxidative phosphorylation; pyruvate and glutamine are substrates that promote 

oxidative phosphorylation. Therefore, cells are likely to consume more oxygen due to 

the presence of those substrates in the media. ECAR is the amount of hydrogen ions in 

the media due to the process of glycolysis (66), therefore, ECAR measurements 

represent glucose metabolism in the cell. Many studies have reported that increased 

glucose metabolism in the cell is indicative of stress and inflammation (51-54). 

Immunologists have also developed a system of distinguishing pro-inflammatory 

macrophages from anti-inflammatory macrophages (67, 68). Pro-inflammatory 

macrophages are identified as M1 macrophages and increased glucose metabolism is a 

key characteristic of these cells (54). Therefore, comparing the ECAR measurements 

of infected cells and to control is important to provide a better understanding of 

macrophage polarization and the immunometabolic effects of S. Enteritidis and S. 

Heidelberg in vitro.  

After ANOVA and Tukey Kramer analyses, the results showed that S. 

Enteritidis infected cells at 30 minutes had an ECAR of 15.365 mpH/min with a 

dramatic decrease to 3.5 mpH/min at 2 hours (Figure 7). S. Enteritidis infected cells’ 

ECAR at 30 minutes was significantly higher than ECAR at 2 hours meaning there 

was a significant decrease in glucose metabolism from 30 minutes to 2 hours (p-value 

of 0.01 Figure 7). These results were in agreement with the kinome peptide array data 

at 30 minutes, which indicated phosphorylation of AMPK, PhK and PFK 1 & 2, 
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further supporting that S. Enteritidis 30 minutes post infection increases glycolytic 

activity in HD11 macrophages.  

On the other hand, S. Heidelberg infected cells ECAR at 30 minutes was -4.41 

mpH/min with an increase to 4.31 mpH/min at 2 hours (Figure 8).  The low ECAR 

readings at 30 minutes post S. Heidelberg infection agrees with the kinome peptide 

array data that showed a deactivation of PFK1 and the absence of PFK2 during S. 

Heidelberg infections (30 minutes post infection). However, the Tukey Kramer tests 

did not show a significant difference between S. Heidelberg 30 minutes post infection 

and S. Heidelberg 2 hours post infection. This, in conjunction with the kinome peptide 

array results, agree with the occurrence of glycolysis at 30 minutes post S. Heidelberg 

infection (without the activity of PFK1 and PFK2) is less than S. Heidelberg at 2 hours 

post infection (with the activity of PFK1 and PFK2). 

Upon the comparison of S. Enteritidis and S. Heidelberg infected cells at both 

time points, the results showed that ECAR for S. Enteritidis at 30 minutes was 

significantly higher than S. Heidelberg at 30 minutes with a p-value less than 0.0001. 

Meanwhile, at 2 hours there was no statistical significant difference between control 

and infected cells or infected cells compared to each other (Figure 9). This is 

consistent with the activity of PFK1 and PFK2 as seen in the peptide array results. 

ECAR reading were statistically significant for S. Heidelberg at 30 minutes post 

infection compared to control with a p-value of 0.0387. S. Enteritidis at 30 minutes 

compared to control had a p-value of 0.0604. These results imply that there are 
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statistically significant differences between infected cells and uninfected cells at 30 

minutes post infection at an alpha of 0.07. All infections at 2 hours were not 

statistically significant from control.  

 It is important to note that OCR measurements for both S. Enteritidis and S. 

Heidelberg remained fairly consistent between the 30 minute and 2 hour time points. 

Interestingly, the control showed a significant decrease OCR during the 30 minute and 

2 hour time points (Figure 10). The increase in OCR of infected cells compared to 

control was possibly due to the production of ROS. There were also many changes in 

oxidative stress regulators including Sirt1, NFkB, PGC 1alpha, CREB, NADPH 

oxidase and more seen in the kinome peptide array data. However, more metabolic 

experiments are required to conclude that Salmonella induces oxidative stress in host 

cells. 

Based on the difference in the ECAR measurements observed between S. 

Enteritidis and S. Heidelberg infected cells at the two time points and their 

synchronicity with glycolytic proteins found in the AMPK-mTOR signaling cascade, 

analysis of other proteins in this cascade was imperative for further determination of 

how these two strains of bacteria affect immunometabolism. The kinome peptide array 

results showed a decrease in mTOR activation at site S2448 at 30 minutes post 

infection and an increase in mTOR activity at site S2448 at 2 hours post infection. 

Also, because of mTOR’s role in the regulation of immune functions and metabolism, 

mTOR was chosen as a protein of interest. mTOR is a regulator of cellular growth, 



 86

survival and metabolism by sensing amino acids and ATP availability (69). mTOR is a 

serine/threonine kinase that phosphorylates S6K and EIF4EBP1 to promote protein 

synthesis and cell growth (69,70). Research suggests that Salmonella infections alter 

the activities of mTOR complex 1(70). Also, inhibition of mTOR complex leads to 

immunosuppressive effects (71). Therefore, examining the mTOR complex 1 was 

necessary to determine whether the changes in the immunometabolism and 

macrophage polarization of host cells during Salmonella infections were due to 

manipulation of mTOR functions.  

To understand the role of mTOR in Salmonella infections, cells were treated 

with the mTOR activator MHY1485 and the mTOR inhibitor rapamycin. MHY1485 is 

a cell permeable chemical compound derived from triazine (72). MHY1485 is known 

to have inhibitory effects on autophagy in rat liver cells by reducing fusion of 

autophagosomes to lysosomes (73, 129)). More interestingly, by some unknown 

mechanism MHY1485 has been shown to increase cellular levels of phosphorylated 

mTOR serine 2448 (73).  In opposition to MHY1485, rapamycin is a drug known to 

inhibit mTOR activity (74). Although rapamycin actions on mTOR is not fully 

understood, it is known to have immunosuppressive effects on T-cell activation and 

cytokine production in vitro (71, 74, 75). These treatments were used to monitor the 

metabolic effects of activating or inhibiting mTOR during an infection. Before 

performing seahorse metabolic flux assays, positive controls experiments were used to 

test the activity of both MHY1485 and rapamycin as seen in the results. The kinome 
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peptide array confirmed the deactivation of mTOR as there was a decrease in the 

phosphorylation of mTOR and an increase in the phosphorylation of the mTOR 

inhibitor TSC1/2 (Figure 11). The MHY1485 treatment significantly increased cell 

growth compared to control and rapamycin treatment (Figure 12).  

Upon analysis of the metabolic assays with mTOR targeted treatments, no 

significant difference was found between groups (Figure 13). One conclusion from 

these results is that the mechanism by which mTOR signaling is altered by Salmonella 

is not dependent on glycolysis or energy metabolism measured by the seahorse. This is 

because mTOR does not directly affect glucose metabolism and the proteins 

downstream of mTOR are not effectors or regulators of glycolysis. Also, glycolysis is 

an energy generating process that affects AMPK and AMPK regulates mTOR. 

However, mTOR does not regulate glycolysis or AMPK activity, therefore switching 

mTOR on or off will have no effect on glycolysis but the activation of AMPK by 

reduced glycolysis might affect mTOR’s status. 

5.4 The gentamicin protection assays are reflective of the inflammatory 

profile of HD11 during Salmonella infections.  

The gentamicin protection assays showed a significant difference between the 

invasiveness of HD11 macrophages by S. Enteritidis and S. Heidelberg at 30 minutes 

post infection. At 2 hours post infection, S. Enteritidis plate counts were higher than S. 

Heidelberg with a p-value of 0.053. The high number of intracellular S. Enteritidis in 
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HD11 macrophages highlights its ability to invade and form a suitable niche in the 

host. S. Enteritidis invades cells causing a change to the M1 profile, this induces the 

proinflammatory response (51). The ability of S. Enteritidis to invade more host cells 

then increases due to this increase in proinflammation. This increased inflammation 

can ultimately lead to cell death and rupture, enabling the bacteria to invade 

neighboring healthy cells. Although apoptosis is a naturally occurring non-

inflammatory process carried out in a cell, it is also a mechanism to clear out infected 

cells. However, Salmonella uses this to its advantage. When apoptotic bodies form 

from infected cells, those bodies contain vacuoles of Salmonella, those bodies are 

ingested by phagocytic cells resulting in the infection of those phagocytic cells (37, 

50). Thus induction of apoptosis early on will enable S. Enteritidis to carry out such a 

process for better invasion, hence, its known prevalence and invasiveness in farm 

animals. Salmonella also induces inflammatory cell death (98), this is evident in the S. 

Enteritidis 30 minutes kinome peptide array data via the phosphorylation of the 

pyroptosis marker, caspase-1.  

 The colony plate count for S. Heidelberg remained low throughout both time 

points, yet S. Heidelberg is still capable of inducing extreme changes in the immune 

and metabolic signaling of host cells. This implies that S. Heidelberg does not require 

a vast number of bacteria to survive and create a suitable niche in host cells. Thus, 

may explain its high isolation rates in farm animals. 
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To determine whether inhibition or activation of mTOR would increase or 

decrease Salmonella invasiveness respectively, HD11 cells were treated with 100 

g/mL of rapamycin or 2 µM of MHY1485 before infection. Based on the results of the 

treatment groups of the gentamicin protection assay, there is no difference in 

invasiveness of HD11 macrophages by S. Enteritidis or S. Heidelberg at 30 minutes or 

2 hours post infections (Figure 14, 15). Although MHY1485 showed a decrease in S. 

Enteritidis count at 2 hours and rapamycin showed an increase in S. Enteritidis count 

at 2 hours, statistical analysis showed no significant difference between the groups and 

S. Enteritidis infections alone therefore the hypothesis that inhibition of mTOR 

potentiates S. Enteritidis infections cannot be accepted.  

Moreover, a study done by Schmutz et al. in Hela human epithelial cell lines 

showed that rapamycin did not increase the invasiveness of the bacteria Shigella 

flexneri (83). However, the study by Schmutz et al. did show a decrease in S6K 

activity due to rapamycin treatment. S6K is a kinase that when activated can suppress 

pro apoptotic proteins and promote cell survival. The results of the 30 minutes post 

infection gentamicin protection assay show that  Salmonella had successfully invaded 

and established a niche in host cells, therefore its goal at 2 hours post infection was to 

invade neighboring cells. In order to do this, the bacteria induces death of the occupied 

host cells. Treatment with rapamycin decreases the activity of cell survival promoter 

S6K and its downstream substrates. Thus, Salmonella can trigger the induction of 
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apoptosis via the TNF-alpha JNK signaling cascade without much resistance, hence 

invading more cells.   

5.5 Presence of mTOR S2448 in Salmonella Infected HD11 Cells 

A western blot of mTOR at site S2448 was performed on HD11 cells 30 

minutes post-infection with S. Enteritidis and S. Heidelberg to further validate our 

interpretation of the kinome peptide array results. The 30 minutes post-infection blot 

showed a reduction of phospho mTOR S2448 signal in S. Enteritidis and S. 

Heidelberg infected cells compared to control (Figure 16). Thus, further validating the 

changes in the state of phosphospecific peptides as denoted by the peptide array.  

Although the infections alone compared to control were more consistent with 

the kinome peptide array data than the 30 minutes post infection with treatments. The 

western blot also included treatment of infected and uninfected HD11 cells with 

rapamycin and MHY1485. The results for the 30 minutes post infection Western blot 

showed a small increase in band size of MHY1485 treated HD11 cells compared to 

rapamycin. However, the bands from cells treated with rapamycin before infection 

were slightly more intense than infection alone. This could be due to the differences in 

technique specificity. Western blots can be used as a qualitative assay that measures 

the presence, absence or abundance of the proteins of interest, the kinome peptide 

array measures the activity of different kinases within a biological sample; not the 

presence or absence of proteins. Studies have also reported that the Salmonella type 3 

secretion system can co-regulate certain host pathways via kinase activities including 
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those involved in the signal transduction of pro and anti-apoptotic proteins including 

mTOR (83). Thus, the discrepancies seen in the western blot could be the result of 

long term effects of treatments on bacteria kinase activity on mTOR.   
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Chapter 6 

CONCLUSION 

Salmonella exploits hosts innate immune responses for its benefit and survival, 

i.e. the mechanisms hosts employ to limit the spread of bacteria are used by 

Salmonella to increase its replication and infection (40). For example, apoptosis is a 

mechanism used by the innate immune system to rid itself of infected cells; however, 

Salmonella can survive after apoptosis and uses that opportunity to invade other 

surrounding cells (40). Understanding the mechanisms by which different serovars of 

Salmonella invade and establish an infection in host cells is crucial in identifying a 

target for the treatment and prevention of Salmonella infections. According to the 

kinome peptide array analysis, S. Enteritidis and S. Heidelberg induce differential 

changes in kinase activities in metabolic and immune related peptides. The AMPK-

mTOR signaling cascade was analyzed because of its significance within the kinome 

dataset and its involvement in the regulation of cells immunometabolic status. The 

kinome peptide array data showed differential changes in phosphorylation of the 

energy sensor AMPK and glycolytic enzymes PFK1 and PFK2. At 30 minutes post S. 

Enteritidis infection, there was a significant increase in AMPK-PFK2 activity, which 

is an indication of increased glycolysis and as seen in the seahorse metabolic flux 

assay, there was an increase in glucose metabolism. High glucose metabolism is an 

indication of pro-inflammation, a characteristic common to M1 macrophages. There 

was a decrease in AMPK-PFK2 activity at 30 minutes post S. Heidelberg infection, 

thus a decrease in glucose metabolism as indicated by the metabolism assay. 
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Interestingly, S. Heidelberg bacteria induced activation of the pentose phosphate 

pathway in infected cells to produce nitric oxide during invasion. To add on, there was 

an increase in the dead cell population in S. Enteritidis infected cells compared to S. 

Heidelberg after 1.5 hours of initial infection. Lastly, the gentamicin protection assay 

followed by plate counts also showed an increase in invasiveness of S. Enteritidis 

compared to S. Heidelberg at 30 minutes and 2 hours post infection. With these results 

we conclude that macrophages have different immunometabolic responses to S. 

Enteritidis and S. Heidelberg. S. Enteritidis induces the classic proinflammatory 

macrophage profile during infection which leads to cell death to enhance its invasion 

of and replication in host cells. While S. Heidelberg avoids the increased induction of 

proinflammatory factors during infection to avoid clearance by the host immune 

system, except the induction of NO which promotes its growth. 

Common to both S. Enteritidis and S. Heidelberg, the metabolic assay showed 

a significant increase in oxygen consumption compared to control. The kinome 

peptide array also showed a similar trend in the activity of fatty acid regulators. 

Another common trend seen between S. Enteritidis and S. Heidelberg at 30 minutes 

and 2 hours post infection is the activity of mTORC1 site S2448 per the kinome 

peptide array analysis and Western blot analysis. This indicated an essential role for 

mTORC1 in Salmonella invasion and infection of host cells. However, plate counts 

and the metabolic flux data showed no significant change in macrophage response to 

Salmonella infections after inhibition or activation of mTOR. Per these validation 
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assays, direct targeting of mTOR does not ameliorate Salmonella infections. Thus, we 

conclude that the changes seen in mTOR phosphorylation are an effect of bacteria 

activity but not a target for the treatment or clearance of Salmonella infections. 

Overall, this research demonstrates the difference between the invasiveness 

and persistence of S. Enteritidis and S. Heidelberg. That is, the immunometabolic 

responses that S. Enteritidis exploits in host for increased invasion only presents short 

term benefits to the bacteria. While the host delayed immunometabolic response to S. 

Heidelberg at the cost of decreased invasiveness poses long term benefits to the 

bacteria because this increases its persistence. The tradeoff for S. Enteritidis increasing 

its invasiveness is the increased immune response produced by the host to clear the 

infection, hence the decrease in S. Enteritidis prevalence. The persistence of S. 

Heidelberg infection is evident in the increasing isolation and prevalence of the 

bacteria in poultry over S. Enteritidis in the past decade. This project reveals the 

difficulty associated with the efficient treatment of Salmonellla infections because the 

different serovars of Salmonella induce different immunometabolic responses in host 

therefore, an immune or metabolic target for the treatment of one serovar may benefit 

another serovar. Lastly, this supports the theory that although chickens do not show 

any physical symptoms to Salmonella infections, their immune systems respond to 

Salmonella invasion to clear the pathogen. As seen in this study, HD11 chicken 

macrophage like cells can fight off S. Enteritidis infections better than S. Heidelberg. 

Thus, the persistence of S. Heidelberg poses a greater risk to poultry producers and 

public health as it is more likely to reach consumers than S. Enteritidis.  
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Chapter 7 

FUTURE DIRECTIONS 

Now that we have validated the changes in the immunometabolic response of 

cells to Salmonella infections, a number of experiments can be carried out to further 

examine the effects of S. Enteritidis and S. Heidelberg infections on the AMPK-

mTORC1 signaling cascade. Since we were unsuccessful in showing that the direct 

inhibition or activation mTORC1 affects the invasiveness of Salmonella, using an 

upstream target of the AMPK-mTORc1 cascade will confirm the significance of this 

pathway in host cells immunometabolic response. That is, treating infected and 

uninfected cells with the AMPK activator metformin which would lead to the 

downstream inhibition of mTOR. A gentamicin protection assay and flow cytometry 

will reveal if mTOR inhibition would increase Salmonella invasiveness and cell death.  

Another future experiment for the full understanding of the effects of Salmonella 

infections over a longer period of time will be to validate the 6 hour kinome peptide 

array data with the methods used to validate the 30 minutes and 2 hours post infection 

kinome peptide array data. 

To understand the extent to which Salmonella induces these effects in host 

cells, the design and objectives of this study should be applied to a study carried out in 

human macrophages. Thus, an understanding of how Salmonella affects the 

immunometabolic responses of human macrophages in vitro at different times of 

infection.  
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Appendix 

CHANGES IN IMMUNOMETABOLIC PEPTIDES AT THE DIFFERENT 
SITES ESSENTIAL TO THIS STUDY 

PROTEIN/
PEPTIDE 

Human 
Uniprot 
number 

Human 
site 

Phosphorylated Dephosphorylated Site function Chicken 
site 

Chicken 
Uniprot 
number 

4EBP1 Q13541 T37 SE30 SE2, SH6 inhibitory site T38 E1C115 

4EBP1 Q13541 T46   SH30, SE2, SH2 inhibitory site T47 E1C115 

4EBP1 Q13541 S65   SH30, SE2, SH2 inhibitory site S66 E1C115 

ACC1 Q13085 S1263 SE30,SH30, SH6   ?? S1263 F1NWT0 

ACC1 Q13085 S80 SE6,SH6, SE30 SE2, SH2 ?? S80 F1NWT0 

ACC1 Q13085 Y1370 SH30, SE2 SE6   Y1347 P11029 

ACC2 O00763 Y1560 SE30,SH30,SE2,
SH2, SE6 

    Y1388 F1P1B5 

ACC2 O00763 Y1489 SE6 SE2   Y1317 F1P1B5 

AKT P31749 T308   SH30,SE30, SE6 active site T74 F1NQI8 

AKT P31749 T479 SH30, SE30, 
SH6 

SH2   T245 F1NQI8 

AKT Q9Y243 S476 SE6,SH6 SE2   S476 F1NRC8 

AKT Q9Y243 T305 SE6,SH6, SE30     T305 F1NRC8 

AMPK O43741 S108   SE6,SH6, SH30, 
SH2, 

  S110 F1NV45 

AMPK O43741 S184 SH2, SE6     S186 F1NV45 

AMPK P54646 S377 SE30, SH2     S389 F1NLY6 

AMPK Q13131 T183 SE30, SH30,   active site T185 F1NLY6 

AMPK Q13131 S172 SE6 SE30, SH2   S174 F1NLY6 

AMPK Q13131 S496 SH30, SH2, SH6 inhibitory site S496 E1C811 

AMPK Q9UGJ0 T165   SE30,SH30, SH6   T160 F1NXL4 

AMPK Q9y478 S182 SH2, SH30, 
SE30, SH6, SE6, 

SE2,   S111 Q27IP4 

AMPK Q9y478 S108   SE2, SE6, active site S185 Q27IP4 

AMPK-
related 
protein 
kinase 5 

O60285 T211 SE2 SE30,SH30, 
SE6,SH6 

active site T204 F1P356 

AMPK-
related 
protein 
kinase 5 

O60285 S600 SE6,SH6   active site S593 F1P356 

CAMKK-B Q96RR4 S511 SE30,SH30,SH2,
SE6 

  phospho-site S483 F1P326 

Caspase-3 P42574 S150   SE30, SH30, 
SE6,SH6 

inhibitory site S158 O93417 

CBL P22681 Y774 SH2,SE6   phospho-site Y636 F1NXW5 

CBL P22681 Y700   SE2 phospho-site Y725 F1NXW5 

CPT1 P50416 Y165 SH6,     Y166 E1BVX6 
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CREB P15336 S69   SE2 active site S72 G1K321 

CREB P16220 S133 SE30,SH30 SE2, SE6, active site S119 E1BSK3 

CRK2 P46108 Y251 SE2,SH2   active site Y252 Q04929 

CRK2 P46108 Y221   SE6,SH6, SH2 ?? Y222 Q04929 

CRK2 P46108 Y239 SH30,SE2 SE6   Y240 Q04929 

CRK2 P46109 Y207   SE30,SE6 inhibitory site Y184 F1P241 

CRK2 P46109 Y251   SE2 ?? Y228 F1P241 

CRK2 Q9NYV4 Y892   SE2,SH2, SH30,   Y602 F1NBD9 

CYCLIN D1 P06493 T14   SE6, Inhibitory site T14 F1NBD7 

CYCLIN D1 P24385 T286 SE30, SH30, 
SE6,SH2 

  ?? T283 F1NS84 

EEF2K O00418 s78 SE30,SH30, 
SE6, SH6 

  ?????? S78 E1C172 

EEF2K O00418 S398 SE6,SH6     S398 E1C172 

EEF2K O00418 S366 SE6,SH6, SE30     S366 E1C172 

ERK P28482 T185   SE2,SH2,SE6,SH6, 
SH30 

active site T146 F1P066 

ERK P31152 S186   SE2,SH2,SE6,SH6 ?? S189 E1BRA1 

ERK Q16659 T698 SE6,SH6   ?? T698 Q5F3W3 

GRB P62993 Y209   SE2,SE6 ?? Y209 A3R0S3 

GRB Q13322 S476   SE2 inhibitory site S476 F1NQ03 

GSK P49840 T338 SE6,SH6     T245 F1NPL8 

GSK P49840 S278   SE6   S185 F1NPL8 

GSK P49841 Y216 SH30,SE2 SE30,SE6 active site Y186 F1NPL8 

GSK P49841 S219   SE6,SH6, SH30   S189 F1NPL8 

GSK P49841 S389 SE6,SH6, SH2     S359 F1NPL8 

HK P19367 S298   SE30,SH30,SE2,SH
2 

  S299 F1NEF0 

HK P19367 S827 SH30 SE6,SH6, SH2   S828 F1NEF0 

HK P19367 T821 SE6,SH6,SH2     T822 F1NEF0 

HK P52789 Y301 SH2, 
SH30,SE30, 
SE6,SH6 

SE2   Y304 H9L325 

HK P52789 T762   SE2,SH2   T763 F1NEF0 

HK P52789 Y461 SH30 SE6,SH6   Y462 F1NEF0 

HK Q2TB90 S772   SE6,SH6,SE30   S773 E1BRU7 

HUR Q15717 S221 SH2, SE6 SE2 ?? S221 F1N9I5 

HUR Q15717 S158   SE2,SH2 ?? S158 F1N9I5 

Inhibitor of 
NFkB 
inhibitor 

O15111 S180 SH30 SH2 active site S194 F1NLD4 
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Inhibitor of 
NFkB 
inhibitor 

O15111 T23 SE30 SE2 active site T37 F1NLD4 

iNOS P35228 Y151   SH30, SH2, SE2, 
SE6, SH6 

inhibitory site Y148 F1N867 

IRS P35568 Y896 SH30, SE30, 
SH6,SE6, 

SE2 ?? Y409 F1P2R4 

IRS P35568 S616   SE30 inhibitory site T175 F1P2R4 

IRS Q9UQB8 T340   SE2 ?? T340 F1NIJ2 

JNK P45983 T183 SE30, SH2   active site T183 E1C8C6 

LAMP3 Q9UQV4 T268   SE2,SH2   T76 E1BU34 

LKB1 Q15831 T185 SH30, SH6 SE30, SE6 active site T187 F1NG57 

LKB1 Q15831 T363   SE30, SH30, SE2, 
SH6 

active site T367 F1NG57 

MEK P36507 S222   SE6,SH6,SH30 active site S220 F1NYZ2 

MEK P36507 S306 SH30,SH2,SE6     S304 F1NYZ2 

MEK P45985 T261   SE6,SH6 active site T228 F1P3T1 

MEK P45985 S80   SE6,SH6,SH2 inhibitory site S47 F1P3T1 

MEK P46734 S218   SE2,SH2 active site S217 F1NMX4 

MEK P53349 T1381 SE2,SH2     T1236 F1N938 

MEK Q02750 S298 SE2,SH2, 
SE6,SH6 

  ?? S300 Q5ZIF0 

MEK Q02750 S222   SE2,SH2, SH30, 
SE6 

active site S224 F1NYZ2 

MEK Q13163 T315   SE2, SH2, SE6,SH6 active site T238 F1NU31 

MEK Q13163 S137   SH30   S60 F1NU31 

MEK Q13163 S311   SE6 active site S234 F1NU31 

MEK Q13233 S292   SE6,SH6   S133 F1N938 

MEK Q99683 T838   SH2,SH30 active site T693 F1NYS9 

MEK Q99759 S526 SE2,SH2 SE6 active site S526 F1NLB9 

MEK Q99759 T294 SH30   ?? T294 F1NLB9 

MNK Q9BUB5 T385 SE6,SH6, 
SE30,SH2 

    T344 F1N9J6 

MNK Q9BUB5 T255   SH30,SH2 active site T199 F1NXQ3 

MTOR P42345 S2448 SE2,SH2, 
SE6,SH6 

  active site S2387 F1NUX4 

MTOR P42345 S2441 SE6, SH6 SE2,SH2   T2350 F1NUX4 

MTOR P42345 S2446 SE6,SH6 SH2   S2352 F1NUX4 

MTOR Q8N122 T706 SE6 SE2,SH2   S864 E1C1B6 

MTOR Q8N122 S863 SE6,SH6, SE30 SE2,SH2 active site T707 E1C1B6 

MTOR Q8N122 S877   SH30   S878 E1C1B6 

NADPH ox 
activator 2 

P19878 T233 SE30 SE2, SH2   T222 F1NIH3 

NAPDH ox 
activator 

P14598 S370 SE6 SH30, SE2, SH2 active site S371 E1BSX6 
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NFkB 
inhibitor 

P25963 Y42 SH30 SE2 active site Y46 F1N8J4 

NFkB-p100 Q00653 S866 SE30 SE2 ?? S871 P98150 

NFkB-p105 P19838 S932 SH30 SE2 ?? S946 F1NBF4 

NFkB-p105 P19838 S337 SE30, SH30 SE2, SH2, SH6 ?? S345 F1NBF4 

PDK O15530 S241 SE6,SH6, SE30 SE2,SH2 active site S245 E1BSA6 

PDK O15530 Y376 SE6,SH6, SE30, 
SH2 

  active site Y380 E1BSA6 

PFK-1 P17858 Y674 SE2,SH2     Y664 F1NW16 

PFK-1 P17858 S775   SE2, SE6,   S765 F1NW16 

PFK-1 P70266 S33   SE6   S31 Q91348 

PFK-1 Q01813 S386 SE2,SH2, SE30, SH30, 
SE6,SH6 

  S386 F1NHI9 

PFK-1 Q01813 Y651 SE2,SH2,     Y651 F1NHI9 

PFK-1 Q01813 T211 SE30 SE2,SH2, SE6,SH6   T192 F1NW16 

PFK-2 O60825 Y366 SE2,SH2, 
SE6,SH6, SE30 

    Y364 E1BXR3 

PFK-2 Q16875 S461 SE2,SH2, SE30,     S462 E1BUK2 

PGC-1 Q9UBK2 T299 SE30,SH30,SE6,
SH6, SH2 

  ?? T297 F1NHI0 

PGC-1 Q9UBK2 T266 SE6,SH6,SH30   ?? S264 F1NHI0 

PGC-1 Q9UBK2 T263 SE6 SH30,SE2 ?? T261 F1NHI0 

PHK P46020 Y549 SH30,SE6 SE30   Y549 E1BQZ7 

PHK Q16816 Y338   SE2,SH2, SE6, SH6   Y337 F1P5T2 

PHK Q93100 S701 SH2, SE30, SE2   S694 Q5ZME3 

PI3K O00329 S1039   SE2,SH2, SE6,SH6, 
SH30 

inhibitory site S1041 F1NHX1 

PI3K O00459 Y605 SE30,SH30,SH2     Y609 E1C2C5 

PI3K O00459 S365   SE30, SE6   Y369 E1C2C5 

PI3K P27986 Y556 SE6,SH6 SE2,SH2, SE30 active site Y556 E1C8M4 

PI3K P27986 Y608 SE6   active site S608 E1C8M4 

PI3K P42338 Y425 SE30, SH30, 
SE6,SH6, SH2 

    Y420 Q5F4A2 

PI3K P42338 Y962   SE2, SH2, SE30, 
SE6 

  Y958 Q5F4A2 

PI3K P42338 S1070 SE2 SE6, SH6, SH30   S1066 Q5F4A2 

PI3K P48736 T1024   SE30, SH30, SE6, 
SH6, SE2 

  T1027 E1C093 

PI3K P48736 T607   SE30, SH30, SE2, 
SH2, SE6, SH6 

  T610 E1C093 

PI3K P48736 S582 SE2 SE6, SH6   S585 E1C093 

PKA P17612 T198 SH30, SE2 SE30,SE6, SH6 active site T245 E1BRS0 

PKA P17612 S140 SE2,SH2,SH30 SE6,SH6   S187 E1BRS0 

PP2A P67775 Y307 SE2,SH2, SE6,SH6 inhibitory site Y307 Q5ZM47 

PP2A Q14738 S60 SE30, SE2, SH30, SH6 ?? S17 F1P090 
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PP2A Q14738 S75   SE30, SH30, SE6, 
SH6 

?? S32 F1P090 

PP2A Q14738 S573 SH6,   ?? S551 E1BRG5 

PPAR-
GAMA 

P37231 S112 SE2,SH2   ?? S82 Q9I878 

PTP1B P18031 Y152   SH2,SE6 ?? Y79 E1BWI7 

PYG P06737 S15 SH2 SE2,SE6,SH6   S15 F1NAD9 

PYG P06737 Y733   SE30,SH30,SE6,SH
6, SH2 

  Y732 F1NAD9 

PYG P06737 Y75 SE2,SH2 SE30, SE6   Y75 E1BSN7 

PYG P11217 Y186 SH2     Y187 E1BSN7 

Pyk2 Q13489 T254 SE2,SH2,SE6,S
H6 

    T115 F1NPV2 

Pyk2 Q14289 Y402 SE6,SH6     Y405 E1BTC3 

Pyk2 Q14289 Y580   SE6,SH6   Y584 E1BTC3 

Pyk2 Q14289 Y881 SH30     Y846 E1BTC3 

RAB P20338 S199 SE30, SH2     S199 E1C8H0 

RAB P61106 Y14   SE30, SE2, SE6   Y14 Q5ZKU5 

RAB P62491 T136 SE30, SH2     T136 Q5F3R8 

RAF P04049 S259 SE30,SH30, SE6   inhibitory site S259 P05625 

RAF P04049 S43   SH30,SE2,SE6 inhibitory site S43 P05625 

RAF P04049 S338 SH30,SE2   active site S338 P05625 

RAF P15056 S729   SE2,SH2, SE6 active site S723 F1P1L9 

RAF P15056 S365   SE2,SH2, SH6 inhibitory site S328 F1NJV6 

RAF P15056 S446   SE6,SH6 active site S449 F1NJV6 

RAS P01112 T35 SH2   ?? T35 E1BTS2 

RAS P51149 Y183 SH2   ?? Y183 E1C0F3 

RSK O75582 S360   SE30,SH30, SE6 active site S350 Q5F3L1 

RSK O75582 S376   SH6,SE6 active site S366 Q5F3L1 

RSK O75582 T581   SE6,SH6, SE30 ?? T571 Q5F3L1 

RSK P51812 Y707 SE6,SH6     Y664 F1NLJ3 

RSK P51812 S369 SE6,SH6 SE30 active site S326 F1NLJ3 

RSK Q15418 S380 SE6 SE30,SH30   S398 E1C554 

RSK Q15418 S221 SE6,SH6     S239 E1C554 

RSK Q15418 S363 SE6   active site S381 E1C554 

S6K P23443 S447 SE6, SH6, SE30, SE2 active site S424 F1P4J0 

S6K P23443 T444 SE2 SE30, SH30, SE6 active site T421 F1P4J0 

S6K P23443 T412 SH2 SE6, SH6 active site T389 F1P4J0 

SHC P29353 Y427 SH6   ?? Y262 E1BSC1 

SHC Q92529 Y342 SH2 SE30   Y343 E1C4D4 
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SIRT1 Q96EB6 T530   SE30,SH30,SE6,SH
6 

active site T388 F1N886 

SIRT1 Q96EB6 S661 SE6,SH6, SE30,     S519 F1N886 

SIRT1 Q96EB6 S27 SH2, SE6   active site S53 Q5F3H4 

SOCS O14543 Y221   SE6,SH6,SE30,SH2 ?? Y205 F1NBA9 

SOCS O14543 Y204 SE6   ?? Y188 F1NBA9 

SOS Q07889 S1193 SE2,SH2, 
SE6,SH6 

  ?? S1178 F1NMA4 

SOS Q07889 S1167 SE30,SH2   ?? S1152 F1NMA4 

SREBP1 P36956 S338 SE30,SH30, 
SH6,SE6 

SE2,SH2 ?? S114 F1NFU5 

TAK-1 Q8N5C8 S60   SE30, SH30,SE2   S60 E1BU29 

TAK-1 Q8N5C8 T404   SE30,SH30,SE2 ?? T403 E1BU29 

TGF-B P36897 T200   SH30 active site T200 Q06900 

TNFRSF19 Q9NS68 Y122   SH2   Y121 F1P173 

TRAF2 Q12933 S11 SE6   ?? S11 E1BTY1 

TRAF2 and 
NCK 

Q9UKE5 S764 SE6,SH6   ?? V730 F1P3F8 

TRAF2 and 
NCK 

Q9UKE5 S678 SH30     S644 F1P3F8 

TRAF6 Q9Y4K3 Y353 SE2,SH2     Y379 E1C626 

TRAF7 Q6Q0C0 S88 SE6,SH6 SE2,SH2   S88 F1NEH1 

TSC2 P49815 S1418 SE30,SE6     S1374 F1P0G2 

TSC2 P49815 S939 SH30, SH6   inhibitory site S941 F1P0G2 

TSC2 P49815 T1462 SE6   inhibitory site T1423 F1P0G2 

Sites whose only known functions are molecular regulation or phosphorylation are 

illustrated as ?? 

 


