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Abstract: Cellular response to a stimulus is often triggered by accumulation of an appropriate
gene product up to a critical threshold. How cells regulate gene expression to achieve precision
in timing of such responses is a question of interest. Earlier work has shown that for a stable
gene product, a constant rate of accumulation provides minimum noise in the time of response,
provided that initial gene product distribution is degenerate. Here, we show that this strategy is
no longer optimal if the initial gene product level is drawn from a non-degenerate distribution.
We also discuss biological relevance of this finding.

1. INTRODUCTION

Robust cellular function requires generating appropriate
response to both internal and external stimuli (Kussell
and Leibler, 2005; Perkins and Swain, 2009). An essen-
tial ingredient of the cellular response is to accumulate
a regulatory gene product upto its required critical level.
Such a mechanism is used for deferring decision making
until sufficient evidence is gathered, or for coordinating
various biological processes (Levine et al., 2012; Levine
and Elowitz, 2014; Winfree, 2001; Rensing et al., 2001;
Rappaport et al., 2005; Qian et al., 2019). Numerous exam-
ples of such mechanisms appear, with varying themes, in
cell-fate decisions, signaling, development, apoptosis, lysis,
etc. (Salz, 2007; Goldschmidt et al., 2015; McAdams and
Arkin, 1997; Gupta et al., 2018; Pedraza and Paulsson,
2007; Nachman et al., 2007; Paek et al., 2016; Collart
et al., 2013; Dennehy and Wang, 2011; White et al., 2011;
Yurkovsky and Nachman, 2013; Chen et al., 2004; Koyama
et al., 2004; Carniol et al., 2004; Piggot and Hilbert, 2004;
Spencer et al., 2009; Roux et al., 2015; Kracikova et al.,
2013).

It is now increasingly appreciated that gene expression
is inherently a stochastic process (Cai and Xie, 2006;
Raser and O’Shea, 2005; Raj and van Oudenaarden, 2008;
Kærn et al., 2005; Corrigan et al., 2016; Dar et al., 2012;
Hinczewski and Thirumalai, 2014). Consequently, the time
at which a noisy gene product attains a critical threshold
is stochastic, as shown by recent single cell experiments
(Dennehy and Wang, 2011; Yurkovsky and Nachman,
2013). How is gene expression regulated to attain temporal
precision, i.e., to implement precise timers, despite the
inherent stochasticity is a question of interest.

To address the question of precise timers, recent works
have modeled the time to attain a threshold as a first-
passage time problem (Murugan and Kreiman, 2011;
Ghusinga and Singh, 2015; Lagomarsino et al., 2016;
Ghusinga et al., 2017; Gupta et al., 2018). In Ghusinga
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et al. (2017), precision in timing was defined as the coef-
ficient of variation around a given a fixed mean time. It
was shown that for a stable gene product, a no feedback
strategy minimizes noise in timing. This result was shown
to be robust to variation in different model parameters
(Ghusinga and Singh, 2017; Ghusinga et al., 2017). More-
over, Ghusinga et al. (2017) showed that for an unstable
gene product, a positive feedback suppressed the noise bet-
ter. Lagomarsino et al. (2016) looked at a slightly different
problem of comparing the coefficient of variation of time
to cross a threshold, provided that gene product reached
a fixed steady-state level. In this case, the timescale of
event determined the optimal feedback strategy. In the
same vein, Gupta et al. (2018) examined the coefficient of
variation if an upstream regulator governed the production
of the gene product of interest and showed that such a
regulation can make the timing more precise.

One assumption these works make is that the gene product
level is deterministically equal to zero at t = 0, which
corresponds to the time when stimulus arrives and initiates
accumulation of the gene product. This assumption may
be violated in some cases. For example, consider a scenario
in which the gene product is repressed, until stimulus
derepresses it to allow its accumulation. However, if the
repression is not perfect, then there may be some leaky
expression, resulting in a non-zero amount of gene product
at t = 0. In this work, we explore whether the no feedback
strategy remains to be the best strategy to minimize noise
in timing around a fixed mean time, if the initial gene
product level is drawn from a non-degenerate distribution.
We show that this is not the case, and the optimal feedback
strategy depends upon the initial distribution.

We begin by summarizing the previous results on first-
passage time calculations and extend them for the case
when initial gene product is drawn from a distribution.
Then, we obtain results on optimal feedback strategy, and
conclude the paper by discussing its biological relevance.
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2. PRELIMINARIES

In this section, we describe a model of gene product accu-
mulation and compute its first-passage time distribution.
The derivations largely follow Ghusinga et al. (2017).

2.1 Setup

Let x(t) denote the level of a regulatory gene product
(protein) at time t (Fig. 1). Depending upon the required
complexity, the time evolution of x(t) may include the dy-
namics of gene (e.g., switching between on and off states),
transcription (mRNA synthesis from a gene), translation
(protein synthesis from an mRNA), mRNA degradation,
and protein degradation Paulsson (2005). For analytical
tractability, here we consider a rather simple case wherein
protein is produced in geometrically distributed bursts.
This model corresponds to the scenario wherein the gene
is constitutively active, and the mRNA half life is much
smaller than that of the protein (Paulsson, 2005; Elgart
et al., 2011; Shahrezaei and Swain, 2008).

The model can be specified by the probabilities of protein
production and degradation events taking place in an
infinitesimal time interval (t, t+ dt) as

Probability (x(t) = i+B|x(t) = i) = kidt, (1)

Probability (x(t) = i− 1|x(t) = i) = iγdt, (2)

Probability(B = i) =
bi

(b+ 1)i+1
, b ≥ 0, i ∈ {0, 1, 2, . . .}.

(3)

Here ki : R+ → R+ represents the protein production
rate when the protein level is x(t) = i and B denotes
the burst size that follows a geometric distribution with
mean b. We take ki to be an increasing function of its
argument if the protein production is regulated via a
positive feedback. Likewise, ki being decreasing function
implements a negative feedback and ki being constant
represents a no feedback mechanism. The parameter γ
denotes the degradation rate of one protein molecule.

2.2 First-passage time

To study a timer implemented by the protein of interest,
we say that an event occurs when x(t) ≥ X for the first
time (Fig. 1). Formally, the triggering time of a timer can
be described as

T := inf{t ≥ 0 : x(t) ≥ X|x(0) < X}. (4)

The probability density function (pdf) of the first-passage
time (FPT), T , is computed by constructing an auxiliary
process that has same probabilities of occurrences as x(t)
in (1)–(3) except that the auxiliary process is absorbed as
soon as the protein count crosses X. Following Ghusinga
et al. (2017), the pdf of T is computed by

fT (t) = U� exp(At)P (0), (5)

where U represents the following X-dimensional vector
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(
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Fig. 1. First-passage time for a gene expression model.
Top: Gne expression model that includes production
and degradation of protein, x(t). The production
is assumed to occur in bursts. Bottom: Timer is
triggered when x(t) reaches a critical level for the first
time. Each protein trajectory represents protein level
over time inside individual cells. The initial protein
level is drawn from a non-degenerate distribution.

and A is an X ×X matrix with elements

aij =




0, j > i+ 1

(i− 1)γ, j = i+ 1

−ki−1
b

b+ 1
− (i− 1)γ, j = i

ki−1
bi−j

(b+ 1)
i−j+1

, j < i

. (7)

Finally, P (0) is an X-dimensional vector representing the
distribution of protein level at t = 0. We can represent
P (0) by

P (0) = [q0 q1 · · · qX−2 qX−1]
�
, (8)

where
∑X−1

i=0 qi = 1 and qi > 0 ∀i ∈ [0, X−1]. In Ghusinga
et al. (2017), we considered a degenerate distribution P (0),
where q0 = 1.

The matrix A satisfies following properties that would be
useful in our analysis.

(1) A is a Hurwitz matrix. That is, it is invertible and
has eigenvalues that have negative real parts.

(2) For γ = 0, A−1 is given by
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. (9)

When a non-bursty production is considered, then
A−1 simplifies to
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. (10)

(3) U�A−1 = −[1 1 . . . 1].

We do not provide proofs for these properties and refer the
interested reader to Ghusinga et al. (2017).

Exploiting the first property above, the probability density
function in (5) can be further used to compute moments
of the first-passage time, T , as

〈Tm〉 = (−1)
m+1

m! U� (
A−1

)m+1
P (0),

m = {0, 1, 2, . . .}. (11)

The properties (2) and (3) of A are useful in simplifying
the computation of moments given by above formula. With
these formulas, we can now compute the optimal feedback
strategy that would minimize the noise in timing around
a fixed mean.

3. OPTIMAL FEEDBACK STRATEGY WHEN
INITIAL PROTEIN LEVEL IS RANDOM

To determine the optimal feedback strategy, we begin by
computing the first two moments of T . To this end, we
utilize the properties (2) and (3) from previous section.

To compute 〈T 〉, we have that

〈T 〉 = U�A−1A−1P (0). (12)

By property (3), we already have U�A−1. Thus, we only
need to compute A−1P (0). Using property (2), we have

〈T 〉 = 1

b

X−1∑
i=0

∑i
l=0 ql
ki

+

X−1∑
i=0

qi
ki
. (13)

If we consider the non-bursty production, we can use the
corresponding A−1 from property (2) and get

〈T 〉 =
X−1∑
i=0

∑i
l=0 ql
ki

. (14)

The second order moment
〈
T 2

〉
can be computed in the

same fashion. In particular, we obtain

〈
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〉
=

2
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+
2

b

X−1∑
i=0
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


X−1∑
j=i

1

kj


+ 2

X−1∑
i=0

qi
k2i

. (15)

The above formula simplifies a bit if we consider non-
bursty production instead

〈
T 2

〉
= 2

X−1∑
i=0

∑i
l=0 ql
ki




X−1∑
j=i

1

kj


 . (16)

As a sanity check, the formulas for first two moments,
both for bursty and non-bursty production, should reduce
to those obtained by Ghusinga et al. (2017) when the
initial protein distribution is considered as x(0) = 0 with
probability one. Indeed, setting q0 = 1 and qi = 0 for i > 0
results in the following moments for the bursty production
case

〈T 〉 = 1

b

X−1∑
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1

ki
+

1

k0
(17)

〈
T 2

〉
=

2
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1

k2i
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2

b

1
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X−1∑
j=0

1

kj
+

2

k20
, (18)

which is consistent with prior results. Likewise, we can
show that the results are consistent with prior results for
the special case of non-bursty production.

Having derived the expressions for the first two moments,
we can now set up the problem of finding optimal feedback
strategy. We set up the optimization problem as

min
k0,k1,...,kX� 1,λ

〈
T 2

〉
+ λ (〈T 〉 − c) , (19)

where c is the given fixed mean time and λ is Lagrange
multiplier (Ghusinga et al., 2017). While it is possible to
numerically solve the problem for both bursty and non-
bursty production, it is easier to study it for the non-bursty
production.

Let us use a shorthand notation wi =
∑i

l=0 ql. Then, we
have that for non-bursty production

d 〈T 〉
dki

= −wi

k2i
(20)

d
〈
T 2

〉
dki

= − 1

k2i




i−1∑
j=0

wj

kj
+

2wi

ki
+ wi

X−1∑
j=i+1

1

kj


 (21)

Using these, the fixed points of the objective function (19)
are computed by setting its derivatives with respect to the
optimization variables k0, . . . , kX−1, λ equal to zero. This
results in
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which is consistent with prior results. Likewise, we can
show that the results are consistent with prior results for
the special case of non-bursty production.

Having derived the expressions for the first two moments,
we can now set up the problem of finding optimal feedback
strategy. We set up the optimization problem as
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k0,k1,...,kX� 1,λ
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where c is the given fixed mean time and λ is Lagrange
multiplier (Ghusinga et al., 2017). While it is possible to
numerically solve the problem for both bursty and non-
bursty production, it is easier to study it for the non-bursty
production.

Let us use a shorthand notation wi =
∑i

l=0 ql. Then, we
have that for non-bursty production
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Using these, the fixed points of the objective function (19)
are computed by setting its derivatives with respect to the
optimization variables k0, . . . , kX−1, λ equal to zero. This
results in
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Fig. 2. Optimal production rates for non-bursty production
for various distributions of initial protein level. The
parameters are chosen as X = 50, c = 10. The distri-
butions are truncated to the finite support [0, X − 1]
and their parameters are chosen such that the initial
mean protein level is ∼ X/2. For Negative Binomial,
the additional free parameter for its shape is chosen
as shown.
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ki
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1

kj
+ wiλ = 0 (22)

X−1∑
i=0

wi

ki
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These equations form a linear system that can be solved
using off-the-shelf numerical programs.

In Fig. 2, we plot the optimal rates ki for various dis-
tributions for initial protein level at t = 0. For a given
event thresholdX, we set an average protein count approx-
imately X/2 and consider different distributions of protein
level on the support [0, X − 1]. As a limiting case, we
consider the de-generate distribution, which indeed shows
that the solution to the above linear system is given by a no
feedback strategy, where ki = X/c. As a hypothetical case,
we consider uniformly distributed protein count over the
interval. Here, the optimal feedback strategy is a negative
feedback: a very high transcription rate for low protein
counts, which decreases as protein level increases. For a bi-
ologically relevant case, we considered a Negative Binomial
distribution, which not only corresponds to steady-state
distribution of protein level in for some models Paulsson
(2005), but also is a limiting case of Geometric and Pois-
son distributions. We considered Negative Binomial with
shape parameter r and probability parameter p which is
set to get a mean of initial distribution ∼ X/2. Even for
this distribution, a negative feedback is optimal.

4. CONCLUSION

In this paper, we investigated how gene expression can
be regulated to ensure precision in the timer that triggers
upon attainment of a critical threshold. Previously, this
problem has been studied for a case where initial protein
distribution is deterministic. Here we relaxed this assump-
tion and drew the initial protein level from a discrete
distribution over finite support. Our results show that

whereas for the deterministic initial condition, a constant
production rate results in most precise timer, a negative
feedback on the production rate is required if the initial
condition is drawn from a distribution. These results un-
derscore the utility of negative feedback in genetic circuits.
In future work, it would be interesting to explore the
optimal feedback strategies when the protein degrades.
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