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ABSTRACT

With the ever-increasing wireless data demand and limited wireless spectrum
resources, to increase the capacity of wireless networks and to make more efficient use
of the wireless spectrum have become two key challenges. On the one hand, new tech-
nologies are invented to increase the data rate and capacity of wireless networks. On
the other hand, new data-hungry applications (e.g., interactive high-resolution video
games and augmented and virtual reality) and delay-sensitive applications (e.g., real-
time voice over IP and virtual reality) need more bandwidth and more frequent channel
access, respectively. Medium access control (MAC) protocols located at the second
layer of the Internet protocol stack (i.e., Link layer) are responsible for coordinating
transmissions of different wireless stations to reduce end-to-end delay, collisions, and
battery consumption, and to increase the overall throughput of the wireless networks.
Since different layers of the Internet protocol stack are isolated from each other (to
facilitate innovation in each layer separate from the others), when a new wireless com-
munication technology requires enhancements in some criteria, new MAC protocols
can be designed to address the needs.

In this dissertation, we design new MAC protocols for different wireless commu-
nication technologies so as to reduce the collision and end-to-end delay among stations
while increasing the overall throughput of the wireless network. To that end, we de-
velop innovative access mechanisms, scheduling techniques, and architectures, and with
simulations, measure the performance of networks working with these protocols based
on the popular metrics of throughput, delay, and jitter among others. Finally, we

compare the performance of the proposed protocols with state-of-the-art solutions.

Xix



For wireless local area networks (WLANS), since the scheduling of packet trans-
missions solely relies on the collision and/or success a station may experience, we
propose a distributed reservation mechanism for the Carrier Sense Multiple Access Ex-
tended Collision Avoidance (CSMA/ECA) MAC protocol, termed CSMA/ECA-DR.
In CSMA/ECA-DR, stations collaboratively achieve higher network performance by
avoiding anticipated collisions. In addition, proper Contention Window (CW) size
will be chosen based on the instantaneously estimated number of active contenders
in the network. Moreover, as the technology of full-duplex (FD) wireless communica-
tions (transmit/receive at the same time on the same frequency) has become feasible,
and is orthogonal to other technologies in terms of increasing the capacity of wireless
networks, we design a novel FD MAC protocol based on CSMA /ECA-DR.

Furthermore, a new standard of IEEE 802.11 (i.e., WLAN), 802.11ax, has been
standardized in late 2019. The new standard incorporates the technology of orthogo-
nal frequency-division multiple access (OFDMA) to reduce collisions among stations
and better satisfy the quality of service (QoS) for different types of traffic. Although
OFDMA is not a new technology, due to intricacies associates with OFDMA usage in
IEEE 802.11ax, new MAC scheduling algorithms are required to work with this Wi-Fi
standard. We design a station selection algorithm and a scheduler for 802.11ax that
can satisfy QoS requirements of different traffic types even in dense deployments. We
further enhance the designed mechanisms to support virtual reality (VR) applications
with IEEE 802.11ax.

For underwater acoustic networks (UANs), we study the problem of energy-
efficient acoustic networking. In addition, we design a new hybrid architecture that can
increase the throughput while reducing the end-to-end delay between different pairs
of autonomous underwater vehicles (AUVs). Furthermore, we design an FD MAC

protocol that is capable of multi-targeted transmissions and adjusting transmitting

XX



power based on distances between nodes.
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Chapter 1

INTRODUCTION

1.1 Background

Wireless communications and networking have enabled mobile users and devices
to be connected to their destinations to transmit and receive data. In general, wireless
networks can be divided into two classes: (1) infrastructure-based networks in which
transmissions are to/from a pre-existing base station, and (2) ad hoc networks in
which devices can communicate with each other directly without any base station.
Depending on the situations and use cases, the types of wireless networks to be used
are different. For instance, ad hoc networks are suited in emergency situations such as
natural disasters or military conflicts where no pre-existing infrastructure exists.

Resources are limited in wireless networks. For example, wireless spectrum is
scarce and wireless devices are usually battery-powered. With the ubiquity of wireless
devices and ever-growing data demand with different quality of service (QoS) require-
ments, increasing the capacity of wireless networks and coordinating efficient transmis-
sions among wireless devices became two key challenges. Although new technologies
have emerged to increase the capacity of wireless networks, efficient usage of these
technologies calls for new techniques in resource scheduling to maximize the battery
life of, and minimize delay and interference among wireless devices.

With the new technologies, scarcity of wireless resources, increasing data de-
mand and delay-constrained applications, efficient MAC protocols are needed to satisfy
users’ and applications’ QoS requirements. In this dissertation, we propose to investi-

gate different methods to reduce delay and collisions in wireless networks. Specifically,



for terrestrial wireless networks, Chapter 2 presents a distributed reservation proto-
col, termed CSMA /ECA-DR to reduce frame collision among stations in wireless local
area network (WLAN). A novel full-duplex MAC protocol based on CSMA/ECA-DR
is presented in Chapter 3 to make use of the full-duplex transmission capability. In
Chapter 4, we propose a learning mechanism for transmission intervals, a station se-
lection algorithm and a scheduling mechanism for the IEEE 802.11ax (Wi-Fi 6) stan-
dard. In Chapter 5, the station selection mechanism and the scheduling framework
are further enhanced to support VR applications with IEEE 802.11ax. For underwater
acoustic networks, a new hybrid acoustic-Wi-Fi architecture is proposed in Chapter
6 which significantly reduces the end-to-end delay among autonomous underwater ve-
hicles (AUVs). Chapter 7 discusses the energy consumption of acoustic communica-
tions and presents a full-duplex, energy-efficient MAC protocol for underwater acoustic
sensor networks (UASNs) and Chapter 8 concludes the thesis with future research di-
rections. In the remainder of this chapter, we summarize the motivations, goals and

problem statements of our research.

1.2 Research Motivation, Goals, and Problem Statements
1.2.1 Traffic Differentiation in Dense WLANs with CSMA /ECA-DR MAC
Protocol

Increasing data demand with stringent QoS requirements has densified the de-
ployments of wireless base stations. However, the performance of carrier-sense mul-
tiple access with collision avoidance (CSMA/CA), the standardized medium access
control (MAC) protocol for wireless local area networks (WLAN), degrades with in-
creasing number of stations. There is extensive research to improve the performance of

CSMA/CA. One recent success is carrier-sense multiple access with enhanced collision



avoidance (CSMA/ECA), a protocol to replace CSMA/CA’s random backoff with de-
terministic backoff after successful transmissions. In saturated scenarios with the single
traffic type case, CSMA/ECA can reach a collision-free schedule even in dense deploy-
ments [2]. However, with traffic differentiation comprising both voice and video, due
to the unsaturated behavior of these traffic types, CSMA/ECA is not able to achieve
a collision-free schedule, which results in higher delay for delay-constrained traffic in
dense deployments.

In this research effort, we identify issues of the binary exponential backoff (BEB)
algorithm that is used in both CSMA/CA and CSMA/ECA. Specifically, choosing a
random backoff from the minimum contention window (CW,y;,) after receiving a packet
in transmit queue and doubling the CW after each collision do not always lead to the
best results. We propose a new MAC protocol, CSMA /ECA with distributed reser-
vation (termed CSMA/ECA-DR). In CSMA/ECA, a station chooses a deterministic
backoff after a successful transmission which is computed from the CW,,;, and the
transmitting backoff stage. Therefore, if a transmitting station includes the trans-
mitting backoff stage in its transmission, owing to the broadcast nature of wireless
transmissions, each station receiving the transmission can compute the next transmis-
sion of the transmitting station (in terms of time slots) and avoid choosing a backoff
value that might collide with that transmission. CSMA/ECA-DR also employs the
idea of adaptive CW selection for different traffic types based on the instantaneous
traffic load of the network. Simulation results demonstrate that CSMA/ECA-DR can
achieve significantly higher performance than both CSMA /CA and CSMA /ECA, even

in dense deployments with traffic differentiation.



1.2.2 Full-Duplex MAC Protocol based on CSMA /ECA-DR

Today’s wireless communications are half-duplex (HD), where a station can
either transmit or receive, but not both at the same time. Recently, full-duplex (FD)
communications, where a station can simultaneously transmit and receive at the same
time over the same frequency, have been made possible by canceling the interference
that the transmission of a station has on its own reception. FD technology can increase
the capacity of wireless networks and is orthogonal to other technologies (i.e., FD
can be used alongside other technologies). However, unlike HD communications that
only engage two stations, FD communications can be among three stations or a chain
of stations. Hence, HD MAC protocols cannot fully utilize the benefits of the FD
technology and new MAC protocols are needed. Since simultaneous transmission and
reception would happen at the same time, recently proposed FD MAC protocols use
the RT'S/CTS mechanism to choose the same backoff slots (i.e, synchronize) to form an
FD communication. However, in traffic differentiation comprising small packets, the
four-way handshake used in RT'S/CTS can waste the channel time and incur higher
delays for some applications (e.g., voice).

This research focuses on adapting the CSMA /ECA-DR MAC protocol for wire-
less FD communications. Since each station can compute the time of the next trans-
mission of a transmitting station, stations can refrain from transmitting that might
collide with the transmitting station, except the recipient of the transmission (the des-
tination station) that will choose a backoff equal to the computed time of the next
transmission of the transmitting station and will form an FD transmission (either to
the transmitting station or to another station). Thus, in FD CSMA/ECA-DR, the
expensive RTS/CTS mechanism is no longer needed. Simulation results show that

network throughput increases significantly with FD CSMA/ECA-DR.



1.2.3 Uplink OFDMA Framework for IEEE 802.11ax (Wi-Fi 6)

Wi-Fi is the most popular WLAN technology based on the IEEE 802.11 stan-
dards. Unlike former standards of Wi-Fi (e.g., a/b/g/n/ac) in which resources are
allocated only in time domain, in the new Wi-Fi standard, 802.11ax or Wi-Fi 6, re-
sources are allocated in both time and frequency domains which is called orthogonal
frequency-division multiple access (OFDMA). In OFDMA, multiple stations can re-
ceive and transmit from/to access point (AP) simultaneously using different chunks of
the bandwidth. Because of the intricacies associated with OFDMA scheduling, both
downlink and uplink resource allocations are performed by the base station. Although
OFDMA has been used in cellular networks, such as Long Term Evolution (LTE) and
IEEE 802.16 (i.e., WiMAX), for a long time, it has only been recently adopted into
IEEE 802.11ax. Due to the fundamental differences in scheduling between Wi-Fi and
cellular networks, schedulers designed for LTE cannot be directly applied to IEEE
802.11ax. Hence, new schedulers need to be designed to efficiently schedule resources
for different stations based on their traffic requirements.

Ideally, a scheduler is required to maximize the Quality of Service (QoS) of
stations with delay-sensitive traffic (such as voice and video) while being fair to stations
that have best effort traffic. In this research, we divide the problem of scheduling
and resource allocation in 802.11ax into station selection, scheduling and duration
computations, and design techniques for each part. For station selection mechanism,
based on the ability of MAC protocol to impose intervals on the transmission of different
access categories, we design a learning technique whereby the AP can learn these
intervals and serve stations when they actually have pending frames for the AP. For
scheduling, we defined utility functions based on the station’s rate, type of service, and
queue depth and design a recursive algorithm that assigns to each station a proper size

resource unit. For duration computations, we formulate an optimization function that



takes into account the frame durations and overheads.

1.2.4 Extending Channel/QoS-aware Scheduler to support VR traffic
Recently, virtual reality (VR), augmented reality (AR) and the combinations
of them termed “mixed reality” (MR) have attracted a lot of attention. In partic-
ular, the wide range of VR applications in military, healthcare, education, business,
entertainment, and engineering, to name a few, made this technology one of the top
research topics in both industry and academia. However, compared to other video
traffic types, VR traffic has larger frames and much lower delay-budget. Therefore,
VR head mounted displays (HMDs) are usually wire-connected to the computers to
which the video rendering is delegated. However, there are two serious issues with this
approach: (1) the lack of user mobility, and (2) the need for advanced, expensive video
cards. With the rise of Edge computing (also known as Fog computing), rendering of
video can be transferred to the edge. Also, mobility can be supported with wireless
communications. However, with the current contention-based Wi-Fi technology, pro-
tocol optimizations across all the layers of the network stack can only support a few
VR devices in low interference situations. Therefore, other communication technolo-
gies such as mmWave (WiGig and 5G New Radio) have become the options to support
VR. However, they both require their specific base stations. Moreover, 5G is not free.
By making the best use of OFDMA, in this study, we investigate the possibility
of supporting VR traffic with its stringent QoS requirements in the context of 802.11ax.
We enhance our proposed station selection algorithm and the scheduling mechanism to
reduce the delay of VR traffic in both uplink and downlink transmissions. In recursive
scheduling, we found that if stations of different access category are divided equally
in both sides of the bandwidth tree, the scheduler is able to allocate the proper size

resource unit to the station with higher priority. Therefore, splitting should happen



when high priority traffic with large queue length is considered for scheduling.

1.2.5 Hybrid Infrastructure for AUV Operations

Coordinated sampling via autonomous underwater vehicles (AUVs) is a major
trend in ocean monitoring and exploration. However, the current underwater com-
munication and networking technologies are still primitive, as they cannot provide the
needed reliability and data rates for the navigating AUVs. As the main means for infor-
mation exchange, underwater acoustic communications suffer from limited bandwidth
and large propagation delay. Therefore, compared to terrestrial wireless networks, the
efficiency of direct underwater communications is very low.

In this research, we design a hybrid network infrastructure to support commu-
nications and networking among multiple AUVs. As an alternative to direct AUV-
to-AUV acoustic communications, the hybrid architecture uses autonomous surface
vehicles (ASVs) that are connected by the radio-frequency (RF) wireless links as a
high data rate backbone above the sea surface. At the same time, ASVs serve as mo-
bile acoustic base stations to meet the communication needs of the navigating AUVs.
This architecture uses a fleet of ASVs to increase the achievable network throughput
and to reduce latency. Moreover, direct AUV to ASV communications reduce the re-
fraction and multi-path effect because of close-to-vertical communications to achieve
higher data rates in practice. Through extensive simulations using the ns-3 network
simulator, we compare network throughput and end-to-end delay of different scenarios

between hybrid and pure acoustic networks.

1.2.6 Full-Duplex MAC Protocol for Underwater Acoustic Communica-

tions

Due to resource constraints in underwater acoustic communications, MAC pro-

tocols should maximize the performance of underwater acoustic networks (UANs) by



taking into account the energy consumption of nodes and reducing transmission colli-
sions and end-to-end delay between the underwater nodes. The ideal goal is to transfer
information with no collisions. However, due to the fact that nodes are mobile with
the sea current and might frequently join and leave the network, building a collision-
free network, if not impossible, is an arduous task. Recently, proposed MAC protocols
try to incorporate different learning techniques to reduce collisions and increase the
throughput of underwater acoustic networks but there is no protocol that reduces the
energy consumption with the multi-targeted transmissions.

In this research, we design a new MAC protocol that incorporates multi-targeted
transmissions in the MAC layer. For instance, if a node is transmitting an acknowledge-
ment frame, it can aggregate a request-to-send (RTS) to another node. Additionally,
to enable FD communications, the protocol takes into account and adjusts the trans-
mitting power of each node to reduce interference in multi-node FD transmissions. The
protocol retains the performance of an underwater acoustic network with higher en-
ergy efficiency in half-duplex communications and efficiently increase the performance

in full-duplex scenarios.



Chapter 2

TRAFFIC DIFFERENTIATION IN DENSE WLANS WITH
CSMA/ECA-DR MAC PROTOCOL

2.1 Introduction

Recently, the usage of wireless networks have surpassed the wired networks and
as forecast by Cisco’s Visual Networking Index (VNI), global IP traffic is expected to
increase three-fold reaching an annual run rate of 3.3 zettabytes by 2021, and 53%
of such traffic will be accessed via Wi-Fi [3]. In addition, as depicted in Fig. 2.1,
Machine-to-Machine (M2M) communications will be the fastest-growing category of
devices and connections [3]. Unlike previous generations, the intent of 5G will not
be solely to standardize new innovations, but be mostly as a platform to aggregate
existing and future technologies and to enable their efficient coexistence [4]. To increase
throughput and satisfy QoS requirements of increasing number of mobile devices, one
solution is to replace/accompany macro cells by /with micro cells (nano, femto, and pico
cells). However, this approach would cause more transmission contentions. Therefore,
there is an excessive urgency for upper layers in the network stack (MAC and cross-
layer protocols), to efficiently coordinate data transmissions and adapt to the network
traffic changes.

Although innovations have been made at the physical (PHY) layer of the 802.11
family, such as MIMO, MU-MIMO, massive MIMO, beamforming, and OFDMA, the
underlying CSMA /CA algorithm of Wi-Fi’s medium access control (MAC) layer is al-
most intact from one standard to another [5]. To share wireless spectrum among con-

tending Wi-Fi stations, Distributed Coordination Function (DCF) employs CSMA /CA
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Figure 2.1: Cisco’s forecast of devices and connections. By 2021, M2M connections
will be 51% of the total devices and connections.

with Binary Exponential Backoff. For traffic differentiation, Enhanced Distributed
Channel Access (EDCA) specializes DCF parameters for different traffic Access Cate-
gories (ACs) as well as giving more channel access time to high priority ACs by giving
them different Arbitration Inter-Frame Spacing (AIFS) values and TXOP durations
based on IEEE 802.11e.However, in dense scenarios, performance of EDCA severely
degrades with increasing number of contenders and resultant collisions [2]. In par-
ticular, to satisfy QoS requirements, delay-sensitive traffic will blindly be given more
channel access time, which may further increase the collision probability, and hence
negatively affect the overall efficiency of the channel and QoS/QoE in dense scenar-
ios [6].

Recently, there have been several efforts to improve CSMA/CA for emerging
Wi-Fi standards [2,6-13]. Specifically, to address high collision rates in dense sce-
narios, different techniques have been developed to achieve collision-free schedules or
reduce collisions by choosing optimal CW values. In particular, using CSMA Enhanced

Collision Avoidance with Hysteresis and Fair Share (CSMA/ECAgys4rs) [2,6,7], upon
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a successful transmission, a station chooses the ‘expected value’ of the Contention Win-
dow (CW) in which it just transmitted as its next backoff value (termed deterministic
backoff). This will gradually create a collision-free schedule in single traffic scenarios
but is unable to achieve collision-free schedule in traffic differentiation.

Our goal is to further reduce collisions in both saturated and unsaturated dense
scenarios with traffic differentiation. To achieve this goal, we extend CSMA /ECApys.rs
6] to propose CSMA /ECApysirs with Distributed Reservation (termed CSMA /ECA-
DRuys+rs), where stations add their transmitting backoff stage (a 3-bit field) into
transmitted MAC frame headers. Owing to the broadcast nature of wireless trans-
missions, other stations overhearing the transmitted frame(s) are also able to extract
the current backoff stage of the transmitting station. Since in CSMA/ECApys+rs, the
current CW is derived from both backoff stage and CW,,;,, other stations can com-
pute the future transmissions of the transmitting station (in terms of time slots) to
avoid future ‘predicted’ collisions with their own transmissions. CSMA/ECA-DRpys1rs
also employs Kalman filter [14] to adjust the CW size of different traffic categories
based on the estimated number of active contenders. Through extensive simulations,
we show that CSMA/ECA-DRyysyrs (hereafter, referred to as ECA-DR) outperforms
CSMA /ECApysirs (hereafter, referred to as ECA) in both saturated and non-saturated
dense scenarios.

The rest of this chapter is organized as follows. Related research is summarized
in Section 2.2. Section 2.3 describes ECA-DR in detail. Section 2.4 presents simulation
settings and traffic models used for the simulations followed by simulation results and

evaluation. Section 2.5 summarizes this chapter with future research directions.
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2.2 Related Work

The closest work to ECA-DR is EBA [15] which is a distributed reservation
mechanism designed to improve CSMA /CA with a single type of traffic. Using EBA,
a station announces to other stations its future random backoff value and current
offset (so that recipients can synchronize their reservation windows) in a 24-bit field
piggy-backed on each transmitted MAC frame header. A receiving station should keep
a reservation window to compute its next backoff value based on the announcement
overheard and choose the offset if it is not an active transmitter (i.e., no packet! in its
queue). However, the backoff value is chosen randomly and, hence, would not help to
reduce collisions among a large number of contenders.

Instead, a station using ECA-DR shares its backoff stage value with other sta-
tions, in a 3-bit field added to the MAC frame header. Since ECA-DR is based on
ECA, a station chooses the expected value of CW in which it transmitted its frames
and hence, other stations overhearing the transmitting station could compute both the
future transmission time of the transmitting station and the number of frames to be
transmitted. Instead of keeping a reservation window as in EBA (which incurs higher
memory usage and computational cost), each station, using ECA-DR, only keeps the
prohibited backoff values, decreases them with its own backoff values (if it has packets
to transmit), and avoids choosing them for its future transmissions.

In addition, adaptive selection of optimal CW size based on different measured
criteria in the network has been shown to improve the performance of CSMA/CA.
Such criteria can be the number of contenders estimated based on Conditional Col-
lision Probability (P..) [9,14]; the number of contenders and average idle slots [10];
the channel utilization ratio and retransmit counts [11]; the channel Bit Error Ra-

tio (BER), backoff parameters and contention level [12,16]; the delay deviation and

1 Packet and frame are used interchangeably in this work and both refer to MAC layer PDU (M-PDU).
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channel congestion status [13], etc. Specifically, ECA-DR uses P. to approximate the
number of active contenders and selects the appropriate backoff stage for different traf-
fic categories both between two unsuccessful transmissions and when the backoff stage

is supposed to be reset to zero.

2.3 Description of ECA-DR

Algorithm 12 without the blue lines represents ECA with traffic differentiation.
It is important to note that usage of AIF'S violates the assumption that all backlogged
stations simultaneously decrease their backoff values after each slot, and hence, AIFS
is not practical in ECA and ECA-DR [17]. Unlike CSMA/CA in which successive
transmissions of a station have no correlation with each other (even after successful
transmissions, the backoff stage (k;) will be reset to zero), ECA would relate successive
successful transmissions of a station by the “Hysteresis” mechanism (i.e., choosing the
expected value of the transmitting CW as the next backoff value, line 31). The issue
of fairness among stations that wait longer to transmit is also addressed by the “Fair

Share” mechanism which relates the number of transmitting frames to the transmitting

backoff stage, k; (line 21).

2 This algorithm is borrowed from [2] and adapted to traffic differentiation using ECA-DR.
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Algorithm 1 ECA-DR with Traffic Differentiation

1:
2
3
4:
5:
6
7
8
9

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:
35:
36:
37:
38:
39:
40:
41:
42:

while the device is on do

R+ 6; K« 5;AC « 4;
BIV =1; > BOS increase value
CWoin[AC] + [32, 32,16, 8];
fori+ 0to AC—1do
r; < 0;k; < 0;
B; + Z/{[07 ki CWmin [1] — ]_],
end for
while there is a packet in Q; to transmit do
repeat
while B; > 0 do
Wait 1 slot;
Bi <— Bi — 1,
if overheard a packet (p) then
NT  (2°*CWyn[p.-AC]) /2 — 1;
if B; = NT then
B; + Z/{[O, QkiCWmin [l] — 1],
end if
end if
end while
Transmit 2% packet(s); > Fair Share
if collision then
I <1+ 1;
Choose BIV based on Estimated NAC;
k; < min(k; + BIV, K);
B; + U[0,25CW yini] — 1J;
end if
until (r; = R) or (success)
r; < O;
if success then
Bi « (25CWli])/2 — 1; > Hysteresis
else
Discard 2% packet (s);
k; < 0;
Choose k; based on Estimated NAC;
Bi < U[0, 25CW pin [i] — 1]
end if
end while
Wait for a packet in Q; to transmit;
ki + 0;
Choose k; based on Estimated NAC;
Bi — Z/{[O, 2kiCWmin[i] — 1],

43: end while
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ECA only reaches a collision-free schedule in saturated single traffic scenarios,
since almost all contenders will converge to the same CW. However, ECA is unable to
converge to a collision-free schedule in traffic differentiation or unsaturated scenarios
within dense deployments. In traffic differentiation, delay-sensitive access categories
(AC) require frequent transmissions and hence shorter transmission intervals (and CW
sizes). However, among the deterministic backoff values computed by Algorithm 1 (i.e.,
3, 7, 15, 31, 63, 127, 255, 511), 15 is divisible by 3 (AC[VO], the voice AC, in backoff
stage 0) and 63 is divisible by 7 (AC[VO] in backoff stage 1 and AC[VI], the video AC, in
backoff stage 0). Thus, AC[VO] and AC[VI] might collide with other traffic categories
or the same traffic categories with larger deterministic backoff values.In unsaturated
scenarios, due to frequent queue flushes, a station might not retain its deterministic
backoff value for a long time. This is followed by choosing random backoff values with
resultant collision increase in dense scenarios. The proposed distributed reservation
mechanism of ECA-DR correctly identifies these collisions and prevents them from

happening.

2.3.1 Distributed Channel Reservation

The blue-colored section in Algorithm 1 depicts the general inner workings of
ECA-DR and its integration with ECA. To compute the next transmission time (in
terms of time slots) of a transmitting station, an overhearing station requires the
knowledge of the type of overheard traffic, its CWy,;, and the transmitting backoff
stage. The type of traffic can be extracted from the “TID” subfield of the “QoS
Control” field in the MAC header (denoted by p.AC in line 14) and CW ;, for that type
of traffic is based on IEEE 802.11e. Also, the added 3-bit field to the MAC frame header
contains the transmitting backoff stage (p.b). Line 14 shows the computation of the

next transmission time of an overheard frame. After computing the next transmission
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time, the overhearing station compares the next transmission time with its own backoff
values of backlogged traffic categories (line 15). If a collision is predicted with any of
the station’s traffic categories, the station should choose another random backoff value.

The 3-bit field can represent numbers 0 to 7 in binary, but the maximum backoff
stage will not exceed 5 or 6 (5 in our simulations). If a station finds its queue empty,
it will announce its queue status (similar to setting the ”More Data” subfield of the
”Frame Control” field) by setting the 3-bit field to 7 (i.e., 111 in binary) in order not to
prevent other stations from choosing the station’s deterministic backoff value computed
in Algorithm 1 as NT. If the backoff stage value is less than 7, the next transmission
(NT) will be added to the list of prohibited backoff values kept by each station. If
a station requires a random backoff value for any of its traffic categories (new packet
in an empty queue or after collision), it avoids choosing the prohibited values. Note
that once a prohibited value is added to the list of prohibited values of a station, a
station should count it down with its own backoff values for each passing time slot.
If the station does not have any packet in its queues, it should still count down the
prohibited values for each passing time slot.

In our simulations we put this 3-bit field in the Address 4 field of MAC frame
header so as to avoid any MAC frame header overhead. Including transmitting backoft
stage into the MAC frame header also plays the role of RTS control frame. In or-
der to avoid hidden terminals in multi-hop and overlapping basic service set (OBSS)
scenarios, a receiver should also include this field in the ACK control frame to also
play the role of CTS control frame. Unlike RTS/CTS that reserves the channel for a
transmission that follows CTS, the distributed reservation mechanism of ECA-DR only
instructs the overhearing stations to refrain from transmission at the next transmission
of a transmitting station (i.e., the overhearing stations may transmit before or after).

Therefore, distributed reservation does play the role of RT'S/CTS without four-way
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handshake which is important for short frames and delay-sensitive applications.
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Figure 2.2:  An example of the ECA-DR protocol. STAs collaborate to reduce the
anticipated collisions which helps keep the delay of high priority application within
their QoS requirements even in dense network deployments.

Figure 2.2 illustrates an example of our proposed ECA-DR protocol. Consider
four STAs in this example (STA-1 and STA-2 with voice traffic and STA-3 and STA-4
with video traffic) choose random backoffs from their CW,;,, ranges (8 and 16, respec-
tively), the values 7, 5, 1, 1. After one time slot, STA-3 and STA-4 would transmit
one frame as their backoff reaches zero. Since the simultaneous transmissions lead to
a collision, they increase their backoff stage (k) to 1, and hence, from a doubled CW,
they choose another random backoff, 7 and 2, respectively. However, upon reaching
zero, they would transmit 2%, two frames which will be transmitted using an aggre-
gated MPDU. Meanwhile, STA-1 and STA-2 count down to zero and transmit one
frame each. Upon each successful transmission, the next backoff is chosen based on
the expected value of the transmitting CW (line 31 in Algorithm 1). The distributed
reservation mechanism is shown as values under the timeline. After each successful

transmission, all STAs that receive the frame would check if they have a backoff that
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would collide with the next transmission of the transmitting STA. If so, they would
choose another random variable to not cause collision. In the Figure, STA-3 has a ran-
dom backoff of 3 that would collide with the next transmission of STA-2. Thus, STA-3
chooses another random backoff that is not 3 and 7 (sensed from the transmission of

STA-4), and continues its operation.

2.3.2 Backoff Stage Selection

Conditional Collision Probability (P..) is the probability of occurring packet
collisions that are only caused by transmissions. Based on [14], P.. will remain constant
irrespective of the number of packet retransmissions by a station and can be used to
infer the number of active contenders (NAC) in the network. P.. can be computed by

dividing the number of busy and collision slots (a station overhears) by the total slots:

_ Slotpusy + Slotcoliision

Pee = TotalSlots (2.1)

Also we noticed in dense networks, always resetting backoff stage to zero (after
receiving packet in an empty queue or packet drop after reaching the maximum retry
limit) highly contributes to the overall collisions and performance degradation. Thus,
a station can compute P.. to choose the proper CW when it is supposed to reset its
backoff stage. In Algorithm 1, ECA-DR uses P.. to estimate the NAC and choose
the proper CW (1) between two consecutive transmissions of a station if the first
transmission results in a collision by computing the backoff stage increae value (lines
20) and (2) where the station has to reset its backoff stage (line 30 and line 34).

Optimal CW selection cannot be used with the “hysteresis” mechanism of ECA
because deterministic backoff values chosen after successful transmissions might divide

each other which may cause more collisions in dense networks. Thus, to compute
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Table 2.1: Other parameters for the simulations

Parameters Value
Physical channel rate 65 Mbps
Channel width 20 MHz
Number of streams 2x2 MIMO
Empty slot duration 9 us
DIFS 28 us
SIF'S 10 ps
Maximum retransmission attempts 6
Packet size 1470 Bytes
MAC queue size 2000 Packets

‘proper’ CW for AC[BE| and AC[BK], ECA-DR chooses the backoff stage (ksc and
BIV) based on Eq. 2:
2KAC OW in[AC] > NAC? - P, (2.2)

Due to stringent delay requirements of delay-sensitive traffics, CW for AC[VO] and

AC|VI] is chosen equal to half of the value computed by Eq. 2.

2.4 Simulation and Analysis
We extend [6] to implement ECA-DR in the COST simulator [18]. Simulations
are carried out in a single hop scenario where all stations are in transmission range of

each other and the channel is assumed to have no errors.

2.4.1 Simulation settings

To resemble dense traffic scenarios, each station is simulated to have four types
of traffic (i.e., AC[VO], AC|[VI], AC[BE] and AC[BK]). AC[VI] source traffic is based
on H.264/Advanced Video Coding (H.264/AVC) with compression mechanism and
resulting rate-variability. AC[VO] is chosen based on Internet Low Bit Rate Codec
(iLBC) with silent detection (payload of 38 bytes with 20 ms intervals). For more

information about the detail of Voice and Video codecs, we refer the readers to [6].
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In saturated settings, MAC queues of AC[BE| and AC[BK] always have packets to
transmit with packet arrival rate of 65 Mbps which is larger than the throughput they
can attain. In unsaturated traffic scenarios, the packet arrival rate to the MAC queues
of AC[BE] and AC[BK] is 1 Mbps that will result in frequent queue flushes.
Simulations are based on 10 repetitions with different seeds that simulate 60
seconds of different protocols (i.e., ECA and ECA-DR). Other simulation parameters
are illustrated in Table 2.1. Since the goal is to use the proposed distributed reservation
mechanism instead of the expensive RTS/CTS mechanism in the conventional ways,
all simulations are carried out without RT'S/CTS. Thus, in saturation scenarios, the

transmission duration of a successful frame can be computed by:

Tsuccess = Tframe + SIFS + TB]OCkACK + DIFS + Toa (23)

where T, is the duration of an empty slot. Tgame and Tgloaack are computed from

Egs. 2.4 and 2.5, respectively, as follows.

SF 4+ k(MD + Lyy + Lgata) + TB
OFDM Rate

Tframe = TPHY Tsym (24)

In Eq. 2.4 Tpuy is 32 us, Service Field (SF) is 2 bytes, k is the transmitting backoff
stage that gives the number of aggregated MAC frames (A-MPDUs), MPDU Delimiter
(MD) is 4 bytes, length of MAC header (Lyy) is 36 bytes including 3-bit field, Tail
Bits (TB) is 6 bits and the duration of OFDM symbol Ty, is 4 us. OFDM Rate is
computed based on the number of subcarriers (234 for 20 Mhz bandwidth), the number

of bits per OFDM symbol (6), coding rate (3/4) and antenna settings (MIMO).

SF + LBlockACK + TB
OFDM Rate

Trlokack = Tray + Toym (2.5)
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Figure 2.3: Results of saturated scenario for 5-90 stations each with 4 ACs. Overall
network throughput, collisions, and Jain’s fairness index are shown on top. Results for
different ACs are shown on the bottom. Legend of throughput per AC can be inferred
from the next sub-figure.

Length of Block Acknowledgement (Lpjockack) is 32 bytes.

2.4.2 Analysis of simulation results

Fig. 2.3 depicts the results of ECA-DR in saturated scenarios.

The top 3 sub-figures show the overall statistics. The overall number of collisions
in ECA-DR is less than half of that in ECA for up to 50 users. Not only does ECA-DR
achieve higher throughput than ECA (top-left sub-figure), it also reduces the average
delay of delay-sensitive traffic (bottom-right sub-figure). This will give the chance to
support larger numbers of Voice (AV[VO]) and real-time Video AC[VI] users. Average
queuing delay and time between successful transmissions of AC[VO] remain below 10
ms for up to 70 users and for AC[VI], remain below 100 ms for up to 90 users. ECA
can only satisfy delay requirements of 60 AC[VO] users and 60 AC[VI] users.

Real-world scenarios are mostly represented by non-saturated scenarios. AC[BE]

and AC[BK] represent web-surfing, email and file download (not all the users constantly
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Figure 2.4: Results of unsaturated scenario for 5-100 stations each with 4 ACs. Overall
network throughput, collisions, and Jain’s fairness index are shown on top. Results for
different ACs are shown on the bottom. Legend of throughput per AC can be inferred
from the next sub-figure.

saturate these ACs). Packet arrival rate to the MAC queue of these traffics is 1 Mbps.
Fig. 2.4 illustrates the network statistics based on different network metrics. Like
saturated scenario, ECA-DR outperforms ECA in achieving both higher throughputs
and lower delays. In unsaturated scenarios, ECA-DR satisfies delay requirements of
100 AC[VI] and 60 AC[VO] users. ECA can only satisfy delay requirements of 70
ACI|VI] and around 55 AC[VO] users.

2.5 Chapter Summary

Three features of CSMA/CA that cause network performance degradation in
dense networks are (1) prioritization of delay sensitive traffics by blindly giving them
more channel access time, (2) doubling of CW after collision to reduce further colli-
sions without considering the number of active contenders, and (3) scheduling of packet
transmissions by solely relying on the collision or success a station may experience.

Choosing optimal CW based on instantaneous estimated number of active contenders
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has been shown to improve the efficiency of CSMA /CA-based MAC protocols. How-
ever, optimal CW selection cannot be used with the “hysteresis” mechanism of ECA
due to asynchronous stations decisions. In this chapter, we introduced a distributed
reservation mechanism for ECA, termed ECA-DR, based on which stations can collab-
oratively achieve higher network performance. To be able to use ECA with proper CW,
ECA-DR chooses the CW based on estimated number of active contenders. Simulation
results demonstrate that ECA-DR can greatly improve the efficiency of WLANSs and,

hence, support larger numbers of voice and real-time video users.
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Chapter 3

FULL-DUPLEX MAC PROTOCOL FOR DENSE WLANS BASED ON
CSMA /ECA-DR

3.1 introduction

As discussed in previous chapters, enormous data demand and traffic differen-
tiation with delay-constrained traffics call for (1) efficient transmission coordination
and (2) increase in capacity of wireless networks. Spectrum reuse and advanced air
interfaces are two categories of enhancements in increasing the capacity of wireless net-
works. In-band full-duplex (IBFD) communication is one of the advanced air interface
technologies that have attracted a lot of attention recently. The main challenge of
IBFD (hereafter referred to as FD) is “self-interference” that is the interference that
transmission of a station (STA) has on its own reception. In the physical layer (PHY),
analog and digital cancellation techniques are used to reduce this self-interference to a
great extent (almost to the power of noise floor) so as to enable simultaneous transmis-
sion/reception. Since this simultaneous transmission/reception can be among two or
more STAs, regular half-duplex MAC protocols are unable to fully utilize the benefits
of FD technology. Besides, enabling FD transmissions should depend on the STAs’
locations and channels. Hence, new MAC protocols are required to efficiently coordi-
nate transmission of STAs and adaptively select HD or FD transmissions based on the
network conditions and STAs locations.

Figure 3.1 shows different transmission modes in FD communications. As shown

in Figure 3.1a, in half-duplex transmissions, when primary receiver (PR) is receiving a
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Figure 3.1: Full-duplex transmission modes (a) half-duplex (HD); (b) bi-directional
FD (BFD); (c) source-based FD (SBFD); (d) destination-based FD (DBFD)

frame from primary transmitter (PT), only one transmitting STA can be in the inter-
ference range of PR, shown in red dashed circle. Otherwise, two frame transmissions
are received at the same time in PR (frame collisions), and since PR is unable to de-
code them properly, both frames get dropped. In other FD transmission modes, since
an STA can perform self interference cancellation (SIC), it can transmit to the source
STA (PT) while receiving from it, Figure 3.1b, or it can transmit to another station,
named secondary receiver (SR) while receiving from PT, Figure 3.1c. Furthermore, as
it is illustrated in Figure 3.1d, the PT can receive from another STA while transmitting
to the PR.

Transmissions in a wireless network can be asynchronous (not synchronized in
time) and asymmetric (different frame sizes). Also, the queues might not always be
saturated. Therefore, to reduce inter-station interference (ISI) and efficiently utilize
the spectrum, the decision to choose the FD mode of operation, the size of frames to
transmit, and the access mechanism should be based on the type of traffic, number of
active contenders and the inferred channel betwe