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To know wisdom and instruction,
to understand words of insight,

to receive instruction in wise dealing,
in righteousness, justice, and equity;

to give prudence to the simple,
knowledge and discretion to the youth -

Let the wise hear and increase in learning,
and the one who understands obtain guidance,

to understand a proverb and a saying,
the words of the wise and their riddles.

King Solomon, c. 970–931 BC
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ABSTRACT

Monoclonal antibody (mAb) protein therapeutics are a rapidly growing class

of pharmaceuticals. High protein concentrations are required for long-term storage

and subcutaneous administration, but these concentrations often result in significantly

higher solution viscosities. Viscosity of mAb solutions is used as a development-risk

screening factor during early stage development. However, proteins are scarce at this

stage of development, and a formulation screen must be conducted quickly to “lock”

a suitable formulation that mitigates potential viscosity issues for further clinical de-

velopment. Multiple particle tracking (MPT) microrheology addresses these needs

for rheological measurements of protein solutions with microliter sample volumes and

rapid acquisition. In this work, the accuracy and precision of MPT methods are im-

proved via new theoretical approaches, and MPT microrheology is implemented in a

device for high-throughput characterization of mAb solution viscosities for early stage

pharmaceutical development.

In passive microrheology viscosity is typically determined by the logarithmic

intercept of the mean-squared displacement (MSD). This approach biases the largest

lag times τ , which are also those with the poorest statistics. A new method is de-

scribed that identifies an optimal lag time τ from an MPT experiment to calculate the

viscosity using the Van Hove self-correlation. Particle displacement follows a Gaussian

distribution, and deviations from Gaussian behavior, quantified using the excess kur-

tosis α2, indicate which lag times are unsuitable for the viscosity calculation through

the use of a test statistic Zα2 . This method ensures that sources of error in the MPT

experiment are minimized, generating the most accurate and precise measurements.

Particle tracking uncertainty, or static error, has typically been measured with immo-

bilized particles in a gel, but the imaging conditions of the gel are not identical to those
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in the sample of interest. To estimate the static error ε under sample conditions, a new

in situ method was developed. This method is also derived using the excess kurtosis

α2, and it enables measurement of the static error using the same data collected during

the MPT experiment. The correction of the mean-squared displacement by the in situ

method is more reliable than the gel estimation, which overcorrects for the static error.

With the true MSD now accessible at short lag times, experimental artifacts can now

be distinguished from phenomena in solution, even in highly viscous (> 10,000 cP)

solutions.

These new methods are used to characterize viscosity profiles for therapeutic

protein solutions with a high-throughput microfluidic device with multiple channels

for 2 µL samples on a single microscope slide. Mounted on a temperature control

stage, this device executes 72 temperature-concentration dependent viscosity measure-

ments in less than 6 hours. An Arrhenius temperature dependence has been observed

for the viscosities of two humanized immunoglobulin antibodies, mAb1 and mAb2.

Remarkably, the two mAbs have different concentration dependence; even though they

share 98% identical sequences, mAb1 has as much as ten times the viscosity of mAb2

at 90 mg/mL at 0.9°C, underscoring the importance of such screening in early stage

development.

Particle tracking microrheology also enables the first study and comparison

of the viscosity profiles of bispecific mAbs (BsAb-A/B and BsAb-B/C) and their

monospecific counterparts (mAb-A, mAb-B, and mAb-C). The viscosity of mAb-C

is higher than that of mAb-A, and the Arrhenius mixing rule accurately predicted

the mixture of (mAb-A + mAb-C) and the solution of BsAb-A/C. While mAb-A and

mAb-B have similar viscosity profiles, their mixture and BsAb-A/B have significantly

higher viscosity. Microstructure and protein-protein interactions are examined using

light scattering and size exclusion chromatography, and possible mechanisms for the

increase in viscosity are discussed.

In summary, new algorithms have been developed to increase accuracy and pre-

cision of multiple particle tracking microrheology, and a new device has been developed
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for characterizing protein formulations for early stage pharmaceutical development. As

part of this thesis work, multiple particle tracking microrheology has been implemented

in an industrial laboratory to support early stage pharmaceutical development. With

a sample size of 2 µL and with an acquisition time on the order of seconds, accurate

and rapid characterization of a library of protein formulations can now be done at a

fraction of the time and cost of bulk rheology.
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Chapter 1

INTRODUCTION

1.1 Motivation and Goals

The focus of this thesis is to develop a small-scale rheology device to charac-

terize the viscosity of therapeutic protein solutions during early stage pharmaceutical

development, as well as to establish new methods for improving the precision and ac-

curacy of microrheological measurements. Concentrated monoclonal antibody (mAb)

protein therapeutics have been a target of drug formulations for the past decade [1].

Along with the number of mAb therapeutics coming to market, there is an increasing

emphasis on delivery via subcutaneous injection to increase dose efficacy and patient

compliance, which requires protein concentrations well above those encountered for

traditional intravenously administered products. High protein concentrations, in the

range of 100–250 mg/ml, often result in significantly higher solution viscosities [2] plac-

ing limits on the “syringibility” of a drug formulation [3, 4]. Viscosity is also important

during manufacturing; it affects the pressure needed to perform membrane filtrations

during purification [5].

To circumvent these potential challenges, the rheological properties of the pro-

tein solutions must be well characterized early in the drug development timeline (prior

to Phase 1 clinical trials, with less than tens of human subjects) and are used as

a screening criterion. Measurements must also be done with a minimal amount of

material and sample preparation time, because material is scarce in early stages of de-

velopment, and screening experiments must be completed quickly to push the timeline

forward. These constraints make passive microrheology, in particular multiple particle

tracking microrheology (MPT), an attractive technique to be developed for pharma-

ceutical research and development laboratories. Multiple particle tracking has become
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an important method to measure the rheology of many biological soft materials; ex-

amples include the rheology of F-actin solutions [6–8], the microviscosity of genomic

DNA solutions [9], the viscoelastic response of folding and unfolding of bovine serum

albumin [10], nanoparticle diffusion in bovine vitreous matrix [11], the intracellular

mechanics of cultured cells [12], time cure superposition of solid-liquid transitions in

peptide hydrogels [13, 14], and the gel network structure and interface layer formation

of β-lactoglobulin [15, 16].

Passive microrheology uses the thermal fluctuations and resulting Brownian

motion trajectories of colloidal probe particles embedded in microliter-sized samples

to determine rheological properties of the solution. The small sample volumes (1–

10 µL) and short acquisition time (on the order of seconds) permit high-throughput

microrheological characterization of biomaterials [10, 17, 18]. Moreover, video-based

particle tracking microrheology requires fairly common laboratory equipment, such as

a microscope, video camera, and computer, making the experiments straightforward to

implement. During the course of this thesis, an instrument was set up and benchmarked

in less than one week at Genentech in South San Francisco, and continues to be used.

This thesis details the design of a microfluidic device for high-throughput mi-

crorheology experiments; the 2 µL channels enable 72 temperature-concentration vis-

cosity measurements of mAb solutions in less than 6 hours, with only mg of materials

required. The techniques developed in this thesis are used to investigate the viscosity

profiles of bispecific antibodies relative to their monospecific counterparts for the first

time. The development of new statistical analysis of particle tracking data improves

the accuracy and precision of microrheological measurements. A new in situ method

of estimating the noise floor in a microscopy system is also introduced in this work.

The noise floor measured in situ is more robust and accurate than the conventional

approach, and requires no additional experiments.

This chapter will first provide an overview of monoclonal antibody (mAb) so-

lutions as protein therapeutics. This is followed by a discussion of the current under-

standing of the factors that affect the viscosity of monoclonal antibody solutions, as
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Figure 1.1: Schematic of an IgG monoclonal antibody showing key structural features
(left) and the number of US FDA approved mAb therapeutics, as of July
2016 [19–21].

well as the available rheological techniques that are used in characterizing the mAbs.

Next, the main principles of passive microrheology are described, in particular, its op-

erating regime and high-throughput capabilities. Lastly, a thesis overview concludes

this chapter.

1.2 Monoclonal antibody (mAb) and its development

Recombinant DNA technology has made possible protein expression in a variety

of microbial, plant and mammalian systems [22]. Concentrated monoclonal antibody

(mAb) protein therapeutics have been a target of drug formulations, and the develop-

ment of mAbs has increased exponentially for the past decade (Fig. 1.1). [1, 19–21].

As of July 2016, there have been 58 mAbs approved in the United States, at the rate of

5–8 approvals every year, with hundreds more in clinical development. Here we provide

a brief overview of the structure, synthesis and development of mAb therapeutics.

The basic structure of a monoclonal (i.e., coming from a single cell line) im-

munoglobulin G (IgG) antibody is shown in Fig. 1.1. The antibody consists of a

variable (V) region and a constant (C) region, connected by a flexible hinge region
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that imparts flexibility in mAbs. Interchain disulfide bonds link the heavy chains (H)

to the light chains (L). The stem of the Y structure (Fc region) is subdivided into

CH1, CH2, and CH3 regions that interact with cellular receptors, and the top of the Y

structure (Fab region) contains the antigen-binding region, made up with ∼110 amino

acid residues on both VH and VL regions. The variable regions contain three hyper-

variable sequences called complementarity determining regions (CDRs), flanked by the

framework regions. The CDRs bind to a single antigen target, typically leading to

fewer side effects than small molecule drugs; therein lies the advantage of using mAbs

as therapeutics.

The mAb drug substance is synthesized using host cells, typically Escherichia

coli and Chinese hamster ovary cells, that are transformed with the appropriate ge-

netic coding for manipulation of protein generation during fermentation or cell-culture

processing. The cells are centrifugally harvested, and the expressed proteins are recov-

ered, purified, and exchanged in the preformulation buffer. Only ∼ 1–10 g of this scarce

material is available for the rest of the early stage development (including formulation,

analytical methods, toxicology, etc). The preformulation buffer is not suited for further

clinical development, which can only occur after the optimized formulation has been

created and “locked”. The early stage formulation optimization surveys a large com-

position space (protein concentrations, excipients, pH, ionic strength, etc.), and the

stability, solubility, and viscosity of the proteins are examined under each condition.

Because of the material scarcity and the urgency in the timeline, early stage (Phase

0–1) formulation requires a rapid screening method that only uses a small sample for

each biophysical property examined. The early formulation lock will continue to be

optimized as the molecule advances through the clinical development stages.

1.3 Factors affecting mAb solution viscosity

The lack of extended microstructures in a stable protein solution precludes com-

plex rheological behavior, but these materials are not mundane. The viscosity of a

protein solution may be determined by molecular-scale protein-protein interactions,
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and thus can be sensitive to the amino acid sequence, as well as the pH, ionic strength,

and excipient species present in a formulation. The formulation composition space is

rich, and potentially complex. The work of Yadav et al. [23] demonstrates the ability

to tune the solution viscosity during early stage development by altering the amino

acid sequence, and formulations were screened with viscosity as a parameter to achieve

optimal compositions [25, 26].

1.3.1 Formulation

The development of a stable formulation requires screening of different excip-

ients, each one serving a different, specific purpose (besides the need to lower the

viscosity of the final drug product). Proteins can undergo different routes of degrada-

tion. The diversity of chemistry due to differences in the 20 common amino acids that

construct a mAb leads to challenges in finding the optimal formulation that minimizes

all degradation routes. In particular, degradation routes such as Asp isomerization and

deamidation are dependent on the pH and ionic strength [27]. The buffer strength is

typically kept low (< 50 mM) to provide enough buffering capacity for pH control, and

at the same time allow the pH to change rapidly upon administration into the human

body. Fig. 1.2 shows the pH dependence of the chemical degradation rate constants

and viscosity of an IgG1 mAb (GNE) [27]. Degradation kinetics are optimized near

pH 6.0; however, this is also when the viscosity of the solution is at the maximum.

The effect of ionic strength on the protein solution viscosity is shown in Fig. 1.3A.

The addition of 200 mM salt screens the electrostatic charges on the protein surface, ef-

fectively disrupting the self-association that leads to a rise in viscosity for this molecule.

Kanai et al. [28] also studied the effect of specific ions on the solution viscosity. Specific-

ion effects, also known as Hofmeister effects, also impact the interactions, stability and

viscosity of the proteins [28–35]. The Hofmeister series of ions describe the ability of

ions from “salting out” (kosmotropes) to “salting in” (chaotropes). The series of anions

(SO2−
4 , Cl-, Br-, I-, SCN-, from kosmotropic to chaotropic) has a strong correlation with

the viscosity of the IgG1 at a constant concentration; the more chaotropic the salt, the
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lower the viscosity (Fig. 1.3B). They hypothesized that chaotropic anions are breaking

the self-association of the antibody, and thereby reducing viscosity. Chaotropic salts

have also been observed to decrease electrostatic repulsive protein-protein interactions

as well as the net charge of the protein molecule [32].

The use of salt, such as arginine hydrochloride [36], can decrease the viscosity

of the protein solutions, but in some cases, salts have been found to have a detrimental

effect on the stability of mAbs [33, 37]. Additional protein stabilizers such as sugar

molecules are used in protein liquid formulations. Sugars stabilize the mAbs through

preferential exclusion of the sugars from the protein surface, leading to preferential

hydration for the protein molecules; this shifts the equilibrium away from unfolded

states towards a more compact, native state mAb [38]. He et al. [26] studied the

effect of 10% w/v of seven common monosaccharides and disaccharides on the viscosity

of an IgG1 antibody (Amgen), formulated in 10 mM sodium acetate, pH 5.0. The

viscosity of a 10% w/v sugar content (< 2 cP) should not contribute significantly to the

solution viscosity in the absence of the proteins. While the sugars offer stabilization and

protection to the proteins (as shown in thermal unfolding experiments), the viscosity

of sugar-protein solutions is significantly higher than that observed in protein-free

solutions or sugar-free protein solutions.

Surfactants are added in the formulation to minimize aggregate formation at the

hydrophobic air/water interface that are generated during manufacturing or delivery

(stirring, agitation, swirling, shaking, etc.). Polysorbate 20 has been found to prevent

mAb aggregation and precipitation during shear [39], and at small amounts (< 0.5%

w/v), surfactants do not contribute significantly to the zero-shear viscosity. However, in

measuring the bulk shear viscosity, a surfactant-free antibody solution shows yielding

behavior at the air/water interface, as the formation of interfacial film and clusters

contribute to the measurement [40, 41]. The works of Johnston and Ewoldt [42] and

Ewoldt et al. [43] provide an overview on how to circumvent experimental challenges

in measuring shear rheology for protein solutions.
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1.3.2 Specific interactions

Solution viscosities are also affected by both pairwise and higher-order inter-

molecular interactions in antibody solutions. The pairwise intermolecular interactions

can be tested by measuring the osmotic second virial coefficient (B22) and diffusion

interaction parameter (kD) using static and dynamic light scattering. A positive

value for B22 or kD indicates repulsive protein-protein interactions between two protein

molecules, while a negative value indicates attractive protein-protein interactions, al-

though kD may be negative due to hydrodynamic effects even when B22 is positive. The

work of Saito et al. [44], Connolly et al. [45], and Neergaard et al. [46] found that both

kD and B22 are proportional measures of self-intermolecular interactions, and are good

indicators for viscosity of mAb solutions up to ∼200 mg/mL. These protein-protein

interaction parameters suggest that reversible self-association of the antibodies plays

a dominant role in concentrated protein solutions and directly affects the mAb solu-

tion viscosity (as well as aggregation propensity) [28, 47–49]. However, Binabaji et al.

[50] recently reported that B22 fails to predict mAb solution viscosity as concentration

increases beyond 200 mg/mL. Instead, the osmotic third virial coefficient B222 is used

to predict viscosity for protein concentrations up to 300 mg/mL. This observation of

higher-order cluster or structure involving three or more antibody molecules is corrob-

orated by prior work in the literature; Lilyestrom et al. [51], Yearley et al. [52], and

Godfrin et al. [53] inferred the formation of reversible clusters through small angle x-ray

scattering and neutron spin echo, as well as the impact of microstructure formation on

increasing solution viscosity of the monoclonal antibody solutions. Patapoff and Esue

[39], Nicoud et al. [54] and Barnett et al. [55] noted that the irreversible aggregate

formation also increases viscosity of concentrated protein solutions.

Even under identical formulation conditions, some proteins experience self-

association or aggregation, while others do not. This behavior emerges from differences

in the protein amino acid sequences, which influence the molecular conformations and

protein-protein interactions. Singh et al. [56] attributes the pattern and location of

charged residues in the complementarity determining region (CDR) in promoting the
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dipole-dipole interactions that lead to a rise in viscosity. Replacing the charged residues

in the sequence of the CDR for mAb-1 decreases the charge asymmetry in the molecule,

leading to a loss of self-association and a lowered viscosity; however, the same charge

mutant swap does not have the same effect on mAb-2 [23, 57].

These findings all highlight the complexity of antibody behavior, whether the

protein-protein interactions that lead to increase in solution viscosity arise from electro-

static attributes (e.g. pI, dipole moments, charge distribution, net charge) or hydropho-

bic interactions (the tendency to repel water molecules). Because of such complexity,

it is difficult to accurately predict viscosity behavior in emerging antibody molecules,

rendering an experimental screen to be the most efficient way to test solution vis-

cosity. This emphasizes the need for a small-volume rheological device for measuring

concentrated antibody formulations in the early stage of development.

1.4 Rheological techniques in pharmaceutical development

The need for small volume rheology in the biopharmaceutical industry has es-

tablished a fertile market for new instruments and techniques. Fig. 1.4 summarizes and

compares the volume requirements of typical rheometry methods used in biopharma-

ceutical research. The macrorheology category is comprised of methods that measure

the bulk or macroscopic response of the fluid using macroscale instruments or geome-

tries, with its shortest length scale greater than the order of millimeters. This category

includes glass capillary viscometers [2, 48], rolling ball viscometers [39], and rotational

rheometers [28, 41, 45, 48, 59], with a volume range of 0.1 mL to 8 mL. While these

conventional macrorheology measurements are an effective means for characterizing

therapeutic protein solutions, they are hindered by the scarcity of material, especially

during early development, when it is desirable to screen many candidate molecules over

a wide range of conditions.

In response to the demands to miniaturize rheology experiments, several mi-

crofluidic or capillary techniques have emerged. These techniques have geometries
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Patapoff	&	Esue,	Pharm.	Dev.	Technol.	14,	2009;	Galush	et	al.,	J.	Pharm.	Sci.	101,	2011	

Rolling	ball	viscometer	
	

Patapoff	&	Esue,	Pharm.	Dev.	Technol.	14,	2009	

Glass	capillary	viscometer	
	

Liu	et	al.,	J.	Pharm.	Sci.	94,	2005	

Par;cle	tracking	microrheology	
	

Schultz	&	Furst,	Lab	Chip	11,	2011	

Quartz	crystal	microbalance	with	dissipa;on	
	

Patel	et	al.,	J.	Pharm.	Sci.		98,	2009	

Microfluidic	capillary	rheometer	(non-commercialized)	
	

Grupi	&	Minton,		Anal.	Chem.	84,	2012;	Hudson	et	al.,	J.	Pharm.	Sci.	104,	2015	

Pressure-driven	flow	(m-VROC)	
	

Saito	et	al.,	Pharm.	Res.	29,	2011;	Pathak	et	al.,	Biophys.	J.	104,	2013	

Macrorheology	

Microfluidics	
or	

Capillary	

Microrheology	 Diffusing	wave	spectroscopy	
	

Amin	et	al.,	Rheol.	Acta.	51,	2012	

Taylor	dispersion	analysis	(Viscosizer)	
	

Barne2	et	al.,	Biophys.	Chem.	207,	2015	

Figure 1.4: Typical sample volumes for methods used to measure mAb solution rhe-
ology. From [58].
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with length scale on the order of tens to hundreds of micrometers. Commercial instru-

ments, including Rheosense’s m-VROC [60] and Malvern’s Viscosizer [61], require as

little as 100 µL samples to sweep a frequency range of 10−1 − 104 s−1. These instru-

ments could be paired with an autosampler for automated data collection without user

involvement (once all of the samples are prepared), enabling high-throughput screening

experiments. Recently, Grupi and Minton [62] and Hudson et al. [63] have documented

the development of a custom-built microfluidic device for mAbs with as little as 6 µL

samples. Microfluidic technologies also have the advantage of automated sample prepa-

ration, generating a library of samples with varying concentrations and compositions

using droplet formation junctions [17, 64–66].

Lastly, the microrheology category includes methods that embed colloidal par-

ticles (on the order of 100 nm to µm) to probe the material rheology (as is further

discussed in Section 1.5). Microrheology typically uses 2–30 µL samples and has a

short acquisition time per sample, on the order of 10 s. These techniques are usually

lab-based and custom-made, although commercial instruments by manufacturers such

as LS Instruments [67] and Formulaction [68] have been recently offered that perform

light-scattering based microrheology. Existing dynamic light scattering setups have

also been used to measure mAb solution viscosities [69, 70] with samples as small as 35

µL. Microscopy-based microrheology techniques use even smaller samples (on the or-

der of 2-10 µL), and have a further advantage of relatively simple experimental setup,

only requiring a light microscope and relatively high-speed video camera, which are

available in many laboratories.

1.5 Microrheology

Traditional rheological measurements apply a steady stress or shear to deform

the material of interest and record its response. In contrast, microrheology charac-

terizes complex fluids by measuring the motion of embedded colloidal particles and

extracting rheological properties. There are two distinct approaches in microrheology:

active and passive. Active microrheology measures material response using particles
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driven by an externally applied force, such as an electric field [71, 72], magnetic field

[73, 74], or micro-manipulations [75–78]. These experiments are analogous to macrorhe-

ological measurements, in which an external stress is used to deform the sample, and

the resulting fluid response is measured to extract information about the material.

However, since the size scale of the manipulation is in the range of nm to µm, the

particles in active microrheological experiments are locally deforming the material,

therefore probing the local viscoelastic properties. Heilbronn [79], Freundlich [80] and

Seifriz [81] pioneered the oldest implementation of active microrheology using magnetic

particles in the 1920s to study the structure of gelatin and cellular protoplasm. Since

then, active microrheology has found applications in studies of entangled solutions of

filamentous actin [73, 82, 83], worm-like micelles [84], associating polymers [85, 86], and

colloidal suspensions and gels [87, 88]. The advantage of active microrheology is its

capability for measuring high viscosities and nonlinear viscoelastic responses. Optical

tweezers have also been used to extract single-molecule level of information, such as

bond dynamics and rupture forces in a depletion colloidal gel [78], as well as biophys-

ical information that is unattainable in traditional biochemical assays, such as titin

protein folding-unfolding transition [89], DNA dynamics [90, 91], interaction energies

and forces between biological materials [92], and molecular interactions between mAb

and targeted antigen [93]. However, magnetic or optical tweezers typically require elab-

orate or customized setups and specialized training, which may not fit the needs of a

fast-paced formulation and viscosity screening lab.

In comparison, passive microrheology characterizes the linear viscoelastic re-

sponse of the material through particle movement driven by inherent thermal forces.

Robert Brown’s observations in 1828 provided crucial ideas to the foundation of pas-

sive microrheology [94], when he observed organelles of pollen grains moving on the

surface of water without any induced external force. Albert Einstein later explained

this unexpected motion in terms of collisions of the microscopic particles with the sur-

rounding water molecules. Einstein’s explanation, published in 1905 [95], states that
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the particles’ thermal motion, now called Brownian motion, is characterized by a dif-

fusion coefficient, D, and is related to its hydrodynamic drag force ζ (first derived by

Stokes in 1850 [96]),

D =
kBT

ζ
=

kBT

6πaη
(1.1)

in a fluid with viscosity η. Einstein’s theory was proven by Jean Perrin in 1909 [97],

in the first ever recorded “multiple particle tracking” experiment, when he measured

the motion of 0.4 µm particles in water and found that the mean squared displacement

〈∆x2(t)〉 is directly proportional to time t. His seminal work proved indirectly the

existence of atoms, and derived the mathematical link relating the thermal motion of

the particles (a measurable quantity using a microscope) and the material rheological

properties in which the particles are embedded by

〈∆x2(t)〉+ 〈∆y2(t)〉+ 〈∆z2(t)〉 = 6Dt. (1.2)

The displacement of particles can be detected using an optical microscope (e.g.

multiple particle tracking) or by light scattering (e.g. diffusing wave spectroscopy,

dynamic light scattering); the main principles behind passive microrheology are the

same, differing only in the range of length and time scale and methods of data analysis.

Passive microrheology has several advantages that makes it a suitable technique

to be applied in a protein formulation lab to rapidly screen viscosities. First, microrhe-

ology only requires a small volume of sample, typically between 1 and 10 µL. At such

volume and length scale, rapid mass and heat transfers in capillary/microfluidic sample

chambers enable high-throughput sample preparation [17, 98–100] and simultaneous

temperature equilibration between multiple samples [101]. Second, microrheology has

short acquisition times (on the order of minutes), and at the same time, accesses mul-

tiple decades of frequencies. A typical multiple particle tracking experiment capturing

time scales from 10 µs to 10 s (or frequencies f = 0.1 − 100 s−1) can be completed

in less than 2 minutes. The short experimental time per sample facilitates rapid data

acquisition in screening applications, where over 100 rheological measurements can be
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completed in a single day [102]. Third, microrheology is sensitive to small changes

in viscosity that might not be accessible in macrorheometry. Conventional rheology

instruments monitor the torque response of the material, which places a mechanical

constraint on the instrument’s sensitivity to low viscosity materials for applications

such as the derivation of the intrinsic viscosity. Fourth, passive microrheology can be

free of air-water interfaces. Prior work has shown that in several rheometric geome-

tries, the interfacial activity of protein solutions complicates viscosity measurements

[42, 43, 103]. Surface tension also contributes to error in low torque rheometry mea-

surements because of sensitivity to the irregularities in the surface, which may create a

net torque [40, 43]. However, in fairness, microrheology introduces a solid-liquid inter-

face; steps to minimize such surface interactions are detailed in Sec. 2.2.1.1. Last but

not least, passive microrheology, in particular microscopy-based methods, only requires

a microscope, a relatively high-speed camera (capable of shutter speed of > 20 frames

per second), and a computer.

1.5.1 Operating limits

While passive microrheology has many advantages, it does not replace conven-

tional rheometry, but is rather complementary. Passive microrheology enables rapid

screening in early stage of formulation and excels at low viscosity applications, whereas

macrorheology can access high shear rates and nonlinear rheological properties like

shear-thinning. The combination of the two methods can lead to a more complete un-

derstanding of protein solution rheology. Microrheology is also limited to soft materials

applications, since microrheology measures the movement of small colloidal particles

in the material. Fig. 1.5 shows the operating limits of multiple particle tracking by

video microscopy calculated for the commonly-used 1 µm particle.

The spatial resolution that arises from the camera setup sets the lower bound

on the length scale. As will be discussed in depth in Chapter 4, the apparent mean
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squared displacement of the particle 〈∆x̂(τ)2〉 is

〈∆x̂2(τ)〉 = 〈∆x2(τ)〉+ 2ε2. (1.3)

where ε represents the static error, or the inherent inaccuracy to track the position of

a particle within a spatial resolution. Fig. 1.5 shows how ε affects 〈∆x̂2(τ)〉; as the

measured MSD approaches 2ε2, it exhibits an apparent plateau. This spatial resolution

sets the operating regime of particle tracking microrheology, limiting the maximum

viscosity that can be probed, as calculated by ηmax = kTτ/3πaε2.

There are two bounds on the time scale, τmin and τmax. The lower limit τmin is

set by the frame rate f which the high speed camera in the imaging system is capable

of achieving, without inducing excessive dynamic error from the exposure time σ (as

discussed in Chapter 2). The frame rate f sets the lag time step τ , and is usually set

between f = 20 − 50 frames per seconds, or τmin = 0.02 – 0.05 s. The upper bound

of the time scale τmax is limited by the overall acquisition time of the measurement.

Theoretically, with a highly viscous Newtonian fluid, one could take a video over in-

definite time (hours) to move a sufficient distance above the noise floor. However, it

is infeasible to track the sample over such long times due to computer/video capabil-

ity and macroscopic vibration or movement (i.e., accidental bump to the microscope

table). The tracking statistics also decrease as N ∼ τ−1 at shorter τ , and as particles

move out of the focal plane, the trajectories are truncated [104]. Moreover, for samples

with a time-dependent rheology (on the order of minutes), such as the material change

during a hydrogelation reaction, fast acquisition times are needed to ensure the MSD

approximates a stationary property on that time scale.

The operating limits can be shifted by changing the probe size, provided that

this does not violate the Stokes continuum assumption (as discussed in Chapter 2).

For example, Cohen and Weihs [105] measured the microrheology of Israeli honey up

to 20 Pa-s using 2a = 0.2 µm probe particles. Within these limits, the rheology of

the material does not need to be known a priori to calculate the viscosity. Under
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circumstances at which Newtonian behavior can be assumed, the static error can be

accounted for and the material viscosity can still be calculated at large lag time. For

potential therapeutic proteins in early development, their viscosity ranges from 1 mPa-

s to at most hundreds of mPa-s, many of which behave like a Newtonian fluid at low

shear rate. Thus, multiple particle tracking is well suited for viscosity measurements

of protein solutions.

1.5.2 High-throughput capabilities

Breedveld and Pine [106] first proposed the use of microrheology for high-

throughput screening, creating a water/salt/surfactant phase diagram by measuring

a library of block copolypeptides; the samples are placed in a multi-well plate on an

automated stage with automated data acquisition. He et al. [69] had a similar, au-

tomated setup for dynamic light scattering microrheology to screen formulations for

protein therapeutics.

Further high-throughput microrheological experiments focused on the integra-

tion with microfluidics technology. For example, Schultz and Furst [17] measured the

hydrogelation kinetics of a library of samples with a linear composition gradient gen-

erated by microfluidic T-junction. Droplet-forming microfluidic system has also been

used to screen hundreds of protein crystallization conditions [107]. These nL-sized

droplets can be stored on chip [65, 108], and through the incorporation of membranes

[109–112], protein solutions can be concentrated and buffer-exchanged into different

formulations, requiring little human interaction.

1.6 Thesis Overview

The focus of this thesis is to develop a small-scale microrheology technique via

the use of microfluidics to characterize therapeutic protein solutions during early stage

development, as well as to improve the precision and accuracy of microrheological

measurements through the use of statistical analysis.
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Chapter 2 describes the materials and methods used in the experiments, includ-

ing a detailed description of multiple particle tracking and its tracking algorithm and

errors, the development of a rapid fabrication for creating a microfluidics device, the

design and calibration of the temperature control stage, as well as the protein charac-

terization methods. This chapter can serve as a tutorial and guideline for setting up

microrheology experiments in a lab for the first time.

Chapter 3 details the analysis of multiple particle tracking statistics using the

excess kurtosis α2 and its test statistic Zα2 ; this method of analysis selects the optimal

lag time that maximizes the number of independent displacement observations while

minimizing the tracking error, with a demonstrated precision and accuracy within

2% relative error for all the standards sample. The microrheology of two monoclonal

antibodies are studied and compared to their bulk rheology. The probe particle stability

and the protein stability during the particle tracking experiments for these two mAbs

are also examined in detail.

Chapter 4 presents a derived mathematical model that relates the static error in

particle tracking to the statistics parameter excess kurtosis α2. Since α2 is calculated

from a particle tracking experiment (along with the usual mean squared displacement),

this model presents a way to measure the particle tracking noise floor in situ. High

concentration sucrose solutions are used in particle tracking experiments to validate

the model, showing better accuracy in estimating the static error ε than the standard

method of measuring trapped particles in a stiff gel.

Chapter 5 demonstrates the temperature-dependent viscometry of the two mAbs

presented in Chapter 3 using microrheology in a high-throughput biocompatible mi-

crofluidic device. The micrometer size scale in a microfluidic device allows for rapid

temperature equilibration, and only a small, local environment needs to be enclosed

and controlled. The microfluidic devices are prepared using the fabrication techniques

described in Chapter 2. In this chapter, the microfluidic sticker design and the choice of

fabrication material are described. Sucrose solutions (55 wt%) are used as a standard
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to be embedded in the microfluidic device to measure the on-chip temperature. A cal-

ibration curve is developed to back calculate the temperature based on the measured

mean squared displacement of the sucrose solution using the Arrhenius equation. The

Peltier temperature control setup is validated with sucrose samples from 10 wt% to 55

wt%. In a single day, 72 temperature-concentration viscosity measurements of 2 mAb

solutions can be made; the microrheology experiment throughput is increased signifi-

cantly due to the elimination of separate temperature equilibration in each sample, as

compared to bulk rheometry.

Chapter 6 investigates the rheology of two bispecific antibodies (BsAb) and

their monospecific counterparts using particle tracking microrheology; the experiments

were performed in Genentech’s R&D laboratory as part of the implementation of the

microrheology technique. In the microrheology experiments, we discovered that while

both bispecific antibodies have high viscosity (≥ 30 cP above 100 mg/mL), the un-

derlying reasons for the increase in viscosity are different. One bispecific antibody,

BsAb-A/C, is the combination of a low-viscosity monospecific antibody mAb-A and a

high-viscosity mAb-C. The 1:1 mixture of mAb-A and mAb-C shows that these two

protein molecules do not experience cross-protein interactions that are significantly dif-

ferent than their self-interactions, and the viscosity profile of the (mAb-A + mAb-C)

mixture, as well as their combined bispecific antibody, are adequately described by

the Arrhenius mixture rule. On the other hand, the viscosity of BsAb-A/B is signif-

icantly higher than its monospecific counterparts mAb-A and mAb-B; the viscosity

profile of the (mAb-A + mAb-B) mixture cannot be accounted for by the Arrhenius

mixture rule, suggesting that there are stronger underlying interactions between the

protein molecules. Size exclusion chromatography with a short guard column and light

scattering methods are used to probe the protein-protein interactions more in depth,

though in this first-pass investigation, neither protein characterization method provides

definitive evidence for the mechanism behind the viscosity increase.

Chapter 7 presents a second analysis method for particle tracking microrhe-

ology via Fourier image analysis. This method, also known as Differential Dynamic
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Microscopy, is applied to examine sucrose solutions and poly(ethylene oxide) solutions.

The results are compared to those obtained from the real-space analysis in the particle

tracking algorithm described in Chapter 2. The advantages and challenges are also

compared between MPT and DDM. Finally, Chapter 8 summarizes the conclusions

and discusses the outlook and future directions for this work.
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Chapter 2

MATERIALS AND METHODS

The aim of this thesis is to develop a method for rapid characterization of ther-

apeutic protein solutions using small volume samples at the early stages of pharmaceu-

tical development. The protein solution viscosity is used as a screening or risk factor

in developing biological therapeutics, since it is an important biophysical parameter

that affects downstream development and manufacturing. To accomplish these goals,

multiple particle tracking microrheology is used as the characterization technique. We

further improve the technique by (1) combining microrheology and microfluidics to de-

crease the required sample size, and (2) using temperature control via a Peltier module

to generate samples over a large range of operating conditions.

2.1 Materials

2.1.1 Microspheres

Microspheres used in microrheology experiments must be carefully prepared to

ensure the colloidal particles do not aggregate or interact with the material of interest,

which affects the measurements. Fluorescent polystyrene (PS) particles with or without

surface functionalities, with diameters ranging from 0.2 µm to 1 µm, are purchased from

reputable manufacturers, Polysciences, Inc. (Warrington, PA) or Molecular Probes

(Eugene, OR). The stock solutions typically come in 2–2.5 % w/v. The probe particles

are washed to remove excess fluorescent dye and possible contaminants from their

synthesis and storage. The centrifugation time and speed are chosen carefully to avoid
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irreversible particle aggregation during the washing steps. For spherical particles, the

settling velocity can be calculated using Stokes’ Law,

V =
2Ga2(ρ1 − ρ2)

9η
(2.1)

where V is the velocity (cm/s), G is the g-force (cm/s2), ρ1 is the density of the particle

(g/cm3), ρ2 is the density of the suspending media (g/cm3), η is viscosity (poise or

g/cm-s), and a is the radius of the spherical particle (cm). To estimate appropriate

times for centrifugation, choose a desired centrifugation force (typically between 5000

G and 20000 G), calculate the settling velocity, and compare the resultant velocity to

the height of the centrifuge tube. For example, a 1.0 µm polystyrene particle placed

in a microcentrifuge generating 10000 G will settle at a velocity of 2.77 x 10−2 cm/s;

placing the microspheres in a 4 cm high tube would require a 144 s centrifuge run at the

minimum. The actual time required to completely pellet the microspheres could be up

to 50% longer. Such calculations are intended as guidelines to estimate centrifugation

time. For all 1 µm particles at upwards of 2.5% w/v, the particles are centrifuged

for 6 minutes at 5000 G as a starting point. If, upon observations, the probes have

not sufficiently settled, a one-minute centrifugation run at 5000 G is added. After

the centrifugation, the supernatant is discarded and the particles are re-disperse in the

same volume of ultra-pure water (Milli-Q, Millipore, resistivity ≤ 18.2 M Ω cm). These

washing procedures are repeated at least three times for each batch of particles taken

out of the manufacturer’s stock solutions. In the last washing step, the particles are

re-dispersed in 4–5 fold less water to concentrate up the microspheres to approximately

10% w/v. This is done so only a minimal volume is added to the samples to minimize

concentration changes.
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Figure 2.1: Carbodiimide reaction with amine-modified polystyrene microspheres as
starting material.

2.1.1.1 PEGylation reactions on microspheres

Polystyrene (PS) microspheres grafted with poly(ethylene glycol) (PEG) are

synthesized via carbodiimide reactive chemistry to make PEGylated microspheres (PS-

PEG). Two starting microspheres with different surface modifications (amine and car-

boxylate, respectively) are used and their reactions are compared here.

The steps to covalent coupling of PEG to amine-modified PS microspheres are

adapted from Huh and Furst [1] and shown in Fig. 2.1. Amine-modifed PS particles

(2a = 0.97 ± 0.022 µm, 2.0% w/v, Molecular Probes) are first washed 3 times in Milli

Q water. PEG with N-hydroxysuccinimidyl ester end groups (mPEG-succinimidyl car-

boxyl methyl ester, MW = 5000, CreativePEGWorks, Winston-Salem, NC) is dissolved

in borate buffer (pH 8.5, 100 mM boric acid, 75 mM sodium chloride, 25 mM sodium

tetraborate) at 200 mg/ml (1mL in volume) and immediately mixed with 100 µL 2.0%

w/v amine-modified PS particles to react for 90 minutes. The probes are then washed

with pure borate buffer and Milli-Q water three times each.

An alternative carbodiimide reaction starts with carboxylate modified micro-

spheres [2, 3] and is shown in Figure 2.2. Carboxylate-modified latex (CML) beads (2a

= 1.0 µm, Molecular Probes) are PEGylated with amine-functionalized polyethylene

glycol (amine-PEG 5kDa, Creative PEGWorks, Winston Salem, NC). Beads are first

washed 3 times in Milli Q water, then suspended in PolyLink coupling buffer (50 mM

MES, pH 5.2, 0.05% Proclin-300, Polyscience Inc.) at 2% w/v and are sonicated until
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Figure 2.2: Carbodiimide reaction with carboxylated-modified polystyrene micro-
spheres as starting material.

there is no visible precipitate. Carboxyl groups on beads are activated at this low pH

by addition of 1- ethyl-3-(3-dimethylaminopropyl) carbodiimide hydrochloride (EDC)

to form O-acylisourea intermediate. 50 µL of 200 mg/mL EDC are added to 500 µL 2%

probes, and incubated at room temperature for 30 min under rotation. Excess EDC is

removed by repeated centrifugation at 3200 G for 5 mins and washing with water (at

least 3 times). 500 µL of 200 mg/mL amine-PEG, dissolved in 200 mM PBS, pH 7,

is added to resuspend the beads in solution at 10× excess. Raising the pH from the

initial activation step helps drive the PEGylation reaction. The reaction between the

amine-PEG and the beads is allowed to occur overnight at room temperature, under

rotation and shielded from light with metal foil. Unreacted amine-PEG is removed by

repeated washing with DI water at least 3 times.

2.1.2 Sucrose solutions

The sucrose crystals (ACS reagents grade, #84100, Sigma-Aldrich) are dissolved

in ultra-pure Milli-Q water (resistivity ≤ 18.2 M Ω cm) at 0, 10, 25, 40, 55, 60, 65 wt%

in 20 mL vials with stirring and gentle heating at 35°C. The Milli-Q water is filtered
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using a centrifuge tube-top filter unit (EMD Millipore Steriflip-GP, 0.22 µm pore size,

polyethersulfone, #SCGP00525) to prevent mold and bacteria growth.

2.1.3 Poly(ethylene oxide) solutions

Poly(ethylene oxide) (PEO) solutions are prepared from 2.0 MDa PEO (Aldrich

Chemistry, Lot No. MKBQ3351V). An amount of PEO for a given weight percent (0.2,

0.5, 1, 2, and 5 wt%) is added to 10 mL of ultra-pure water in a 20 mL scintillation

vial at room temperature (∼23°C). Samples will appear to have separate layers as the

PEO slowly dissolves. The sample vials are placed on a stir plate at a medium speed

for 30 minutes, until the solutions look visibly uniform; the vials then are incubated at

60°C overnight.

2.1.4 Polyacrylamide gel

Acrylamide monomer, bis-acrylamide crosslinker, ammonium persulfate initia-

tor, and tetramethylethylenediamine (TEMED) catalyst are obtained commercially

(Sigma-Aldrich). Oxygen is known to inhibit the polymerization process, so stock so-

lutions are made fresh and degassed by vacuum prior to each use. Samples are prepared

at 5.0 wt% total acrylamide, with up to 0.1 wt% bis-acrylamide crosslinker, 0.5 wt%

ammonium persulfate, and 0.1% TEMED. This polyacrylamide gel has an estimated

shear modulus of 1.5 kPa [4]; at this modulus, the expected MSD for 1 µm diameter

probe particles is 2.9 ×10−13 nm2 (or a root mean square = 5.4 ×10−7 nm).

The order of mixing in Milli-Q water should be acrylamide monomer, ammonium

persulfate and bis-acrylamide; the solution needs to be degassed for at least 15 minutes.

The probe particles used for microrheology are added to the precursor solution and

mixed gently with vortex. The addition of TEMED will initiate the gelation process.

The TEMED is mixed quickly and gently (avoiding air bubbles) into the precursor-and-

probe solution, and sealed into capillary tubes or sample chamber with NOA optical

glue (NOA81, Norland Products, Cranbury, NJ). The polyacrylamide gel is allowed to

cure for 6 hours under the fume hood in a well-ventilated setting.
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Table 2.1: Monoclonal antibodies used in this thesis and their properties

Molecule MW Ext. Coefficient Theoretical pI
(kDa) (mg/mg-cm)

mAb1 146.5 1.577 7.85
mAb2 145.4 1.492 9.80
mAb3 145.2 1.540 9.25
mAb4 144.4 1.636 8.95

mAb-A 145.0 1.430 6.25
mAb-B 145.2 1.540 9.25
mAb-C 144.9 1.353 6.95

BsAb-A/B 145.2 1.528 7.40
BsAb-A/C 144.9 1.430 6.45

2.1.5 Formulation buffers

The formulation buffers are made with ultra-pure Milli-Q water that is filtered

using a bottle-top filter unit prior to use (Nalgene rapid-flow sterile disposable filter

units, surfactant-free cellulose acetate membrane, 0.2 µm pore size, #161-0020, Thermo

Fisher Scientific). The 30 mM histidine buffer is prepared and adjusted to pH 5.4

by combining 5 mM L-histidine free-base and 25 mM L-histidine-HCl. The 20 mM

histidine buffer is prepared and adjusted to pH 6.0 by combining 9 mM L-histidine

free-base and 11 mM L-histidine-HCl (Sigma Aldrich).

2.1.6 Monoclonal antibody solutions

All the monoclonal antibodies used in this thesis are supplied by Genentech

Inc. (South San Francisco, CA). The protein properties are reported in Table 2.1. The

proteins are first buffer-exchanged into the formulation buffer using Slide-A-LyzerTM

dialysis cassettes (10k molecular weight cut off, catalog #66385, Thermo Fisher Scien-

tific). The protein solutions are then diluted serially with the formulation buffer.
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Figure 2.3: The chosen probe particles (2a = 1 µm) must be much larger than its
surrounding material’s characteristic length scale (Rg,mAb ∼ 10 nm).

2.2 Experimental methods

2.2.1 Multiple particle tracking microrheology

2.2.1.1 Necessary conditions

The choice of the proper colloidal probe is essential to a microrheology exper-

iments, as there are four requirements that need to be considered: (1) The Stokes

continuum assumption in calculating the hydrodynamic drag force on the particles

(see Eq. 1.1 on pg. 13) requires that the probe size be much greater than the charac-

teristic length scale of the material, (2) the probe particles are not interacting with the

material and (3) the wall, and (4) the addition of the probe particles does not affect

the interactions within the material itself.

• Stokes continuum assumption: The Stokes component of the Stokes-Einstein
relation can be satisfied by using probes that are much bigger than the charac-
teristic length scale of the material. With the radius of gyration of mAbs Rg ∼
10 nm, 1 µm size probes are used to satisfy the continuum assumption in the
Stokes equation (Fig. 2.3).

• Probe-material interaction: If the probes are aggregating, the tracking algo-
rithm cannot be used, so aggregation needs to be mitigated before the viscosity
can be measured. Thus, a PEG layer is grafted onto the probe surface using
carbodiimide crosslinker chemistry to prevent interaction between protein and
probe particles (see Sec. 2.1.1.1). The discussion on probe stability is detailed in
Chapter 3.
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Figure 2.4: Faxén’s solution for 1 µm particles to calculate the error tolerance as a
function of channel height.

• Probe-wall interaction: In a microfluidic channel, the particle mobility is
hindered by the wall. For a sphere halfway between two walls, Faxén [5] has
solved analytically the percentage of hindered particle motions as
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In Fig. 2.4 we show the percentage of hindered 1 µm particles as a function of
channel height in µm [5–7]. For the 1 µm diameter probe, the channel height
needs to be at least 100 µm for a 1% error tolerance in probe mobility. In the
experiments, the actual channel height is 125 µm to ensure that this source of
error is not significant.

• Change in material after probe addition: Proteins in solution can some-
times be unstable even in the presence of benign surfaces such as stainless steel
used in fill-finish processing steps [8]. The addition of the probes used in microrhe-
ology increases the free surface area available for protein-surface interactions, and
may induce protein aggregation. DLS experiments should always be performed
to examine the size of the antibodies before and after the addition of the probes
(see Chapter 3 for examples of DLS checks).

2.2.1.2 Microrheology sample preparation

Once the probe particles are carefully prepared (see Section 2.1.1) and chosen,

a small volume (0.2 µL) of approximately 10% w/v probe particles is dispersed in a
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20 µL sample. The final particle concentration is approximately 0.1% w/v, and this

concentration range is used to prevent brightness saturation in the camera and to

obtain 80-100 particles in the plane of view for good particle tracking statistics.

The samples are then loaded by capillary action into capillary tubes (Vitrocom,

Inc., 0.2 × 2.0 mm inner diameter) or microfluidic sticker channels (Section 2.2.2),

fixed to microscope slides, and sealed with NOA 81 (Norland Products, Cranbury,

NJ). Probe particles are imaged with a 40× objective (EC Plan-Neofluar, NA 0.75,

Carl Zeiss) and an inverted microscope (Axiovert 200, Carl Zeiss). This objective is

selected due to its ability to magnify the probe particles sufficiently while retaining

an adequate number of pixels to achieve the Gaussian illumination profile necessary

for particle tracking (≥ 4 pixels/µm) [9]. A CMOS high-speed camera (Phantom

v5.1, 1024 × 1024 pixels, Vision Research, Wayne, NJ) is used to record videos of the

particles in the two dimensional focal plane at a shutter time σ between 1 ms to 5 ms

and at acquisition rate f = 30 or 50 frames per second. These settings are selected to

minimize static and dynamic error of the particle tracking measurement [10].

2.2.1.3 Brightness weighted centroid algorithm

The brightness-weighted centroid algorithm [9] enables multiple particle track-

ing experiments. The IDL code is maintained by Crocker and Weeks [11], and the

MATLAB code is available through Blair and Dufresne [12] and Kilfoil [13]. This al-

gorithm rigorously eliminates sources of error to generate trajectories from a stack of

images, an example of which is shown in Fig. 2.5A, with circles highlighting tracked

particles. The following steps are used to transform the raw images into particle trajec-

tories: restoration of the image, location of the particles, refining of particle positions,

identification of particles from noise and measuring particle depth, and linking particle

positions into trajectories.
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Figure 2.5: Identification of probe particles to track using multiple particle tracking
microrheology. (A) Fluorescence image of a single frame of probe par-
ticles, with circles identify particles that are tracked and are centered
around their brightness-weighted centroid. (B) An image of a single par-
ticle enlarged to show the Gaussian illumination profile. (C) Brightness
profile of a probe particle.

2.2.1.3.1 Image restoration

Distortions inherent to the camera setup, including the background, digitiza-

tion noise, and image mask must first be removed. These lead to errors in the particle

trajectories unless steps are taken to remove them. Nonuniform contrast in the back-

ground arises from differences in sensitivity of the camera’s pixels, as well as uneven

illumination from the light source. Because the particles are small and well separated

in a colloidal sample, the background can be easily subtracted using a boxcar average

over 2w + 1, where w is the tracking parameter, a user-selected integer chosen to be

larger than the radius of the particles, but smaller than the separation distance between

particles. Each pixel is given a new intensity

Iw(x, y) =
1

(2w + 1)2

w∑

i,j=−w

I(x+ i, y + j) (2.3)

Random noise due to digitization of the image is reduced by averaging the values of

nearby pixels. This is accounted for using a Gaussian function of half width of λn = 1
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Figure 2.6: (A) A raw image of 1 µm particles in water. (B) A black mask over the
image in A.

pixel, and over the range of the tracking parameter w,

Iλn(x, y) =

∑w
i,j=−w I(x+ i, y + j) exp(− i2+j2

4λn
2 )

[
∑w

i=−w exp(−i2/4λn2)]2
(2.4)

The corrected image is computed by subtracting Iλn from Iw [9]. Finally, the data

collected by the camera is restricted to a circular field of view by the microscope

(Fig. 2.6A). Data near the edge of the field of view is distorted as particles images are

stretched, so a black mask (Fig. 2.6B) covers the edges of the image to restrict the

particle tracking to undistorted particles.

2.2.1.3.2 Locating and refining particle positions

Initial guesses for particle locations are identified by comparing the brightness

of a pixel with its neighbors; particle centers are approximately located at pixels in the

top 20% of the image brightness. Of these pixels, those with local maxima in brightness

are identified by checking the brightness of all the neighboring pixels [9]. These initial

guesses are refined by calculating the centroid of the brightness profile of the particle

to within 0.1 pixels [9]. The offset between the brightest pixel location (x, y) and the
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geometric center of the particle (x0, y0) is calculated using


εx
εy


 =

1

m0

∑

i2+j2≤w2


i
j


 I(x+ i, y + j) (2.5)

where m0 is the first moment of the particle brightness, m0 =
∑

i2+j2≤w2 I(x+ i, y+ j).

The final location is calculated as (x0, y0) = (x+ εx, y + εy) [9].

2.2.1.3.3 Separation of particles from noise

As the particle position is being refined using Eq. 2.5, the brightness moment

m0 is already being calculated. The moment m2 is given by

m2 =
1

m0

∑

i2+j2≤w2

(i2 + j2)I(x+ i, y + j) (2.6)

In the (m0,m2) plane, colloidal particles cluster together, while aggregates or other

noise appear outside this cluster, enabling rejection of the noise [9]. An example

of a tracked particle and its corresponding Gaussian illumination profile is shown in

Fig. 2.5B-C.

2.2.1.3.4 Tracking vertical depth

The distribution of particles in the m0 and m2 plane is also affected by the

depth of the particles, causing the brightness of particles to vary. Crocker and Grier

performed calibration experiments with single-layer samples of colloidal suspensions

confined between parallel glass walls, with a microscope stage mobile in the z direction.

The resulting distributions of (m0,m2) from known z can be used in estimating z for

other particles using

z =
∑

i

P (zi|m0,m2)zi. (2.7)
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Figure 2.7: Trajectories of 1 µm particles diffusing in water, corresponding to the
particles shown in Fig. 2.5A.

2.2.1.3.5 Linking locations into trajectories

Finally, the individual particle locations must be connected together to form

trajectories for analysis. This involves estimating the likelihood that a particle in a

subsequent frame is the same particle as one in the previous frame, taking into account

Brownian motion of the colloidal particles [9]. The probability distribution of N non-

interacting spherical particles diffusing a distance δ in time τ is given by

P ({δi}| τ) =
( 1

4πDτ

)N
exp

(
−

N∑

i=1

δ2
i

4Dτ

)
(2.8)

The most likely assignment of particle labels is the one that maximizes Eq. 2.8. Gen-

erally, maximizing this function would require O(N !) computations, but considerable

savings can be realized by only considering particles within a particular length scale

L [9]. This enables calculation of individual particle trajectories, as shown in Fig. 2.7

from the particles shown in Fig. 2.5A.

2.2.1.4 Particle tracking analysis

After particle trajectories have been calculated, the mean-squared displacement

(MSD), 〈∆x(τ)2〉, is calculated across a range of τ . The MSD is related to the material
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property by

〈∆x(τ)2〉 = 2Dτ (2.9)

The diffusion coefficient D is

D = kBT/6πaη (2.10)

where kBT is the thermal energy, a is the radius of the probe particle, and η is the

viscosity of the material.

The logarithmic slope of the MSD, d ln〈∆x(τ)2〉/d ln τ , enables characterization

of the state of the material. When the MSD has a logarithmic slope of 1, the fluid is

Newtonian. A MSD with a logarithmic slope greater than 0 but less than 1 indicates

a viscoelastic fluid. A logarithmic slope of zero indicates that the particle is immobile

and that a gel has formed. Motion is still detected due to the noise floor of the

camera setup, which is described at length in Chapter 4. Logarithmic slopes > 1

are encountered when a sample is drifting or dominated by dynamic error (discussed

below), or in the rare cases of super-diffusive particles, such as in tracking of motile

bacteria [14].

2.2.1.5 Static and dynamic error

Savin and Doyle [10] analyzed the sources and impact of static and dynamic

error. Static error arises from random noise in the experimental setup, and creates a

deviation in the image particle position x(t) from the true particle position x̂(t) by a

random error χ(t)

x̂(t) = x(t) + χ(t) (2.11)

Strategies for reducing static error, and a new method for measuring it in situ, are

presented in Chapter 4.

Dynamic error is a result of the shutter speed of the camera system required

to measure the particle positions. During the finite time in which the shutter is open,

the particles continue to diffuse, introducing a source of error which is dependent on

the properties of the fluid. Savin and Doyle [10] developed models and corrections
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for dynamic error in fluids with known properties. For Newtonian fluids of unknown

properties, a calibration of the equipment and shutter speed on a known fluid can

ensure that static and dynamic error are minimized or cancel each other.

Increasing the shutter time will increase dynamic error, while decreasing the

shutter time reduces the dynamic error. Long exposure times create the most significant

deviations in the MSD at short lag times. Larsen conducted a study with glycerine

solutions on our equipment, varying the shutter time from 10 ms to 100 ms [15]. The

dynamic error is found to be minimized near 10 ms, so all multiple particle tracking

data collected at the University of Delaware are acquired at 30–50 frames per second

and 10–20 ms shutter time to ensure minimization of these errors (unless otherwise

noted). Experiments at Genentech in South San Francisco are performed on different

equipment, so additional experiments establish the operating parameters of 30 frames

per second and 10 ms shutter time.

2.2.1.6 Drift correction

If particles are translating across the field of view, a logarithmic slope greater

than one, even approaching two, is observed. For samples with small amounts of

drift (excessive drift occurs from leaky samples, which are discarded in exchange for

new samples), a detrending algorithm is used to correct the trajectories [13]. The

total change in the x and y coordinates are monitored over time, and any net change

is subtracted from the particle trajectories using linear interpolation [16]. This is a

subtle correction, as seen in Figure 2.7, where uncorrected and corrected trajectories

are plotted together.

2.2.1.7 Application notes

While actually doing a particle tracking experiment, there are things that might

go wrong. Take note of the following best practices:

• Drift: If the sample is not sealed correctly, and your eyes alone can detect the
superdiffusion in the probes, the sample cannot be used. The drift correction
algorithm will not correct severe drift. One way to try to correct this error would
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be to measure the displacement of the probe particles from one image to another
and divide it by the time step; the approximate velocity at which the probes are
traveling can be estimated. However, this is extremely time-consuming and is
not very reliable.

• Bump: Avoid touching or bumping into the air table as the video is being taken.
If this happens, the data will show an artificial jump on the time scale of ∼1 s.
The data at that lag time is not usable.

• Occasional, random probes that are bigger than the rest of the popu-
lation: This is likely polydispersity from the manufacturing of the particles.

• Occasional, small clumps of particles: Always check for probe stability after
washing procedures, prior to using probes in scarce samples. If small clumps of
particles persist throughout the sample, then the sample’s environment is causing
the aggregation. (See Chapter 3 for more details.)

• Non-uniform mixing of probes, resulting in non-uniform background
fluorescence: If this is not due to heterogeneity in the sample material itself,
check for other areas in the sample for imaging. If microheterogeneity persists
throughout sample, see Valentine et al. [17] for F-test analysis.

• Probes not moving locally: Check the imaging plane to make sure this is not
the glass slide. Probe particles can get stuck on glass slide.

• Probes not bright enough: Adjust light intensity filter. If light intensity is at
100%, consider using probes with brighter fluorescence (ex. Alexa dye), especially
in materials that are opaque.

2.2.2 Microfluidic sticker

2.2.2.1 Stamp fabrication using soft photolithography

Polydimethylsiloxane (PDMS) is used as the master stamp for the basis of the

microfluidic sticker in the next section. PDMS stamp fabrication is fast and efficient,

and has been a staple in the microfluidics literature since 1998 [18].

To start up the photolithography process, the spin speed and exposure dosage

have to be optimized for the desired feature size and height. A negative epoxy resist

SU-8 2035 (Microchem) is used for the fabrication of all master PDMS stamps. A

standard ramp program is chosen: ramp to 500 rpm at 100 rpm/s, accelerate to final

speed at 300 rpm/s, and finally, hold at final speed for 30 s. The resist film is then
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Figure 2.8: SU-8 2035 spin speed optimization.

UV	

Li&	off	

(A) (B) (C) 

Figure 2.9: (A) Schematic of the stack of masks with square designs. (B) Image
of silicon wafer after exposure optimization. (C) Feature height as a
function of exposure dosage (mJ/cm2).
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solidified by heating on hot plate at 95°C for 80 minutes. The resulting film thickness

is measured using a micrometer and is shown in Fig. 2.8.

For the exposure dosage optimization, a series of square features are made as

a mask design. A stack of 6 masks with increasing amount of squares are stacked

together, so that the top two squares are the most exposed and the last two squares

are the least exposed (Fig. 2.9A-B). The channel designs are drawn in Adobe Illustrator

and printed on Mylar at 10k DPI resolution (Fineline Imaging). The exposure dosage

is measured using a UV power meter (365 nm) (Oai Instruments); the dosage through

a dark mask and a clear mask is measured to calibrate the total exposure dosage. The

resulting feature thickness as a function of exposure dosage is shown in Fig. 2.9C.

The pattern is made on a silicon wafer. The wafer is only to be handled with

handling tweezers (TDI International, wafer handlers 4WL-SA & 45WF-SA, and flat tip

tweezer 34A-SA). The wafer is first pretreated with a soak in acetone for 10 minutes,

followed by a rinse with isopropyl alcohol (IPA), and dried with nitrogen gas. The

wafer is then dried in a 120°C oven for 10 mins, and allowed to cool for 10 mins. A

pre-cleaned petri dish is used to temporary storage and transport of the wafer.

To begin patterning the wafer with photoresist, preheat two hot plates at 65°C

and 95°C, and turn on the ultraviolet flood lamp (Spectronics Corp., 365 nm, 120 V,

1.05 Amps). The wafer is centered on the spin coater. The SU-8 photoresist is spin-

coated onto the wafer (pour ∼1 mL of SU-8 per inch of wafer diameter); the spin speed

should be optimized to the desired feature height (Fig. 2.8). After the spin coating

is completed, the resist film is soft baked first at 65°C, then at 95°C, according to

Table 2.2. Before UV exposure, SU-8 can be cleaned off with repeated wash of acetone

and IPA.

The ink side of the patterned mask should be placed on the wafer. The expo-

sure time and dosage should follow Fig. 2.9. After UV exposure, the mask should be

removed, and the wafer is baked at 95°C (Table 2.2). The photoresist is then developed

with a SU-8 developer (Microchem) in a petri dish; the time for the development is

dependent on the feature height, according to Table 2.3. The developed image should
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Table 2.2: Bake times needed as a function of feature thickness.

Thickness (µm) Soft bake times (mins) Post exposure bake (min)
65°C 95°C 95°C

25–40 0–3 5–6 5–6
45–80 0–3 6–9 6–7
85–110 5 10–20 8–10
115–150 5 20–30 10–12
160–225 7 30–45 12–15

Table 2.3: Development time needed as a function of feature thickness.

Thickness (µm) Development time (min)
25–40 4–5
45–80 5–7
85–110 7–10
115–150 10–15
160–225 15–17

become clearer. At the end of the development time, spray wash the developed wafer

with fresh developer solution for 10s, followed by IPA for 10 s. If a white streak occurs,

the development is not completed; rinse with developer solution to remove the white

film, and return to the developer bath. A post-develop bake (hard bake) is advised at

120°C for 5–10 mins. The pattern is complete at this point, and is ready for PDMS

pour.

PDMS (Dow Corning, Sylgard 184) is used as received. The cross-linking agent

and silicone elastomer base are mixed at a ratio of 1:10 by weight. The PDMS is

degassed under vacuum, and then poured over the patterned wafer and cured for 4

hours at 65°C in a vacuum oven. This PDMS “master stamp” is released from the

wafer and cut to fit a regular glass slide size (75 × 25 mm).

53



2.2.2.2 Microfluidic sticker fabrication

Microfluidic stickers are fabricated to produce multiple sample channels on a

single microscope slide, as shown in Fig. 5.1. Each channel holds a volume of approx-

imately 2 µL. The microfluidic stickers are made following the procedures of [19] and

[20], using soft imprint lithography. A drop of ultraviolet-cured thiolene resin (NOA

81, Norland Products, Cranbury, NJ) is placed on a flat substrate made with polyethy-

lene (PE) and polydimethylsiloxane (PDMS). A structured PDMS mold, made with

traditional photolithography techniques, is gently pressed onto the thiolene drop with

the help of a roller. Oxygen inhibits the photocuring reaction, and the polymers were

selected based on their permeability to allow a two-step peeling process and greater

control and maneuverability of the microfluidic sticker. The permeability of polyethy-

lene is ∼ 10−3 less than that of PDMS, and after the first curing step the sticker

preferentially attaches to the substrate rather than the channel mold. The substrate

(with channel sticker) is then placed on a cover slip (25 × 75 × 0.15 mm, Fisher Sci-

entific), where the thiolene resin completely cures. The substrate is then peeled off,

leaving the microfluidic sticker on the microscope slide.

One requirement for MPT is that the probe motion is due solely to thermal forces

and the local drag of the fluid. Other interactions, such as hydrodynamic interactions

with the sample walls, should be minimized. Using Faxén’s solution for the mobility

of a sphere halfway between two walls (Sec. 2.2.1.1) [5–7], we calculate the minimum

channel height needs to be at least 100 µm for 1% error tolerance in particle mobility.

In designing the channel, its height is set at 125 µm to ensure this source of error is

insignificant.

A typical microfluidic sticker is shown in Fig. 2.10; a total of 10 channels are

on the sticker, and each channel is 0.35 × 30 × 0.125 mm, or approximately 2 µL

in volume. A dense network of pillars surrounds the channel pattern (shown in gray

scale for clarity); the porous pillar structure enhances the local curvature of the liquid

meniscus, increases the Laplace pressure, and speeds up the capillary spreading of the

resin.
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Figure 2.10: The design of microfluidic stickers used as sample chambers. (a) Mi-
crofluidic channels made of thiolene resin are sealed by a cover slip. (b)
The design of microfluidic sticker. The channels are 0.35 × 30 × 0.125
mm and contain 2 µL of solution. (c) A schematic representation of the
experimental microrheology setup.

2.2.3 Sample temperature control on microscope

2.2.3.1 Equipment setup

The temperature control unit (Fig. 2.11) is built with a thermoelectric (Peltier)

module with lapped ceramic faces (50 × 50 × 5.2 mm, Tmax = 200°C, DTmax = 68°C,

Custom Thermoelectric, Bishopville, MD). The Peltier module is sealed between an

aluminum contact plate (3 × 3 × 0.25 inch, Custom Thermoelectric) and a copper

heat sink maintained at 12°C (3 × 3 × 0.85 inch, Custom Thermoelectric). The Peltier

module is controlled by a PID controller (TC-48-20, TE Technology Inc., Traverse City,

MI) that is powered by a DC power supply (PS-12-8.4A, output voltage = 12 V, max

output current = 8.4 A, TE Technology Inc.). A thermistor sensor (15K Ω at 25°C,

temperature range -20°C to 100°C, TE Technology Inc.) on the side of the contact

plate measures the temperature on the stage (and in the samples, assuming steady

state temperature equilibration).

A LabVIEW program records the calibrated PID parameters and the real-time

thermistor temperature. A stream of dry air (22°C and 13% relative humidity) blows
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Figure 2.11: Schematic of temperature control setup. The components are: 1. copper
cooling body, 2. Peltier module, 3. water circulation inlet/outlet, 4.
thermistor hole, 5. aluminum contact plate, 6. PID controller with
relay unit, 7. DC power.

across an environmental chamber and above the microscope stage to control the local

humidity and eliminate condensation at low temperatures. The entire unit is clamped

on the microscope stage to minimize vibrations from the circulating water bath. No

vibrations are detected by tracking probes embedded inside a stiff gel sample. An

example transient temperature ramp program is shown in Fig. 2.12. A 5°C step change

is applied to change the temperature in cooling mode; in contrast, five continuous 1°C

step changes are used in the heating mode to prevent temperature overshoot. The

measured temperature typically reaches each set point (Tset) within 2 minutes.

In the experimental setup, the bottleneck lies in the time to reach thermal steady

state for the samples. We first investigate the thermal performance of the Peltier

module. On average, it takes approximately 40-60 seconds for the Peltier to change

temperature by 1°C (Fig. 2.12). The temperature is measured from a thermistor inside

the aluminum block and is not in sample materials. However, the heat transfer time in

the aluminum block should be negligible, since its thermal diffusivity is α = 85mm2/s.

To verify that the sample reaches thermal equilibrium with the aluminum block,

we developed a heat transfer model of the system in its exact dimensions. We start

with the time dependent heat transfer PDE in one dimension for a solid with thermal
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diffusivity α and no generation term,

∂T

∂t
= αi

δ2T

δx2
. (2.12)

Taking the Laplace transform of each side,

sτ(x, s)− T (x, 0) = αi
δ2τ(x, s)

δx2
(2.13)

the PDE is transformed into an ODE of τ(x, s). Assuming all materials begin at an

initial temperature of 298 K, we set this as Tref , T (x, 0) = 0. Henceforth, T refers to

temperature difference; a negative T is cooler than Tref and a positive T is warmer

than Tref . Applying this initial condition, we now have the ODE

sτ(x, s) = αi
δ2τ(x, s)

δx2
. (2.14)

This ODE has the general solution

τ(x, s) = A(s)e
−

√
s√
αi
x

+B(s)e
−

√
s√
αi
x

(2.15)

where A(s) and B(s) are prefactors. Each material (aluminum, glass, thiolene) obeys

this ODE in each respective domain; 0 < x < L1 refers to the aluminum contact plate

(L1 is half the thickness of aluminum plate), L1 < x < L2 to the glass cover slip, and

L2 < x < L3 to the thiolene sticker. At t = 0 s, the thermistor (x = 0) has already

detected the set point temperature; the temperature and flux are equal at the material

boundaries, and at the interface with dry air, there is convective heat transfer.

The set of ODEs are solved numerically using the geometry of our temperature

control module using COMSOL. The time-dependent temperature profile is shown in

Fig. 2.13. At the extremes of cooling (15°C) and heating mode (40°C), the simulation

results confirm that as the core of aluminum contact plate (the location of thermistor)

reaches Tset, the temperature in the thiolene microfluidic sticker equilibrates within 1
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Figure 2.13: Heat transfer model in exact dimensions solved with COMSOL; module
geometry is shown in the middle. L1 = 0.125 in (half thickness of alu-
minum), L2 = 150 µm (glass), and L3 = 125 µm (thiolene microfluidic
sticker). Dry air is at L > L3. Dash line indicates set point tempera-
ture, and Tref = 298 K. (A) Tset = 274.7 K (cooling mode): once the
thermistor in aluminum contact plate measures Tset, the sample in the
microfluidic channel achieves temperature equilibrium rapidly within 1
s. (B) Tset = 313.15 K (heating mode).
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s, and there are no discernible temperature differences between 1 s and 600 s. This

shows that the temperature control bottleneck lies in the response of the Peltier module

to the PID controller. To account for differences in sample composition, the variable

speed at which dry air blows across the stage and also any 2-dimensional heat transfer

effects (though we expect none), microrheology measurements are taken 7-10 minutes

after Tset is registered to ensure equilibration across samples in the microfluidic sticker.

2.2.3.2 Temperature control validation and calibration

Heat transfer effects may result in the sample temperature being inconsistent

with the temperature of the Peltier. While a second thermistor at another location

on the Peltier can verify the temperature control, it cannot measure the actual tem-

perature of the sample. In order to obtain an in situ temperature measurement, we

introduce a calibration fluid in a channel on the same microfluidic device as the protein

samples. A 55% sucrose solution is used as the calibration fluid because its viscosity

range in the target temperature range is well within the operating regime of detectable

viscosity without inducing significant static error at short lag times [21]. It is also aque-

ous, making temperature equilibration time comparable to aqueous protein samples.

In Fig. 2.14A the ensemble averaged mean squared displacement (MSD) is plotted as

a function of lag time τ for 55% sucrose solution at 9 set point temperatures, Tset,

from 5°C to 45°C. The probe displacements are all above the noise floor measured from

particles trapped in a gel, and the logarithmic slopes of 1 of the MSDs show that the

sucrose solution is a Newtonian fluid, as expected.

Given a measured mean-squared displacement, the true temperature of the sam-

ple can be calculated by rearranging Eq. 2.10 to T = 3πaη〈∆x2〉/kτ . However, since

viscosity η is also a function of temperature, the temperature of the sample cannot

be directly calculated from the measured MSD. Instead, a calibration curve is used to

correlate the MSD (the measured parameter) and temperature (the desired parame-

ter) of sucrose solution. Taking the tabulated viscosity data of 55% sucrose [22], the

expected MSD at τ = 0.5 s is calculated using the Stokes-Einstein-Sutherland relation
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Figure 2.14: Temperature control stage validation. (A) Mean squared displacements
of 55% sucrose solution at 9 set point temperatures (Tset = 5 – 45°C).
Black line indicates a logarithmic slope of 1. (B) Calibration curve
of temperature as a function of the expected MSD (τ = 0.5s) of 55%
sucrose solution from tabulated data [22] and its Arrhenius fit.

(Eq. 2.10) from 273.15 K to 333.15 K in 5 K increments and plotted in Fig. 2.14B. The

linearized Arrhenius equation

ln(〈∆x2(τ = 0.5s)〉) = lnA+
−Ea
R

1

TMSD

(2.16)

is used as a calibration curve to back calculate temperature based on MSD, with pa-

rameters lnA = 11.1 ± 0.568 and −Ea/R = −4490 ± 171 at 95% confidence interval,

and a a chi-square goodness of fit test of χ2 = 0.036. The simple two-parameter Arrhe-

nius model is chosen because it works well for 55% sucrose in this range of temperature,

with the extracted activation energy Ea = 37.3 ± 1.4 kJ/mol in close agreement with

the published value [23]. However, for calibration fluids that exhibit super-Arrhenius

behavior at a wider temperature range, other viscosity models (e.g. Vogel-Fulcher-

Tammann equation [24–26], Williams-Landel-Ferry equation [27], Avramov-Milchev

equation [28], etc.) are needed. Longinotti and Corti [29] and Mauro et al. [30] dis-

cussed the different viscosity models for sucrose and glass-forming liquids extensively.
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In developing the calibration curve with the Arrhenius equation, the specific lag time

τ for the MSD used in the equation depends on the viscosity of the chosen calibration

fluid. We find that for 55% sucrose, τ = 0.5 s balances between minimizing track-

ing error across all temperatures while maximizing the number of observed particle

displacements.

The MSDs at τ = 0.5s of the sucrose solution at various temperatures from

Fig. 2.14A are used in Eq. 2.16 to calculate TMSD. A second thermistor secured on

the edge of the contact plate using aluminum tape (not shown in Fig. 5.2) is also

used to monitor the temperature of the samples, denoted as Tthermistor. The thermistor

measurements are taken at the same time as the video microscopy for 30 seconds.
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Fig. 2.15 compares TMSD and Tthermistor to Tset, as well as the calculated relative error,

defined as

Relative temperature % error =
Tset − Ti
Tset

· 100%, (2.17)

where i = MSD or thermistor. At room temperature (25 °C), there are negligible

differences between the measured temperatures and set point temperature. However,

at the extremes of the temperatures studied (i.e. Tset =5°C and 45 °C), Tthermistor

fluctuates more than TMSD, with bigger absolute error bars. The relative error of

Tthermistor compared to Tset also shows a systematic error, decreasing steadily as set

point temperature increases. The systematic error is likely due to the contact plate

edge losing heat to its surroundings with the constant air flow. In contrast, TMSD

from the sucrose sample does not have a systematic error relative to Tset. Since the

sucrose sample is embedded in the same microfluidic sticker as the protein samples,

the temperature of the sucrose sample represents that of the samples, and TMSD is used

as the true temperature of the samples across the microfluidic sticker, corrected from

Tset.

2.2.4 Rheology

2.2.4.1 Rotational rheometry

Protein solution viscosities are measured using a stress-controlled rheometer

(AR-G2, TA Instruments, Newark, DE). A cone-and-plate geometry with a solvent

trap is used due to the low sample viscosities, which are in an expected range of 0.9

× 10−3 - 15 × 10−3 Pa s, and evaporation rate. Measurements are made at shear

rates from 100 - 1000 s−1. The viscosity does not depend on shear rate over this

range. The Pèclet number, Pe = 6πa3η0γ̇/kT , which scales the shear rate by the

characteristic relaxation time of the solution by the diffusion of the protein molecules,

satisfies Pe � 1. This is consistent with the observation that concentrated protein

solutions exhibit shear-thinning at shear rates above 1000 s−1 [31]. Therefore, the

steady-state shear viscosity is estimated from the average over the range of shear rates.
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Bulk rheology is performed using a steady shear method because the samples lacked

the sufficient torque required for oscillatory measurements.

2.2.5 Light scattering

2.2.5.1 Dynamic light scattering

Dynamic light scattering measurements are performed in DAWN-HELEOS II

with a QELS attachment (Wyatt Technologies, Santa Barbara, CA) to examine the size

of the antibodies before and after the addition of the probes used in microrheology. The

protein samples (50 µL) are mixed with either 0.5 µL Milli-Q water (sample “without

probes”) or 0.5 µL of 10% w/v PS-PEG (sample “with probes”). The samples are

incubated for 10 minutes at 20°C, and then centrifuged for 2 minutes at 6000 G. The

top 45 µL of the samples are removed from the centrifuge tube and used in the DLS

experiments.

The autocorrelation function data are analyzed using non-linear regression to

the cumulant expansion

g2(t) = α + β exp(−2Q2D0t)

(
1 +

µ2

2!
t2
)2

, (2.18)

where Q is the magnitude of the scattering vector

Q =
4πn

λ
sin

(
θ

2

)
, (2.19)

α is a short delay-time baseline constant, β is an instrument-specific constant, D0 is

the self-diffusion coefficient at dilute protein concentrations, n is the refractive index

of solvent, λ is the laser wavelength at 658.9 nm, θ is the scattering angle at 96.7°, t is

the decay time, and µ2 is the second cumulant and related to the sample polydisper-

sity index. The hydrodynamic radius of the protein molecules is calculated from the

measured D0 using the Stokes-Einstein relation

Rh =
kbT

6πηD0

. (2.20)
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2.2.5.2 Static light scattering

Static light scattering (SLS) experiments are conducted using a DAWN-HELEOS

II Multi-Angle Light Scattering (Wyatt, Santa Barbara, CA) instrument (MALS) with

laser wavelength of 658.9 nm with temperature maintained at 25°C to quantify protein-

protein interactions (PPI). In SLS, the average scattered intensity at a given angle can

be determined and used to calculate the excess Rayleigh scattering, Rex
90 , as previously

reported [32, 33], by
Rex

90

K
= Mw,appc2 − 2MwB22c2

2 (2.21)

where
Rex

90

K
is the excess Rayleigh scattering, Mw,app and Mw are the apparent and true

molecular weight of the protein, c2 is concentration of protein, and B22 is the osmotic

second virial coefficient, a protein-protein interaction parameter. The osmotic second

virial coefficient describes the deviation from ideality caused by PPI. In this instance, a

positive and negative value of B22 correspond to repulsive and attractive interactions,

respectively.

2.2.6 Size exclusion chromatography with short guard columns

The size exclusion chromatography (SEC) method uses a high-performance liq-

uid chromatography (HPLC) guard column (4.6 mm inside diameter, 3.5 cm length)

packed with 4 µm silica particles (TSKgel SuperSW3000, Tosoh Bioscience, #18762).

The mobile phase is 0.1 M K3PO4/0.125 M KCl, pH 6.2. Flow rates are varied from

0.0625 to 2.0 mL/min. The column pressure is maintained below 75 bar and the col-

umn temperature is maintained at 25°C. The injection volume is 5.0 µL. Detection

wavelengths of 214 and 280 nm are used. Freshly prepared mobile phases are equili-

brated with the column for 30 min at a flow rate of 1.0 mL/min. A Waters Alliance

HPLC System with an autosampler is used for all experiments.
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2.2.7 Protein processing and characterization

2.2.7.1 Buffer exchange

The proteins are buffer-exchanged into the formulation buffer (20 mM histidine

chloride, pH 6.0) using Slide-A-Lyzer dialysis cassettes (10k molecular weight cut off,

#66385, Thermo Fisher Scientific). For every 1 mL sample, an ion exchange factor of

(2 × 103)3 is used. The dialysis cassettes are placed in a 2 L beaker filled with the

desired buffer, and stirred on magnetic stir plate gently at 80 rpm. The solutions are

shielded from light and the buffer exchange takes place in a cold room (4°C).

2.2.7.2 Ultrafiltration

Amicon Ultra centrifugal filters (EMD Millipore) are used for ultrafiltration of

the proteins. The centrifugal filter unit is first wetted and spun down. The protein

solution is centrifuged at 2000 rpm for 10 minutes, with careful pipette mixing in

between every spin.

2.2.7.3 Concentration determination

The protein concentrations are determined from the average of 5 measurements

in Nanodrop 2000c (Thermo Fisher Scientific) at 1:10 dilution factor.
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Chapter 3

PARTICLE TRACKING MICRORHEOLOGY OF THERAPEUTIC
PROTEIN SOLUTIONS

3.1 Introduction

This chapter provides a detailed discussion of the accuracy and precision of

multiple particle tracking microrheology, a technique used extensively throughout this

thesis.

This chapter will first briefly review particle tracking microrheology methods

and describe the sample preparation. The stability of probe particles is then discussed,

including its dependence on the probe particle surface chemistry. The stability of the

proteins upon addition of the probes was verified using dynamic light scattering (DLS).

To analyze the experiments, we develop the use of excess kurtosis and its test statistic

Zα2 to identify a lag time with a maximum number of independent probe displacement

measurements and minimum tracking error. Microviscosity measurements of two mon-

oclonal antibody solutions are compared to bulk rheometry, and we demonstrate the

accuracy of particle tracking microrheology with analysis of covariance (ANCOVA).

We conclude by discussing the uncertainty of viscosity measurements using particle

tracking microrheology.

The dynamic light scattering measurements were conducted by Mahlet Wold-

eyes (co-advised by Eric M. Furst and Christopher J. Roberts) at the University of

Delaware. Parts of this chapter were originally published in the Journal of Rheology in

a paper titled “Particle tracking microrheology of protein solutions.” Reprinted with

permission from [1]. Copyright © 2016 The Society of Rheology.
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3.2 Experimental Methods

3.2.1 Materials

Fluids used in the experiments are ultra-pure water (Milli-Q, Millipore, resis-

tivity = 18.2 M ·Ω cm), aqueous sucrose solution, and two humanized IgG1 mon-

oclonal antibodies (mAb1 and mAb2 supplied by Genentech, South San Francisco,

CA). The chemicals (sucrose, L-histidine, L-histidine monohydrochloride monohydrate

and Tween 20) are used as received (Sigma-Aldrich). Stock protein solutions in 0.5

mL aliquots (up to 93.3 mg/ml) are stored at -80°C for several months, then thawed to

room temperature (23 °C) for two hours. The protein solutions are diluted serially with

30 mM histidine buffer at pH 5.4, with 0.02% Tween 20, and are stored at 4°C prior

to use for up to three months. The 30 mM histidine buffer is prepared and adjusted

to pH 5.4 by combining 5 mM L-histidine free-base and 25 mM L-histidine-HCl.

One-micrometer diameter (2a = 1.063± 0.01 µm) fluorescently labeled polystyrene

(PS) particles (Polysciences, Wallingford, PA) and amine-modified PS particles (2a =

0.97 ± 0.022 µm, Invitrogen Molecular Probes) are prepared by first washing them

to remove excess fluorescent dye and possible contaminants from their manufacturing

and storage. The PS particles are taken from stock solution (2.5% w/v) and are cen-

trifuged for 6 minutes at 5000 G. The PS-amine particles are taken from the stock

solution (2.0% w/v) and are centrifuged for 10 minutes at 5000 G. Centrifugation time

depends on probe size and colloidal stability, and the washing procedures should be

monitored carefully to prevent aggregation. The supernatant is discarded and par-

ticles are redispersed in the same volume of ultra-pure Milli-Q water. This washing

procedure is repeated three times.

A third batch of probe particles is chemically grafted with poly(ethylene glycol)

(PEG). PEG coating is expected to reduce protein adsorption on the particle surface [2–

4]. PEG with N-hydroxysuccinimidyl ester end groups (mPEG-succinimidyl carboxyl

methyl ester, MW=5000, Creative PEGWorks, Winston-Salem, NC) is dissolved in

borate buffer (pH 8.5) at 200 mg/ml and mixed with amine-modified PS particles

to react for 90 minutes. The probes are then washed with pure borate buffer three
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times. The PS-PEG particles are observed under a microscope to verify that they do

not aggregate in solution. Zeta potential measurements of PS-PEG particles in 1 mM

NaCl (ZetaPALS, Malvern Instruments) give ζ = −30 ± 2 mV. The zeta potential of

bare PS probes is ζ = −50± 4 mV.

The final stock concentrations of the probes are approximately 10% w/v, so only

a small volume (0.2 µL) is added to each sample to minimize concentration changes.

The probes are dispersed in 20 µL of solution, with the final particle concentrations

ranging from 0.1 % w/v to 0.2% w/v. This range of particle concentration is used to

prevent brightness saturation in the camera and to obtain approximately 100 particles

in the plane of the fluorescence microscope for good particle tracking statistics.

3.2.2 Microfluidic stickers

Microfluidic stickers are fabricated to produce multiple sample channels on a

single microscope slide, as shown in Fig. 3.1. Each channel holds a volume of approx-

imately 2 µL. The microfluidic stickers are made following the procedures of Bartolo

et al. [5] and Natali et al. [6], using soft imprint lithography. A drop of ultraviolet-cured

thiolene resin (NOA 81, Norland Products, Cranbury, NJ) is placed on a flat substrate

made with polyethylene (PE) and polydimethylsiloxane (PDMS). A structured PDMS

mold, made with traditional photolithography technique, is gently pressed onto the

thiolene drop with the help of a roller. Oxygen inhibits the photocuring reaction, and

the polymers were selected based on their permeability to allow a two-step peeling

process and greater control and maneuverability of the microfluidic sticker. The per-

meability of polyethylene is ∼ 10−3 less than that of PDMS, and after the first curing

step the sticker preferentially attaches to the substrate rather than the channel mold.

The substrate (with channel sticker) is then placed on a cover slip (25 × 75 × 0.15

mm, Fisher Scientific), where the thiolene resin completely cures. The substrate is

then peeled off, leaving the microfluidic sticker on the microscope slide.

One requirement for MPT is that the probe motion is due solely to thermal forces

and the local drag of the fluid. Other interactions, such as hydrodynamic interactions
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Figure 3.1: The design of microfluidic stickers used as sample chambers. (a) Mi-
crofluidic channels made of thiolene resin are sealed by a cover slip. (b)
The design of microfluidic sticker. The channels are 0.35 × 30 × 0.125
mm and contain 2 µL of solution. (c) A schematic representation of the
experimental microrheology setup.

with the sample walls, should be minimized. Using Faxén’s solution for the mobility

of a sphere halfway between two walls [7–9], we calculate the minimum channel height

needs to be at least 100 µm for 1% error tolerance in particle mobility. In designing

the channel, its height is set at 125 µm to ensure this source of error is insignificant.

A typical microfluidic sticker is shown in Fig. 3.1b; a total of 12 channels are

on the sticker, and each channel is 0.35 × 30 × 0.125 mm, or approximately 2 µL

in volume. A dense network of pillars surrounds the channel pattern (shown in gray

scale for clarity); the porous pillar structure enhances the local curvature of the liquid

meniscus, increases the Laplace pressure, and speeds up the capillary spreading of the

resin.
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3.2.3 Multiple particle tracking experiments

Samples are loaded by capillary action into the channels of the microfluidic

sticker fixed to microscope slides, and sealed with NOA 81. Probe particles are imaged

with a 40× objective (EC Plan-Neofluar, NA 0.75, Carl Zeiss) and an inverted micro-

scope (Axiovert 200, Carl Zeiss). This objective is selected due to its ability to magnify

the probe particles sufficiently while retaining an adequate number of pixels to achieve

the Gaussian illumination profile necessary for particle tracking (≥ 4 pixels/µm) [10].

A CMOS high-speed camera (Phantom v5.1, 1024 pixels, Vision Research, Wayne,

NJ) is used to record videos of the particles in the two dimensional focal plane at a

shutter time σ between 1 ms to 5 ms and at acquisition rate f = 50 frames per sec-

ond. These settings are selected to minimize static and dynamic error of the particle

tracking measurement [11]. The probe positions are tracked by a brightness-weighted

centroid algorithm, and trajectories are formed by linking the probe positions found in

consecutive video frames [10].

The goal of passive microrheology is to extract the linear viscoelastic properties

of a material from the motion of embedded colloidal probes. Compared to macroscopic

rheometers, a passive microrheology experiment minimally perturbs the material, and

its rheological responses are measured over a wide range of frequencies simultaneously

[12]. From the particle trajectories, the one-dimensional projection of the mean squared

displacement (MSD) is calculated as

〈∆x2(τ)〉 = 〈(x(τ)− x(0))2〉, (3.1)

where x is the position of particle, τ is the lag time, and the average is taken over

all particles and independent trajectory segments. The MSD is proportional to the

macroscopic creep compliance of the material, J(τ), by the generalized Stokes-Einstein

relation (GSER) [12, 13],

J(τ) = 3πa〈∆x2(τ)〉/kT, (3.2)

where a is the probe radius, k is the Boltzmann constant, and T is the absolute
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temperature. The creep compliance is the strain response γ(τ) of a material under

an applied stress σ(τ), defined as

γ(τ) =

∫ τ

0

J(τ − τ ′)σ(τ ′)dτ ′. (3.3)

In the case of a constant stress σ0, the material creep compliance is J(τ) = γ(τ)/σ0.

For a Newtonian fluid with viscosity η, J(τ) = τ/η, and for an elastic solid, J = 1/G,

where G is the equilibrium shear modulus. The creep compliance can be converted to

the frequency dependent storage and loss moduli, G′(ω) and G”(ω), in the cases where

samples exhibit viscoelastic behavior [13].

The continuum approximation of the Stokes component in the GSER requires

that the length scale of the probes be much larger than the length scale of the mAb

proteins (radius of gyration, Rg ∼ 50 Å), so that the probes measure the average

macroscopic rheological properties of the protein solution [12]. Where there is signif-

icant structure in the fluid, probe surface chemistry is also important such that the

probes do not interact with the material in a manner that alters their local microenvi-

ronment [3, 14, 15]. In the cases reported here, protein adsorption to the probe surfaces

does not significantly change the hydrodynamic radius of the particles; however, the

proteins may induce interactions between probes that destabilize them. For this rea-

son, we use probe particles with several surface chemistries and select the probes that

provide the greatest stability.

3.2.4 Bulk rheology

Protein solution viscosities are measured using a stress-controlled rheometer

(AR-G2, TA Instruments, Newark, DE). A cone-and-plate geometry with a solvent

trap is used due to the low sample viscosities, which are in an expected range of

0.9 × 10−3 − 15 × 10−3 Pa s, and evaporatation rate. Measurements are made at

shear rates from 100 − 1000 s−1. The viscosity does not depend on shear rate over

this range. The Pèclet number, Pe = 6πa3η0γ̇/kT , which scales the shear rate by the
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characteristic relaxation time of the solution by the diffusion of the protein molecules,

satisfies Pe � 1. This is consistent with the observation that concentrated protein

solutions exhibit shear-thinning at shear rates above 1000 s−1 [16]. Therefore, the

steady-state shear viscosity is estimated from the average over the range of shear rates.

Bulk rheology is performed using a steady shear method because the samples

lack the sufficient torque required for oscillatory measurements.

3.2.5 Dynamic light scattering

Dynamic light scattering measurements are performed in DAWN-HELEOS II

with a QELS attachment (Wyatt Technologies, Santa Barbara, CA) to examine the size

of the antibodies before and after the addition of the probes used in microrheology. The

protein samples (50 µL) are mixed with either 0.5 µL Milli-Q water (sample “without

probes”) or 0.5 µL of 10% w/v PS-PEG (sample “with probes”). The samples are

incubated for 10 minutes at 20°C, and then centrifuged for 2 minutes at 6000 G. The

top 45 µL of the samples are removed from the centrifuge tube and used in the DLS

experiments.

The autocorrelation function data are analyzed using non-linear regression to

the cumulant expansion

g2(t) = α + β exp(−2Q2D0t)

(
1 +

µ2

2!
t2
)2

, (3.4)

where Q is the magnitude of the scattering vector

Q =
4πn

λ
sin

(
θ

2

)
, (3.5)

α is a short delay-time baseline constant, β is an instrument-specific constant, D0 is

the self-diffusion coefficient at dilute protein concentrations, n is the refractive index

of solvent, λ is the laser wavelength at 658.9 nm, θ is the scattering angle at 96.7°, t is

the decay time, and µ2 is the second cumulant and related to the sample polydisper-

sity index. The hydrodynamic radius of the protein molecules is calculated from the
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measured D0 using the Stokes-Einstein-Sutherland relation

Rh =
kbT

6πηD0

. (3.6)

3.3 Results and Discussion

3.3.1 Probe stability

Microrheology requires the probe particles to be dispersed throughout the sam-

ples and not aggregated. Multiple particle tracking provides immediate visual confir-

mation of the stability and dispersion of the probes. Probe stability in mAb solution

samples was characterized as stable, small clusters, and large clusters (see Fig. 3.2

for example images). Samples with stable, freely dispersed particles can be used for

multiple particle tracking without further consideration. Samples with small clusters

are typically distributed with a modest number of freely diffusing single particles, and

thus are candidates for subsequent refinement of the particle tracking, for instance, by

selecting single-particle trajectories based on the ratio of first and second moments of

the intensity distribution for each tracked object [10]. The drawback of this approach

is the reduction of tracking statistics due to fewer probes, which reduces the accu-

racy of the measurement. The existence of large clusters in a sample indicates strong

attractive interactions between probes.

We examined the stability of the untreated, bare PS and PEGylated PS probes,

for mAb1 and mAb2 from 5.6 mg/ml to 90 mg/ml with and without Tween 20 in

solution. Untreated PS probes performed poorly over all conditions. Probes were

unstable for all conditions of the protein mAb1, which is known to be strongly self-

associating [17]. The mAb2 samples generally produced weak aggregation of untreated

probes, but the highest protein solution concentration (90 mg/ml) exhibits strong

aggregation.

The aggregation behavior of the probes is sometimes difficult to predict. For

example, formulations of mAb1 with and without Tween 20 have different behaviors

of the aggregation of PS probes over the identical concentration range. Compared to
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Figure 3.2: Probe stability in 72 mAb solutions. (a) Sample microscope images of
probes in solution in three conditions: stable, weakly aggregating, and
unstable. The scale bar is 10 µm. (b) Probe stability of polystyrene and
PEGylated polystyrene in different concentrations of mAb1 and mAb2,
with and without Tween 20 (indicated as P20). At 45 and 90 mg/ml of
mAb1 in the presence of surfactant, the probes are mostly stable with a
few doublets present, and are indicated in light blue.
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the untreated PS, PS-PEG probes are more stable overall under different conditions,

but surprisingly, the steric layer alone does not make the probes completely immune

to aggregation, as shown at high concentration of mAb1. Although it is not immedi-

ately apparent under what conditions the probes are stable, the advantage of multiple

particle tracking is that aggregation can be assessed to directly identify samples that

can be used for calculations. Currently, viscosity measurements are only performed for

samples with stable probes.

3.3.2 Protein stability after probe addition

Proteins in solution can sometimes be unstable even in the presence of benign

surfaces such as stainless steel used in fill-finish processing steps [18]. The addition of

the probes used in microrheology increases the free surface area available for protein-

surface interactions, and may induce protein aggregation. DLS experiments were per-

formed to examine the size of the antibodies before and after the addition of the probes.

In Fig. 3.3, the scattering correlation functions and size distributions (calculated using

CONTIN regularization) are plotted for mAb1 and mAb2. For mAb1, the correlation

intercepts with and without probes (Fig. 3.3a) are due to slight concentration differ-

ences; the decay times for both samples agree. The calculated hydrodynamic radius of

mAb1 with and without probes (calculated using the cumulant expansion) is 4.9 ± 0.2

nm and 4.8 ± 0.1 nm respectively, and Fig. 3.3b shows the size distribution profiles

match completely. There is no evidence of larger protein aggregates. The mAb2 sam-

ple with probes still had traces of the 1 µm-diameter probes, shown in Fig. 3.3d; the

presence of the probes affected the decay time in Fig. 3.3c. However, the size analysis

still shows a good agreement between the mAb2 with and without probes, with the

calculated hydrodynamic radii of 5.8 ± 0.3 nm and 6.0 ± 0.3 nm, respectively.

The DLS experiments verify that the antibodies are stable and have not aggre-

gated as a result of the addition of probe particles.
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3.3.3 Particle tracking mean-squared displacement

For samples with good probe stability, we measure the microviscosity of mAb1

and mAb2. In Fig. 3.4 we plot the mean-squared displacement (MSD) and correspond-

ing number of displacement observations, as a function of lag time τ for five concentra-

tions of mAb1. The inherent noise in determining a particle’s position is also indicated.

The noise floor, or static error, primarily comes from background fluorescence, photon

shot noise, camera readout noise, and digitization noise [11]. We measure the static

error by tracking the positions of particles trapped in a 1.5 kPa polyacrylamide gel

cross-linked with bis-acrylamide. Since the stiff gel modulus lies outside of the operat-

ing regime of MPT with 1µm probes [19], any apparent particle displacement detected

in the gel is considered the inherent noise. The static error is estimated to be ε ∼ 10

nm. The increasing noise floor fluctuations at larger lag times arise from a decrease

in the number of lag-time observations and a corresponding increase in the standard

error of the mean, which scales as ∼ 1/
√
N for N observations.

The MSDs of the protein solutions at all concentrations have a logarithmic slope

of 1, indicating that the solutions are Newtonian, and are greater than the particle

tracking noise floor. At large lag times, the MSD fluctuates and deviates slightly from

the power law, which arises from probes moving in and out of the focal plane and

the corresponding loss of statistics. The lag time where fluctuations become apparent

coincides approximately with N ≤ 1000 measured displacements, indicated by the

dashed lines in Fig. 3.4.

In the remainder of the discussion, we focus on the technique’s capabilities and

not on the rheological behavior of the protein solutions; the main variable examined

in this work is protein concentration, and we leave to future work the details of high

throughput development and multiple variables in the composition space (temperature,

pH, salt, etc.)
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3.3.4 Precision of particle tracking microrheology

In a typical MPT experiment, the maximum number of independent displace-

ment measurements is N ≈ npT/τ , where np is the average number of probes being

tracked, T is the total trajectory duration, and τ is lag time. At short lag times the

number of observations N decays as 1/τ , but some probe displacements may not exceed

the noise level. As τ increases, the number of independent displacement measurements

decreases. This decrease accelerates at the longest τ , and the number of measurements

falls below the power-law scaling (Fig. 3.4) as particles move in and out of the focal

plane. The observed MSD also begins to fluctuate and lose accuracy. Thus there is a

range of lag times for which the tracking error is minimized while a maximum num-

ber of independent observations can be made. These conditions give the most precise

measurement.

The random walk of a probe particle in complex fluids can be characterized as

the probability Gs that a particle will move in the vicinity r within time τ , Gs(r, t) =

〈δ(r − ∆rj)〉, known as the Van Hove self space-time correlation function [20, 21].

With a sufficiently large sample of displacements, the central limit theorem states

that the probability of a probe displacement is expected to be Gaussian, and the one-

dimensional Van Hove self-correlation is

Gs(∆x, τ) = (2π〈∆x2(τ)〉)−1/2 exp

( −∆x2

2〈∆x2(τ)〉

)
. (3.7)

Equation 3.7 can be applied to any complex fluid for which the GSER (Eq. 3.2) is

valid, only assuming the probe displacement is isotropic in space. For a Newtonian

fluid, the generalized Stokes-Einstein equation (Eq. 3.2) becomes

〈∆x2(τ)〉 = 2Dτ = (kT/3πaη)τ. (3.8)

where D is the diffusion coeffcient, from which the viscosity can be calculated. For

each sample, the variance of the Van Hove self-correlation (note that the variance
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is equivalent to the MSD, 〈∆x2(τ)〉), is calculated at a specific lag time τ , and the

viscosity is calculated using the Stokes-Einstein relation (Eq. 3.8). Typically, the

logarithmic intercept of the MSD is used to calculate the microviscosity, but such an

analysis is weighted by less accurate displacement observations that occur especially at

long lag times. The use of the Van Hove correlation to calculate viscosity excludes such

bias since it only utilizes data at a specific lag time, which is selected to provide the

most precise measurement. The excess kurtosis α2 and its test statistic Zα2 are used

to identify the specific lag time that achieves a maximum number of measurements

with the highest precision of each displacement measurement. Since MPT should only

observe random Brownian motion of the probes, deviation from a Gaussian distribution

of the probe displacements indicates that the probe displacement distribution at that

particular τ is not suitable for the viscosity calculation. The departure of measured

Van Hove functions from Gaussian behavior can indicate sample heterogeneity [22],

probe-material interactions, incorrect parameters in particle tracking algorithm [10],

or the inherent measurement error of video microscopy.

The excess kurtosis α2, formally defined as the standardized fourth central-

ized moment, is commonly used in statistical analysis and reflects “tailedness” and

“peakedness” in a distribution. It is derived from the the ratio of successive moments

[21]

αn(t) =
〈∆x2n〉

Cn〈∆xn〉n
− 1 (3.9)

where n = 1, 2, 3, ... and Cn = 1 × 3 × 5 × 7 × ... × (2n + 1)/3n. For a normal

distribution, α2 = 0 [23]. The excess kurtosis is used to determine the lag time at

which the ensemble of probe displacements is closest to the normal distribution. A

test statistic Zα2 determines how far α2 must be from 0 to be considered nonzero, and

is defined as Zα2 = α2/σα2 , where

σα2 =

√
24N(N − 1)2

(N − 3)(N − 2)(N + 3)(N + 5)
(3.10)
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0.1 s for 11.3 mg/mL mAb1. The solid lines are Gaussian distributions
fitted to the data.

is the standard error of kurtosis (SEK) and N is the number of probe displacements at

lag time τ . The critical value of Zα2 is 1.96 at 0.05 significance level; when |Zα2| > 1.96,

the excess kurtosis is significantly different from zero, and the probe displacement

distribution is therefore not fitted for viscosity calculations. For an ensemble ofN = 105

displacements (typical at short τ), the limit of excess kurtosis is |α2| < 0.03 (Table. 3.1).

The excess kurtosis is used to examine the probe displacements statistics of the

protein solutions, and is plotted against the lag time (Fig. 3.4). All the curves have

a similar shape, starting at a positive α2 value, are minimized over a range of lag

times, and fluctuate as τ increases further. The higher value of α2 at short lag times
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Table 3.1: Example of excess kurtosis limits for different number of observations at
0.05 significance level (Zα2 =1.96).

N σ2 (µm2) |α2| limit
1000 0.023880836 0.303
5000 0.004795207 0.136
10000 0.002398801 0.096
25000 0.000959808 0.061
50000 0.000479952 0.043
100000 0.000239988 0.030
200000 0.000119997 0.021

(here, τ ≤ 0.1s) indicates that not all the probes have moved beyond the minimum

measurable displacement characterized by the static error. At short lag times, many

particles move a distance beyond the resolution set by the static error, but some do

not. As the lag time decreases and the Van Hove distribution becomes narrower, these

“unresolved” displacements exert a greater bias. Its “peakedness” increases above the

expected Gaussian distribution.

This effect is more pronounced at the higher concentration solutions, because

in a medium with a higher viscosity, the probes experience slower dynamics, and many

take longer to move beyond the static error. At the other extreme, at τ > 1.5 s,

α2 values fluctuate due to the reduced numbers of observations, and in this region

of large τ , the average number of independent observations N typically falls below

1000. Using the test statistic for excess kurtosis, we identify the first lag time at which

|Zα2| < 1.96, i.e. the excess kurtosis is not significantly different from zero and the

displacement distribution is a normal distribution (Fig. 3.5). The variance of Van Hove

self-correlation and solution viscosity are calculated at that lag time. The first lag time

that has a Gaussian distribution of probe displacement is chosen because the number

of observations is always greater at smaller lag times, and thus produces a more precise

measurement of solution viscosity.

The Van Hove self-correlations are examined between τ = 0.08 s and τ = 0.56
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mAb1 (◦) and mAb2 (�). (b) Relative viscosity of mAb1 (•) and mAb2
(�), calculated with measured buffer microviscosity η0 = 0.88 mPa·s;
dash line is fit to modified Mooney equation (Eq. 3.11).
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s for different concentrations of the protein solutions. The lag time τ is determined

by the Z-statistic, as described above. We compare microrheology data to rotational

rheometry (Fig. 3.6a). The reported uncertainties for microrheology are determined

from the fit to the Van Hove correlation functions. The steady-state shear viscosity is

taken as an average over the range of shear rates examined, and the uncertainty reflects

one standard deviation of the averaged viscosity. Both measurements are reported here

without sample replicates. The rotational rheology and microrheology measurements

agree well, and the two techniques are within statistical error as discussed below in

Sec. 3.3.5. However, the microrheology data exhibits less uncertainty at most concen-

trations.

Microrheology provides excellent sensitivity at low concentrations and corre-

spondingly low viscosities. At low concentrations, some viscosities measured by bulk

rheology are below that of water and even the buffer. These anomalies are due to the

lower limit of torque sensitivity in the rheometer. Precise measurements at low viscosi-

ties for a cone-and-plate rheometer can be complicated due to artifacts arising from

surface tension and interfacial adsorption; the rheometer needs to be sensitive to slight

changes in torque [24, 25], and often requires larger sample sizes (typically > 100 µL)

to capture changes in the viscosity. In contrast, microrheology accurately measures

these low viscosities, since its sensitivity is only related to the particle tracking noise

level and not of mechanical sensitivity. Increasing number of samples and the sample

volume would improve the measurement precision, but may not be feasible in the early

stage therapeutics development, where the availability of material is limited.

The viscosity of the protein solutions relative to the buffer is reported in Fig. 3.6b.

The viscosity increases with increasing protein concentration. The concentration de-

pendence of mAb2 is fitted using a modified Mooney equation [26],

η/η0 = exp

(
c[η]

1− (k/ν)c[η]

)
(3.11)

where η is the solution viscosity in mPa s, η0 is the buffer viscosity in mPa s, c is
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protein concentration in mg/ml, [η] is the protein intrinsic viscosity in ml/mg, k is a

crowding factor, and ν is a shape-determining factor. We find k/ν = 0.48 ± .14 and

[η] = (7.6± 0.8)× 10−3 ml/mg; the latter value is in close agreement with the reported

intrinsic viscosity of the identical IgG1 antibody (mAb-G in 30 mM histidine-chloride,

pH 6.0 [27]) [η] = (7.4± 0.6)× 10−3 ml/mg, measured using a capillary rheometer and

extrapolated to zero concentration using the Huggins relation.

The modified Mooney equation for nonspherical molecules accurately describes

the viscosity dependence on concentration of mAb2. In contrast, mAb1 has a stronger

dependence on concentration and the model does not capture the behavior as accu-

rately; the protein self-association is not accounted for in the ideal non-associating

model.

3.3.5 Accuracy of particle tracking microrheology

The micro and bulk viscosities reported in Sec. 3.3.4 are generally in good

agreement, but how accurate are the microrheology measurements? We estimate the

uncertainty of particle tracking by performing an analysis of covariance (ANCOVA)

to compare microrheology experimental data to the expected viscosity values. The

covariance is a measure of association between two variables, and in general, ANCOVA

is an extension of analysis of variance that provides a way of statistically controlling

the effect of covariates (or nuisance variables) by using regression to partial out those

effects. In our study, we evaluate whether the dependent variable (viscosity) is equal

across a categorial independent variable (measurement methods), while statistically

controlling for the effects of the covariate (concentration). At a 95% confidence level,

the p-value p < 0.05 is necessary to reject the null hypothesis, that the data sets derive

from the same population.

Since highly accurate sucrose viscosity data are available [28], we first compare

the microrheology measurement of aqueous sucrose solutions ranging from 10% w/v to

68% w/v to tabulated values. Fig. 3.7a shows the comparison between measured and

tabulated viscosity of sucrose solutions as a function of concentration. Qualitatively,
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Figure 3.7: (a) Viscosity as a function of concentration for aqueous sucrose solutions,
comparing microrheology results (•) and tabulated data (solid line). The
lower subplot shows the relative error δη of the measurements. (b) The
cumulative probability distribution of the standard residuals calculated
from ANCOVA to compare microrheology and tabulated sucrose data.
The solid line is fit for a normal distribution, and the dash lines are the
95% confidence interval of the fit.
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the microrheology results compare well with the tabulated data. A covariance calcu-

lation gives a p-value of p = 0.941, indicating that there is no significant difference

between microrheology and the tabulated data. Further examination of the residuals

resulting from ANCOVA (Fig. 3.7b) shows that the residuals are normally distributed

(p = 0.533), indicating that there is no structural error or bias. Using a similar AN-

COVA analysis, we find p = 0.906 for mAb1 and p = 0.516 for mAb2, suggesting there

is no difference between the bulk rheology and microrheology data sets other than that

due to random variation.

Finally, the relative error between tabulated sucrose viscosity data (ηtab) and

microrheology measurements (ηmicro),

δη =
ηmicro − ηtab

ηtab

. (3.12)

provides an estimate of the measurement uncertainty. The relative error is shown

in Fig. 3.7a. Over the range of viscosities of the sucrose solutions, which are between

approximately 1 and 200 mPa·s, particle tracking microrheology is consistently capable

of measuring the viscosity with less than 2% error for all samples, and four of the

six samples have errors below 1%. Notably, the measurement uncertainty of particle

tracking is lower than the 7% bias errors typical of measurements at low viscosities

using bulk rheology [29].

3.4 Conclusions

We demonstrated the capability of particle tracking microrheology to obtain

precise and accurate viscosity data using small volumes of protein samples. The ex-

periments are straightforward to perform, and require only a microscope and a video

camera. Imaging provides an immediate assessment of the probe particle stability. We

demonstrated its use with two monoclonal antibody solutions, which were measured

as a function of the protein concentration. Conditions for making precision microrhe-

ology measurements can be assessed using the excess kurtosis of probe displacement
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probability distribution (Van Hove correlation function). The resulting microviscosity

measurements are more accurate than bulk rheometry, especially at low protein con-

centrations, and other low viscosity samples. The ease of use and high throughput

capability of microrheology will be beneficial for screening formulations with various

excipients and solution conditions. Future work will focus on understanding and con-

trolling the effect of probe surface chemistry to expand the types of proteins, range

of protein concentration, buffer composition, and excipient concentrations that can be

measured using particle tracking microrheology. A key limitation of passive microrhe-

ology is its inability to measure non-linear rheology, including shear thinning. Second,

the colloidal stability of probe particles could be improved. Even with a pegylated

surface chemistry, probe aggregation prevents microrheology measurements in 20% of

the samples studied in this work.
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Chapter 4

IN SITU MEASUREMENTS OF STATIC ERROR IN PARTICLE
TRACKING MICRORHEOLOGY

4.1 Introduction

Particle tracking is one of the most common microrheology methods, due to its

ease of implementation and fast data acquisition. The use of video microscopy has

come a long way in advancing the field of particle tracking since Jean Perrin performed

his particle tracking experiment in 1909 [1]. His experiment required two people; the

main researcher looked into the microscope and drew the particle position on a gridded

paper, and the other counted the time steps at 30-second intervals.

The work of Crocker and Grier [2] has contributed to the popularity of video-

based particle tracking microrheology; since then, multiple particle tracking has seen

numerous applications, such as resolving microheterogeneity in actin filaments [3, 4],

understanding the microstructure of hydrogels [5–7], investigating the dynamics of

colloidal depletion gels [8], and measuring biofluids such as mucus [9] and vitreous

humor [? ]. However, in analyzing complex fluids, great care must be taken to interpret

the results from particle tracking experiments; Martin et al. [10] showed that the limited

spatial resolution in video microscopy leads to errors that can significantly alter the

physical interpretations. For example, a particle tracking experiment generated an

artifactual elastic-like signature, and without careful correction during the analysis,

led to an incorrect conclusion that phospholipid bilayers are viscoelastic [11].

Savin and Doyle [12] introduced the analysis of static and dynamic error for

multiple particle tracking. Static error arises from the camera setup and its random
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Figure 4.1: A schematic on how the localization or static error affects the true mean
squared displacement as a function of lag time τ .

noise. The apparent position of the particle x̂(τ) is

x̂(τ) = x(τ) + χ(τ) (4.1)

where x(τ) is the true particle position and χ(τ) is the random error, with 〈χ〉 = 0 and

〈χ2〉 = ε2, where ε represents the static error, or the inherent inaccuracy to track the

position of a particle within a spatial resolution. For a Newtonian fluid,

〈∆x̂2(τ)〉 = 〈∆x2(τ)〉+ 2ε2. (4.2)

Fig. 4.1 shows how the apparent mean squared displacement (MSD) is affected by ε.

The spatial resolution also sets the operating regime of particle tracking microrheology,

limiting the maximum viscosity that can be probed [13].

Besides the random noise in the microscopy setup, the static error is also in-

fluenced by digitization of a spherical feature as well as the parameters used in the

brightness-weighted centroid algorithm calculation [2]. The expected probe width w

is one of the user-selected parameters in the particle tracking algorithm, and it limits
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Figure 4.2: (A) Sample in-focus particle image during a typical experiment. (B)
The corresponding brightness profile along the white dashed line in the
particle image. (C) The effect of the tracking parameter w on static error.
Adapted from [12].

the search on how wide the Gaussian-like feature should be. Fig. 4.2A shows a typical

in-focus particle image, with w tested at 11 pixels. The spherical probe has jagged

edges due to pixelation. The corresponding brightness profile of this particle is shown

in Fig. 4.2B along with the Gaussian profile that the centroid algorithm uses to refine

the particle’s location (to subpixel resolution). The static error ε grows larger as the

expected feature size w increases, suggesting that smaller w values improve tracking

resolution (Fig. 4.2C). However, as w decreases, a second contribution arises due to

clipping at the edges of the particle in the centroid calculation [12]. For the case tested,

the optimal value of w is 9–11 pixels.

Currently there are two main methods to determine the static error ε experi-

mentally. The first method is to track immobilized probes in a sufficiently strong gel or

a dried-out sample [12, 14, 15]; since the probe particles are moving a distance smaller

than what the microscopy setup can detect, any “displacement” detected will be the

random noise that is induced by the system. This is the most widely-used method to

benchmark the noise floor in the experimental setup. However, to truly account for the

the sample’s static error, the imaging condition in the gel sample needs to be extremely

similar to that in the sample of interest – including particle brightness and radius a,
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particle volume fraction φ, the amount of illumination in the sample, focal plane dis-

tance, etc. The second method is to combine the experimental data with simulation

data, as developed by Savin and Doyle [12], Wu et al. [16]. This process retrieves

tracked parameters from a raw particle image, maps the adequate parameters to sim-

ulate experimental images, and applies Monte Carlo simulation to estimate the static

error. While this method yields an accurate localization error, it is time-consuming

and significantly increases the computational resources needed for a particle tracking

experiment.

Here we present a method to measure the static error ε in situ, simultaneously

with the particle tracking experiment for the sample of interest. Since the experiment

is done in the same sample, the static error is measured under the same imaging

conditions and no additional experimental time is needed. Previously we developed

the use of excess kurtosis α2 to identify an optimal lag time τ to calculate viscosity of

the samples [17]; this theory of estimating the static error in situ also uses the excess

kurtosis. This chapter will describe the theory on the relationship between excess

kurtosis and the static error. The MSD corrections based on our method are compared

to the current benchmarking method with a polyacrylamide gel.

James W. Swan (previous post-doc advised by Eric M. Furst, now a faculty

member at Massachusetts Institute of Technology) developed the theory, and the au-

thor executed and analyzed the experiments.

4.2 Materials

Sucrose (ACS reagents grade, #84100) is bought from Sigma-Aldrich and used

as is. The sugar crystals are dissolved in filtered ultra-pure Milli-Q water (resistivity

≤ 18.2 M Ω cm) at 55, 60, and 65 wt% in 20 mL vials with stirring and gentle heating

at 35°C. The tabulated viscosities at 23°C are 24, 49, and 120 mPa-s, respectively [18].

Acrylamide monomer, bis-acrylamide crosslinker, ammonium persulfate initia-

tor, and tetramethylethylenediamine (TEMED) catalyst are obtained (Sigma-Aldrich)

to make the polyacrylamide gel as a benchmarking fluid for noise floor characterization.
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Oxygen is known to inhibit the polymerization process, so stock solutions are made

fresh and degassed by vacuum prior to each use. Samples are prepared at 5.0 wt% total

acrylamide, with 0.1 wt% bis-acrylamide crosslinker, 0.5 wt% ammonium persulfate,

and 0.1% TEMED. This polyacrylamide gel has an estimated shear modulus of 1.5

kPa [19]; at this modulus, the expected MSD for 1 µm diameter probe particles is 2.9

×10−13 nm (or a root mean square = 5.4 ×10−7 nm).

4.3 Methods

4.3.1 Multiple particle tracking experiment

Samples are loaded into the microcapillary channels (internal dimensions = 2.0×
0.2× 50 mm, glass thickness = 0.14 mm, part #3520, Vitrocom, Mountain Lakes, NJ)

and sealed with NOA81 (Norland Products, Cranbury, NJ). Probe particles are imaged

on a Nikon Ti-E perfect focus inverted microscope equipped with a motorized X,Y stage

and a high-speed camera (Clara interline CCD camera, Andor, Oxford Instruments, f

= 30 frames per second, σ = 10 ms); the Brownian motion of the probe particles is

captured at 40× magnification with a pixel size of 0.252 µm/px (ELWD Plan Fluor

objective, NA 0.6, Nikon). The camera settings are selected so that dynamic error of

particle tracking experiments is minimized (σ � f) [12, 20, 21], and that time step

is constant at the desired frames per second. As each movie is saved, the microscope

stage is moved to the next sample and refocused. The image stacks are analyzed in

MATLAB [22], where the probe positions are tracked by a brightness-weighted centroid

algorithm first developed by Crocker and Grier [2], and trajectories are formed by

linking the probes found in consecutive video frames.

The description of the brightness-weighted centroid algorithm is detailed in Ch.

2. The analysis of particle tracking trajectories and statistics using the Van Hove

self-correlation and excess kurtosis is described in Ch. 3.
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4.3.2 The relation between excess kurtosis and static error

In a particle tracking experiment, the random walk of a probe particle in a

complex fluid is captured on video. The particle displacements or trajectories are

characterized as the probability Ps that a particle will move in the vicinity r within time

t, Ps(r, t) = 〈δ(r−∆rj)〉. This distribution is also known as the Van Hove self space-

time correlation function [23, 24]. With a sufficiently large sample of displacements,

the probability of a probe displacement is expected to be Gaussian, by the central limit

theorem. This statement applies specifically to particles experiencing thermal forces

that are uncorrelated, and holds for complex as well as simple fluids.

For simplicity’s sake, let us consider an ensemble of colloidal particles undergoing

Brownian motion in a fluid. The self-diffusivity is D = kT/6πaη. The probability

distribution of the particle displacements in one dimension ∆x at a specific lag time τ

is P (∆x, τ). Because of the inherent random error, the experiment cannot distinguish

displacements within a spatial resolution |ε| (with units of distance).

This particle displacement probability distribution can be written as

P (∆x, τ) =




Aδ(∆x) |∆x| ≤ ε

B exp
(−(∆x)2

2Dτ

)
|∆x| > ε.

(4.3)

A Gaussian distribution of particle displacements is recovered when |∆x| > ε (displace-

ments have moved beyond the noise floor) or as ε→ 0. For all probability distributions,
∫∞
−∞ P (∆x, τ) d(∆x) = 1. The ensemble-averaged mean squared displacement 〈∆x2〉

can then be calculated and expanded based on Eq. 4.3,

〈∆x2〉 =

∫ ∞

−∞
P · (∆x)2 d(∆x)

= 2

∫ ∞

ε

B exp

(−∆x2

2Dτ

)
(∆x)2 d(∆x) +

∫ ε

−ε
Aδ(∆x)2 d(∆x). (4.4)

The integral of the Dirac delta function on the right hand side of Eq. 4.4 becomes zero
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and drops out of the equation. Similarly,

〈∆x4〉 =

∫ ∞

−∞
P · (∆x)4 d(∆x) = 2

∫ ∞

ε

B exp

(−∆x2

2Dτ

)
(∆x)4 d(∆x). (4.5)

The excess kurtosis is defined as

α2 =
〈∆x4〉

3〈∆x2〉2 − 1 (4.6)

Substituting 〈∆x2〉 from Eq. 4.4 and 〈∆x4〉 from Eq. 4.5, the excess kurtosis α2 becomes

α2 = −1 +

√
Dτ
[
(2ε3 + 6Dετ) exp (−ε2/2Dτ) + 3

√
2π(Dτ)−3/2 erfc( ε√

2Dτ
)
]

12
√

2π
[

exp (−ε2/2Dτ)
√
Dε2τ√

2π
+ 1

2
(Dτ) erfc( ε√

2Dτ
)
]2 (4.7)

As expected, Eq. 4.7 reduces to 0 as ε → 0. This complicated expression is expanded

using a Taylor series expansion as ε→ 0 and solved in Mathematica; α2 then simplifies

to

α2
∼=

√
8

9π
(Dτ)−

3
2 ε3 +O(ε4). (4.8)

Eq. 4.8 relates the excess kurtosis α2, a measured quantity in a particle tracking

experiment, directly to the static error ε in the sample. Because 〈∆x2〉 = 2Dτ [2],

Eq. 4.8 can be solved for ε:

ε =

(√
9π

8
α2

) 1
3
(〈∆x2〉

2

) 1
2

(4.9)

Alternatively, Eq. 4.8 can be linearized into the form y = εx

(√
9π

8
α2

) 1
3

= ε

(〈∆x2〉
2

)− 1
2

(4.10)

This enables the calculation of the static error ε using the MSD and excess

kurtosis, both quantities already measured during a particle tracking experiment under
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Figure 4.3: The apparent mean squared displacements (A) and excess kurtosis (B) of
55 wt% (�), 60 wt% (•), and 65 wt% (�) sucrose solutions, with insets
to show short lag time behavior. The noise floor or static error of this
imaging system, measured using the polyacrylamide gel, is also indicated
(>). (C-D) Insets from τ = 0.03 – 0.5 s.

dilute particle concentrations (< 0.1w/v%). Because it is derived without assuming

Newtonian behavior, it is valid for complex fluids, as well.

4.4 Results and Discussion

To test the hypothesis that the static error can be measured from MSD mea-

surements, high-viscosity sucrose solutions, in which static error effects will be most

pronounced, are characterized using multiple particle tracking. In Fig. 4.3A we show

the apparent mean-squared displacement of 55, 60, 65 wt% sucrose solutions, as well as

that of the polyacrylamide gel. Examination of the short lag time region in the inset of
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Figure 4.4: (Top) The particle displacement distributions at τ = 0.033 s for 55, 60,
and 65 wt%. (Bottom) Histogram of particle position remainders after
the centroid confinement.

Fig. 4.3C shows the increasing deviation from the expected logarithmic slope of 1 with

increasing sucrose concentration. At the shortest lag times, the probe displacement in

the gel has comparable magnitude to that in the 65 wt% solution. Fig. 4.3B shows

the excess kurtosis for the sucrose solutions. The excess kurtosis α2 is proportional to

τ−1.5±0.3, in agreement with Eq. 4.8, and providing experimental support for this theory

and technique. However, α2 for the 55 and 60 wt% sucrose solution begins to depart

from the τ−3/2 scaling above τ > 0.2 s, marking a regime in which this static error

estimate is valid. To better demonstrate why α2 is so high, the particle displacement

distributions at the shortest lag time τ = 0.033 s for all 3 sucrose samples are shown in

the top row of Fig. 4.4. Each distribution has a different bin width, determined based

on 2ε estimated from the in situ measurement. As concentration increases, the peak

in the middle becomes more apparent, which correlates with the increase in excess

kurtosis shown in Fig. 4.3. To verify that the feature tracking parameter w is not too

small (and causing biased centroid corrections and peaked Van Hove distributions), the
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Figure 4.5: (A) Rescaled MPT data for 55 wt% (�), 60 wt% (•), and 65 wt% (�)
sucrose solutions. The lines correspond to the range of data used to fit
the line y = εx, determined from Fig. 4.3. (B) The static error calculated
based on Eq. 4.9 for each sucrose sample. The shaded regions come from
the estimated ε using the fit from A and Eq. 4.10.

bottom row of Fig. 4.4 shows the histogram of particle location corrections made by the

centroid algorithm. When the user-selected w is too small, the x- and y-coordinates

will round off to the nearest integer value, causing a “dip” at 0.5 in the histogram [25].

At w = 11 pixels, the histograms are relative flat, indicating that the w did not cause

bias in the particle locations, and thus is not the cause of the static error.

Using Eq. 4.10, the MPT results from Fig. 4.3 are rescaled and shown in

Fig. 4.5A. The range of data used to calculate the slope of the line is based on where

α2 ∼ τ−3/2 no longer holds true in Fig. 4.3D. The estimated ε are ε55% =11.4 ± 0.4

nm, ε60% = 15.9 ± 0.5 nm, ε65% = 21.6 ± 1.9 nm, as compared to the gel estimation

at εgel = 24.8 nm. Fig. 4.5B shows the static error ε2, calculated using Eq. 4.9 (data

points) and Eq. 4.10 (shaded region) for each sucrose sample, as well as for the gel.

As in Fig. 4.3, Fig. 4.5B shows that the estimate for ε is invalid for τ > 0.2 s for 55

and 60 wt% sucrose solutions. The estimated static error from the polyacrylamide gel

is 2× higher than the static error measured in situ in the 55 wt% sucrose solution. In

addition, there are more fluctuations in our calculated ε2 using Eq. 4.9 than the MSD
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Figure 4.6: The corrected mean squared displacement based on the in situ measure-
ment (solid lines) and gel estimation (dash lines) for 55 wt% (�), 60 wt%
(•), and 65 wt% (�) sucrose solutions. The in situ calculation is based
on Eq. 4.9, i.e. the fluctuating points in Fig. 4.5B.

in the polyacrylamide gel, capturing the idea that the noise floor is dependent on the

imaging condition of the sample at the moment of acquisition. Because each image

has a slightly different noise-to-signal ratio (N/S) due to the background fluorescence

from out-of-focus particles, these fluctuations are in agreement with Savin and Doyle

[12], which showed that ε varies linearly with N/S.

To compare the two static error estimations, Eq. 4.2 is rearranged to calculate

the corrected MSD, 〈∆x2(τ)〉corr = 〈∆x̂2(τ)〉 − 2ε2. Fig. 4.6 compares the MSDs with

their corrections, either from the in situ measurement (Fig. 4.5B) or from the gel

approximation. After applying the in situ measurement, all samples now closely follow

logarithmic slopes of 1 (solid lines in figure). However, estimating the static error using

the gel overcorrects and gives slopes greater than 1 at the two shortest lag times τ from

0.033 to 0.066 s. This demonstrates the improvement of the estimate of the static error
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Figure 4.7: The apparent mean squared displacements (A) and excess kurtosis (B)
of 1 wt% (•), 2 wt% (•)(�), and 5 wt% (�) 2MDa PEO solutions, from
τ = 0.03 – 0.5 s The noise floor or static error of this imaging system,
measured using the polyacrylamide gel, is also indicated (>).(C) Rescaled
data according to Eq. 4.10.

from the in situ measurement relative to the estimate from the gel.

To test the limits of the in situ method of measuring ε, Fig. 4.7 shows the short

time MPT results from 1, 2, and 5 wt% 2MDa PEO.1 At longer τ , we estimate the

viscosity of these PEO solutions to be 145 ± 3.5, 1140 ± 71, and 14550 ± 645 mPa-s,

respectively. At τ = 0.033 s and ε = 10 nm, ηmax = kTτ/3πaε2 ≈ 146 mPa-s. For 1

wt% PEO solution, we see the curvature in MSD that is induced by the static error, as

expected; its kurtosis also follows α2 ∼ τ−3/2. The MSD for the 2 wt% PEO solution

barely have any motions greater than what can be captured by the video, and after

the initial plateau, its kurtosis also has a small region that follows α2 ∼ τ−3/2. The

MSD for the 5 wt% PEO overlaps that of the gel sample (tested in that microscopy

system). From the 5 wt% and gel’s MSD, the estimated static error is ε ≈ 13 nm. The

scaled MSD and kurtosis data are shown in Fig. 4.7C; the 1 wt% and 2 wt% solutions

data are fitted to Eq. 4.10, and the estimated static error is ε = 14.1 ± 0.2 nm and ε =

12.8 ± 0.3 nm, respectively. The kurtosis is also based on measurable displacements

(Eq. 4.6); similar to the mean squared displacement, the excess kurtosis plateaus as a

function of τ , and the 5 wt% PEO solution could not be fitted to Eq. 4.10. However,

1 These experiments are done with a different microscope setup. See details in Chapter 7.
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it is clear that the MSD measured for the 5 wt% PEO sample at this time scale is the

static error, since the PEO’s viscosity (14.5 × 103 mPa-s) is much greater than that of

the theoretical limit (145 mPa-s).2 This experiment has shown that, as long as there

are measurable motions beyond the static error, and that the kurtosis values are not

at a plateau as a function of τ , the in situ method will yield an estimation of ε and

the operating regime of particle tracking microrheology (Sec. 1.5.1).

4.5 Conclusions and Outlook

This new method enables measurement of static error under in situ conditions,

improving accuracy of the estimation of ε and eliminating the need for additional

experiments in gel samples that are under different sample and imaging conditions.

Subtracting the static error corrects the measured mean-squared displacement to re-

cover the true mean-squared displacement, especially at lag times τ < 0.1 s, where

static error is most pronounced. For such viscous solutions, the optimal lag time τ for

calculating the viscosity is still at τ > 0.5 s, using the excess kurtosis method described

in Ch. 3. However, the main advantage of this technique would be for complex fluids

with an estimated longest relaxation time τs on the order of 0.01 – 0.1 s (i.e. the

lower end of lag times that can be probed with MPT). The in situ measurement of ε

accounts for the noise floor precisely, so that the true curvature of the mean-squared

displacement and the non-Newtonian behavior of the fluid can be observed and ana-

lyzed. Future work should demonstrate the utility of this method in a non-Newtonian

fluid with τs that is in the range of time scale for particle tracking experiments, such

as low concentration higher molecular weight polymer solution or worm-like micellar

solution.

2 See corrected MSD for these PEO solutions and the discussion on emerging non-Newtonian behavior
at τ < τs in Chapter 7. In short, the experimental time scale is too large to detect the cross to non-
Newtonian behavior.
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Chapter 5

PARALLEL TEMPERATURE-DEPENDENT MICRORHEOLOGICAL
MEASUREMENTS IN A MICROFLUIDIC CHIP

5.1 Introduction

Parts of this chapter were originally published in Biomicrofluidics in a paper ti-

tled “Parallel temperature-dependent microrheological measurements in a microfluidic

chip.” Reprinted with permission from [1]. Copyright © 2016 American Institute of

Physics (AIP) Publishing.

The production and use of high concentration monoclonal antibody (mAb) ther-

apeutics have grown rapidly in the pharmaceutical industry over the past decade [2].

Protein solution rheology is one of the critical physical properties that is measured dur-

ing early stage development, as viscosity affects syringeability [3] and manufacturability

[4], and may indicate self-associating protein-protein interactions [5], thermal stabil-

ity [6], or protein aggregation propensity [7]. The effects of temperature on solution

viscosity require thorough examination, as drug product manufacturing units operate

at different temperatures: tangential flow filtration and thermal stability studies are

often conducted at elevated temperatures (>30°C) [8, 9], whereas protein solutions are

refrigerated during storage and transportation [10].

Various buffer conditions, excipients, pHs, and temperatures are found to affect

solution viscosity significantly [11]. However, rheometry typically requires sample vol-

umes greater than 100 µL, and such volume requirements limit the number of samples

that can be measured. In studies of the effects of temperature, the bottleneck lies in

the time needed for temperature equilibration; many viscosity measurements are not

able to equilibrate multiple samples at the same time, which significantly decreases
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throughput. To date, only He and coworkers [11] have demonstrated parallel temper-

ature equilibration (30 minutes) for rheological samples in a dynamic light scattering

system with block-heating. There is clearly a need for a small volume, high throughput

rheological technique for protein solutions that is capable of rapid parallel temperature

equilibration.

Here we demonstrate high-throughput temperature-dependent mAb viscometry

by combining microrheology and microfluidics. Microrheology requires small samples,

on the order of 10 µL or less, which fits the needs of early pharmaceutical development,

and the micrometer dimensions of microfluidics enable rapid temperature equilibration.

In the following sections, we briefly review particle tracking microrheology methods and

the experimental analysis using excess kurtosis. The microfluidic sticker design and

fabrication material choice are detailed. We introduce a temperature control stage

using a Peltier module, locally controlling the surrounding environment of the samples

and enabling us to rapidly equilibrate to a set temperature for multiple samples in

a microfluidic device. Sucrose solutions are used to validate the temperature control

and to develop a calibration curve. Using a biocompatible microfluidic device and

our temperature control setup, 72 temperature-concentration viscosity measurements

of monoclonal antibody solutions are obtained using 2 µL samples in approximately 6

hours.

5.2 Experimental methods

5.2.1 Materials

Two humanized monoclonal antibodies (mAb1 and mAb2) are supplied by

Genentech Inc. (South San Francisco, CA) and stored at −80°C. The proteins are

diluted serially with buffer (30 mM histidine, 0.02% Tween 20, pH 5.4). Sucrose,

histidine, histidine-HCl and Tween 20 are used as received (Sigma-Aldrich).

Fluorescently labeled tracer particles are obtained from Invitrogen; the surface of

the amine-modified polystyrene (2a = 0.97 ± 0.022 µm) particles is chemically grafted

115



with poly(ethylene glycol) (PEG) through NHS ester-amine reactions using mPEG-

succinimidyl carboxyl methyl ester (MW=5000, Creative PEGWorks, Winston-Salem,

NC). The particles are washed by centrifuging the solution for 6 minutes at 6000 G,

discarding the supernatant, and redispersing in the same volume of ultra-pure Milli-

Q water (resistivity 18.2 M Ω cm, Millipore EMD). The washing procedure removes

excess fluorescent dye and possible contaminants from their synthesis and storage. The

PS-PEG particles are sonicated for 20 minutes and observed under a microscope to

verify their colloidal stability. The final particle concentrations needed in the samples

are approximately 0.1%w/v; this particle concentration prevents brightness saturation

in the camera. The stock solutions of the probes are concentrated to approximately

10%w/v, so only a small volume is added to each sample.

The 1 µm size probes are chosen to satisfy the continuum assumption in the

Stokes equation to measure the bulk rheological properties of the protein samples. The

PEG grafted surface chemistry for the probes is selected to prevent surface adsorption

by proteins. Although protein adsorption to probe surfaces does not significantly alter

the hydrodynamic radius of the probes, it may induce additional interactions between

probes [12].

5.2.2 Microfluidic stickers

Microfluidic stickers are used to create 12 channels, each containing 2 µL, on

a single microscope coverslip. The soft imprint lithography process used to fabricate

stickers is adapted from Bartolo et al. [13] and Natali et al. [14]. The structured poly-

dimethylsiloxane (PDMS) mold is fabricated using standard photolithography meth-

ods. First, a layer of SU-8 2035 photoresist (Microchem) is spin-coated onto a silicon

wafer; the photoresist film is exposed to ultraviolet light (365 nm) through a patterned

mask (Fineline Imaging). PDMS is mixed in a 10:1 ratio of monomer and curing agent

(Sylgard 184, Dow Corning), poured over the etched photoresist, degassed, and cured

at 65°C overnight. The PDMS mold serves as the device master from which the mi-

crofluidic stickers are fabricated. Approximately 100 µL of thiolene resin (Norland
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Products, NOA 81) is deposited on a flat substrate made with polyethylene (3M, film

tape 483, 5.3 mm thick × 1 in wide) supported on PDMS. The master PDMS mold

is gently pressed onto the thiolene resin with the help of a roller [15] and the module

is exposed to UV light for 5 seconds to partially cure NOA 81. Since oxygen inhibits

the free-radical polymerization in the photocuring reaction [16], the gas permeability

of PDMS versus the substrate polymer is an important parameter to consider for the

ease of handling of the microfluidic sticker. Polyethylene (PE) is chosen as the top

layer of the substrate because its permeability is significantly less than PDMS. The

sticker preferentially sticks to the PE substrate rather than the PDMS mold, which

makes handling of thin sheets of microfluidic device easier. The PDMS mold is peeled

away, leaving the channel sticker on the substrate. Access inlets to channels are carved

on the sticker, before the assembly onto a rigid glass substrate (25 × 75 × 0.15 mm,

Fisher Scientific) and final curing under UV light. The PE substrate is then peeled off,

leaving the sticker on the cover slip. The process can be repeated to assemble multiple

stickers comprising different microfluidic networks.

The channel height is set at 125 µm to account for 1% error in hindered par-

ticle mobility in a microfluidic channel wall [17–19]. The microfluidic sticker has 12

channels, each with dimensions 0.35 × 30 × 0.125 mm and holds approximately 2 µL

sample volume (Fig. 5.1). The multiple-channel design enables the parallel temperature

equilibration of multiple samples and increases the throughput of the experiments.

The choice of thiolene chemistry over the traditional PDMS serves multiple

purposes. Thiolene stickers can be rapidly fabricated without heating, compared to

curing of PDMS at 150°C for 10 minutes. Thiolene is impermeable to air and water

vapor, preventing evaporation in the channels and is suitable for temperature studies.

These advantages of the thiolene sticker decrease device fabrication time, resulting in

increased overall throughput.
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Figure 5.1: Scheme of 12-channel microfluidic sticker design. Pre-cured ”sticky” layer
is indicated in green, and is pressed onto a glass cover slip. Inlets are
carved prior to final curing, and are sealed with additional thiolene drops.

5.2.3 Temperature control

The temperature control unit (Fig. 5.2) is built with specifications and validated

as detailed in Chapter 2.

In the experimental setup, the bottleneck lies in the time to reach thermal steady

state for the samples. We investigated the thermal performance of the Peltier module.

On average, it takes approximately 40-60 seconds for the Peltier to change temperature

by 1°C (see pg. 57 for an example of temperature ramp). The temperature is measured

by a thermistor inside the aluminum block and is not in the samples. However, the heat

transfer time in the aluminum block should be negligible, since its thermal diffusivity

is α = 85mm2/s.

To verify that the sample reaches thermal equilibrium with the aluminum block,

we developed a heat transfer model (see Chapter 2 for details). The set of ODEs are

solved numerically using the geometry of our temperature control module using COM-

SOL. The simulation results confirm that as the core of the aluminum contact plate

(the location of thermistor) reaches Tset, the temperature in the thiolene microfluidic

sticker equilibrates within 1 s, and there are no discernible temperature differences

between 1 s and 600 s. This shows that the temperature control bottleneck lies in
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Figure 5.2: Schematic of temperature control setup. The components are: 1. copper
cooling body, 2. Peltier module, 3. water circulation inlet/outlet, 4.
thermistor hole, 5. aluminum contact plate, 6. PID controller with relay
unit, 7. DC power.

the response of the Peltier module to the PID controller. To account for differences

in sample composition, the variable speed at which dry air blows across the stage and

also any 2-dimensional heat transfer effects (though we expect none), microrheology

measurements are taken 7-10 minutes after Tset is registered to ensure equilibration

across samples in the microfluidic sticker.

5.2.4 Multiple particle tracking experiments

Multiple particle tracking measurements are taken from each equilibrated sam-

ple in the microfluidic sticker. Samples are pipetted into the microfluidic channels

through carved inlets, and sealed with thiolene resin. Fluorescence video microscopy

with a CMOS high-speed camera (Phantom v5.1, 50 frames per second, σ = 5 ms)

is used to capture the Brownian motion of the probe particles at 40 times magnifi-

cation (EC Plan-Neofluar, NA 0.75, Carl Zeiss). The camera settings are selected so

that the static and dynamic error of particle tracking experiments are minimized [20].

As each movie is saved, the microscope stage is moved to the next sample and refo-

cused. The probe positions are tracked by a brightness-weighted centroid algorithm,

and trajectories were formed by linking the probes found in consecutive video frames
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[21].

The details of the particle tracking experiment analysis using Van Hove self-

correlation and its statistical parameter excess kurtosis are described in a recent pub-

lication [22]. Here, we briefly review key aspects of the method. The rheological prop-

erties of a sample are calculated from the embedded probe particles’ dynamics. The

ensemble-averaged mean square displacement (MSD), ∆x2(τ), is calculated from the

probe trajectories at each lag time τ . The generalized Stokes-Einstein relation (GSER)

relates the MSD to bulk rheological properties by J(τ) = 3πa〈∆x2〉/kT , where J is the

material creep compliance, τ is the lag time, a is the probe radius, kT is the thermal

energy. In the limit for a material with Newtonian viscosity η, J(τ) = τ/η, and the

GSER simplifies to

η =
kT

3πa〈∆x2(τ)〉τ. (5.1)

With a sufficiently large sample of displacements, the distribution of probe displace-

ment is expected to be a normal distribution [23], and can be written as the one-

dimensional Van Hove space-time correlation function,

Gs(x, τ) = (2π〈∆x2(τ)〉)−1/2 exp

( −x2

2〈∆x2(τ)〉

)
. (5.2)

The Van Hove self-correlation is valid for any material that satisfies the GSER provided

the probes move isotropically in space. The deviation from normal distribution of the

Van Hove correlations may indicate sample heterogeneity [24] or incorrect algorithm

parameters in tracking probe particles [25], and can be quantified using the excess

kurtosis,

α2(τ) =
〈∆x4〉

3〈∆x2〉2 − 1, (5.3)

to reflect tailedness and peakedness in a distribution. For a perfect normal distribution

[26], α2 = 0. The excess kurtosis and its test statistic Zα2 (calculated from the standard

error of α2) are used to determine the lag time τ at which the probe displacement

distribution is closest to being Gaussian. The critical value of Zα2 is 1.96 at 95%
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confidence; when |Zα2| > 1.96, α2 is considered significantly different from zero, and the

probe displacement distribution is therefore not close enough to a normal distribution

for viscosity calculations. This lag time maximizes the number of displacements while

minimizing the static particle tracking error.

5.3 Results and Discussion

To measure the true sample temperature on chip, it is necessary to include a

standard calibration fluid alongside the samples (the details of calibration are discussed

in Chapter 2). The calibration fluid validates the temperature control setup and cor-

rects for temperature variations on chip. The choice of calibration fluid depends on

the application and the range of temperatures for the experiment. An appropriate

calibration fluid must have: (1) accurate viscosity data or model in the desired op-

erating temperatures available; (2) viscosity within the operating regime of particle

tracking microrheology [19]; and (3) similar thermal properties to the sample fluids

(e.g. aqueous calibration fluid for aqueous samples).

5.3.1 Arrhenius behavior of mAb solutions

The temperature-dependent viscosity profiles of mAb1 and mAb2 are examined

at 6 temperatures (TMSD = 0.9°C - 40°C, measured from a sucrose sample on the same

chip) and shown in Fig. 5.3A-B; the mAb solutions were serially diluted two-fold from

90 mg/mL to 5.6 mg/mL. The precise temperatures of the samples were measured

in situ with a 55% sucrose sample in the same microfluidic sticker. The data for 72

experiments was acquired over approximately 5 hours; with 2 µL samples, only 1.5 mg

of each mAb was used in total.

The protein solution viscosity increases rapidly as a function of concentration for

both proteins. Fig. 5.3A-B show the important role of protein-protein self-association

in the material rheological properties. Though both proteins are of the same IgG1

framework with only 2% sequence differences in the CDR regions[27, 28], the viscosity

behavior at concentrations above 22 mg/mL differ drastically.
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Figure 5.3: Viscosity profile for mAb solutions. (A-B) Viscosity of mAb1 and mAb2,
respectively, as a function of concentration and temperature. The various
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are drawn to guide the eye. (C-D) Viscosity of mAb1 and mAb2 from 0
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symbols are experiments performed with a cone-and-plate rheometer.

Particle tracking microrheology is sensitive in detecting small viscosity changes,

as evident in the incremental changes in buffer viscosity (0.7 - 1.7 mPa-s) in the range

of temperature examined. The mAb solutions are further diluted in the range of

1 - 10 mg/mL and their viscosity measured at 25°C (Fig. 5.3C-D), and the same

observation holds. Microrheology is capable of measuring low viscosities, because its

measurement sensitivity is only related to particle tracking noise level in the microscope

setup [29]. Such sensitivity may not hold true for bulk rheometry, as the mechanical

torque sensitivity sets the limit of the instrument, and Hellström et al. [30] show that

sample underfilling leads to errors in rheometry measurements in low viscosity samples.

The effect of temperature on protein solution viscosity is illustrated in Fig. 5.4,

with a plot of ln η as a function of 1/T . A linear correlation is found between ln η and

inverse temperature, indicating that the relation can be expressed by the Arrhenius

equation, which views flow as an activated process and the motions between molecules

depend exponentially on the temperature, with ln η = Ea/RT , where Ea is the activa-

tion energy and R the gas constant. The solution viscosity of a material departs from
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the Arrhenius equation when there is strong association between molecules, for exam-

ple as water approaches its freezing point, or other long-range fluctuations leading to

non-linear effects. Protein solutions typically exhibit nearly Arrhenius behavior, with

an apparent activation energy dependent on the protein molecule, its concentration,

and excipients in the solution [31, 32]. Temperature studies are therefore informative

in evaluating whether protein solutions exhibit such behaviors.

We observe Arrhenius behavior for the two monoclonal antibody solutions, and

similar values in the apparent activation energy between mAbs at low concentrations

(5.6 - 22.5 mg/mL). However, 90 mg/mL mAb1 exhibits higher activation energy than

mAb2 at the same concentration, and it takes ∼50% more mAb2 at 305 mg/mL to

achieve a similar viscosity profile as 202 mg/mL mAb1. Data such as this may be useful

in future understanding of protein-protein interaction and self-association in concen-

trated systems; here we simply demonstrate the capability of parallel temperature-

dependent microrheological measurements in microfluidic channels. Our setup makes

it possible to examine the effect of temperature on the material even when the amount

of sample is too small (less than 10 µL) to be measured by macrorheology.

5.4 Conclusions

Accurate in situ measurement of temperature is obtained by inserting the cal-

ibration fluid in the same microfluidic device with protein samples. We demonstrate

that 72 temperature-concentration viscosity measurements of mAb solutions can be

made in a single day. Particle tracking microrheology combined with microfluidics can

be used to explore the rheology of protein solutions as a function of concentration

and temperature, and our setup increases experimental throughput significantly by

eliminating temperature equilibration in each sample separately, such as in traditional

rheometry. Interfacing with higher throughput sample preparation using droplet mi-

crofluidics would be straightforward, resulting in rapid acquisition of formulation or

solution conditions library available at early stage pharmaceutical development.
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Chapter 6

MICRORHEOLOGY OF BISPECIFIC MONOCLONAL ANTIBODIES
AND THEIR MONOSPECIFIC MIXTURES

6.1 Introduction

The generation of human and humanized versions of monoclonal antibodies

(mAbs), as well as improvements in processing and manufacturing, have contributed

substantially to the landscape of mAbs as the ever growing class of biotherapeutics

[1–5]. The next wave of mAb therapeutics aims to enhance efficacy and targeting to

antigens, and one novel approach is dual targeting strategies with bispecific antibodies

(BsAbs) [6]. Bispecific antibodies have two distinct binding antigens, and genetic

engineering advances have resulted in over 60 different formats (for a comprehensive

overview on the available formats, see [7–9]). BsAbs have several capabilities: (1)

redirecting immune cells to tumor cells to enhance tumor killing, (2) blocking two

mediators or pathways simultaneously, and (3) interacting with two different surface

antigens to increase binding specificity [10].

There are more than 30 BsAbs currently in clinical trials for autoimmune, on-

cology, or chronic inflammatory indications. Because bispecific antibodies are still

emerging therapeutics, much of the literature is focused on antibody engineering, over-

coming synthesis challenges, and purification and production of BsAb. These topics are

typically part of the technology platforms, which include: tandem diabody (TandAb)

[11], nanobodies [12], “dock-and-lock” with kinase anchor protein [13], HSA-antibody

fusion [14], dual variable domain immunoglobulin (DVD-IgTM) [15], “two-in-one” [16],

Triomab® [17], IgG-scFv [18], CrossMab [19], immune mobilizing monoclonal T-cell

receptors against cancer (ImmTac) [20], and bispecific T-cell engager (BiTE®) [21].
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As BsAbs approach late-stage development, many issues may arise that are

unique to these new antibody formats. For mAbs, in-depth studies on protein-protein

interaction [22–25], solution microstructure [26–28], solvent interactions [29–31], and

interfacial behavior (solid/liquid [32–34] or air/liquid [33, 35–37]) are done to provide

deeper molecular insights and to aid the finalization of drug products. Although one

study of aggregation kinetics and protein-protein interaction of a DVD-IgTM [38] has

been published, such protein characteristics have not been well-established in the lit-

erature for BsAbs. These studies can be time consuming, and are typically reserved

for molecules that are further in development (and more abundantly available for col-

laborations in academia). In contrast, quick screening studies are used in early stage

development, and must satisfy time constraints when transitioning from late stage

research to Phase 1.

Solution rheology is one such critical biophysical parameter that is screened

during early therapeutics development, as downstream processing and manufacturing

steps (such as filtration, pumping and filling) are substantially affected by the protein

solution viscosity [39]. In early stages of development, material is scarce, and thus a

small-scale rheology technique is needed to do these viscosity measurements. Unlike

the vast literature on mAb viscosity and its molecular basis [22, 23, 25–28, 36, 40–

59], there is only one dedicated viscosity study [60] on a bispecific antibody to date

(in the DVD-IgTM format). The protein molecule used in this study had a larger

molecular weight (∼200 kDa) than the comparison mAb, a normal monospecific IgG

(∼150 kDa), and thus a larger size and intrinsic viscosity; the effect of molecule size on

the viscosity was found to be significant at high concentrations, but Raut and Kalonia

[60] did not directly compare therapeutic mAbs of similar size. This presents a new

opportunity to study a bispecific antibody to compare with mAbs constructed with

the same indications and molecular weight. These proteins are in the early stages of

development, and microrheology enables viscosity measurements that would otherwise

be difficult due to material constraints.

Multiple particle tracking (MPT) microrheology has been used to measure the
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rheology of many biological fluids and biomaterials under different conditions, including

concentrated genomic DNA solutions [61, 62], bovine serum albumin and its viscoelastic

response with the addition of urea [63], protein–layer and network formation of amy-

loid fibrils [64–66]. MPT microrheology requires small sample volumes (on the order

of µL), has short acquisition times (on the order of seconds), and can probe multiple

frequencies simultaneously; these capabilities permit high-throughput characterization

of scarce materials [63, 67, 68], which fills the need for small volume rheology in early

pharmaceutical development stages. We have previously demonstrated the use of mul-

tiple particle tracking microrheology to measure mAb viscosity with 2 µL samples [69].

In this study, we discuss the discovery of surprising viscosity results of monospe-

cific mAbs, bispecific mAbs, and mixtures thereof, using small-sample microrheology

experiments. In the following sections of this chapter, we first briefly review parti-

cle tracking microrheology (MPT), short guard column size exclusion chromatography

(SEC), and light scattering methods, and describe the mAbs and BsAbs. We measured

the viscosity profiles of three monospecific mAbs, two bispecific antibodies BsAbs, and

two mAb mixtures, and we discuss in two sections the non-interacting mAbs and the

cross-interacting mAbs. The viscosity profiles are analyzed using the Arrhenius mix-

ture rule, as well as a hard quasispherical model to estimate the intrinsic viscosity [η]

and infer the self-association of the antibodies. A short column SEC method is used

in an attempt to observe the existence and dissociation of reversible dimers in the

bispecific antibodies. The protein-protein interactions are examined using static and

dynamic light scattering, and the resulting second virial coefficient B22, interaction

parameter (kD), and collective diffusion coefficient (Dc) are analyzed in conjunction

with the viscosity results. The measured protein-protein interaction parameters are not

sufficient for predicting trends in mAb viscosity, and thus we conclude with a proposed

explanation for the mechanism behind the rapid increase in viscosity as detected by

microrheology.
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6.2 Experimental methods

This section begins with a description of monoclonal antibodies and probe parti-

cles used in the experiments. The proteins used in these investigations are described in

detail in Chapter 2 and briefly here. Characterization of the solution viscosity is done

using multiple particle tracking microrheology, described in detail in the Experimental

methods section of Chapter 2 and the analysis detailed in Chapter 3. The preparation

of the formulation buffer and the protein solutions used in this study are described in

Chapter 2. The specific solution compositions are described in this section.

6.2.1 Materials

Three humanized monospecific monoclonal antibodies (mAb-A, mAb-B, mAb-

C) and two bispecific monoclonal antibodies (BsAb-A/B, and BsAb-A/C, produced

through the knob-into-hole approach and the co-culture of bacterial strains [70]) are

supplied by Genentech Inc. (South San Francisco, CA) and stored at 4°C. The protein

properties are reported in Table 6.1. Ultra-pure water and formulation buffers are fil-

tered using a bottle-top filter unit prior to use (Nalgene rapid-flow sterile disposable

filter units, surfactant-free cellulose acetate membrane, 0.2 µm pore size, #161-0020,

Thermo Fisher Scientific). The proteins are first buffer-exchanged into the formulation

buffer (20 mM histidine chloride, pH 6.0) using Slide-A-Lyzer dialysis cassettes (10k

molecular weight cut off, #66385, Thermo Fisher Scientific). The stock (concentrated)

protein solutions are then diluted serially with the formulation buffer. Their concen-

trations are determined from the average of 5 measurements in a Nanodrop 2000c

(Thermo Fisher Scientific) at 1:10 dilution factor. The extinction coefficient at 280

nm (A280) used for the Nanodrop measurements is reported in Table 6.1. The 20 mM

histidine buffer is prepared and adjusted to pH 6.0 by combining 9 mM L-histidine

free-base and 11 mM L-histidine-HCl (Sigma Aldrich).

Fluorescently labeled tracer particles are obtained from Molecular Probes (Eu-

gene, OR); the surface of the carboxylate-modified polystyrene (PS-CML) (2a = 1.0 ±
0.025 µm, 2% solids) particles are chemically grafted with poly(ethylene glycol) (PEG)
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Table 6.1: Properties of monoclonal antibodies in this chapter

Molecule MW Ext. Coefficient Theoretical pI
(kDa) (mg/mg-cm)

mAb-A 145.0 1.430 6.25
mAb-B 145.2 1.540 9.25
mAb-C 144.9 1.353 6.95

BsAb-A/B 145.2 1.528 7.40
BsAb-A/C 144.9 1.430 6.45

through carbodiimide reaction. The PS-CML particles (500 µL) are first washed with

Milli-Q water three times, and then dispersed in 50 mM MES with 0.05% Proclin 300

at pH 5.2 (Polylink coupling buffer, Polysciences, Inc, Warrington, PA). A 100 µL solu-

tion of 200 mg/mL of 1-ethyl-3-(-3-dimethylaminopropyl) carbodiimide (EDAC, Poly-

sciences) is made in the coupling buffer; 50 µL of this activation solution is added to

the particle suspension immediately and the mixture is incubated at room temperature

under rotation for 15 minutes. This step activates the carboxylate end-groups on the

surface of the probe particles to become o-acylisourea intermediates; the acidic environ-

ment of the coupling buffer helps extend half-life of the intermediates. The supernatant

in the probe-EDAC mixture is discarded, and the probe particles are immediately re-

suspended in the amine-modified PEG solution, which is made by dissolving 100 mg of

methyl-PEG-amine (MW=5000 or 10000, Creative PEGWorks, Winston-Salem, NC)

in 500 µL of 200 mM PBS buffer at pH 7.0. The reaction is allowed to proceed for

at least 8 hours at room temperature, under rotation and shielded from light. Ex-

cess EDAC, and isourea by-products, unreacted amines are removed by washing the

reacted probes in solution at least 3 times in Milli-Q water. The resulting PEGylated

polystyrene (PS-PEG) particles are sonicated for 20 minutes and observed under a

microscope to verify their colloidal stability in water and the formulation buffer. The

stock solutions of the probes are concentrated to approximately 10% w/v, so only a

small volume (0.1 µL) of probes is added to each 20 µL sample, resulting in a final
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particle concentration of approximately 0.1% w/v.

6.2.2 Particle tracking microrheology and viscosity analysis

Multiple particle tracking measurements on the protein solutions are taken from

each equilibrated sample in capillary tubes (inside diameter = 2.0 x 0.2 x 50 mm, glass

thickness = 0.14 mm, part #3520, Vitrocom, Mountain Lakes, NJ) sealed with a

fast-curing thiolene resin (NOA81, Norland Products, Cranbury, NJ) onto a micro-

scope slide. Fluorescence video microscopy is performed on a Nikon Ti-E perfect focus

inverted microscope equipped with a motorized X,Y stage and a high-speed camera

(Clara interline CCD camera, Andor, Oxford Instruments, 30 frames per second, σ =

10 ms); the Brownian motion of the probe particles is captured at 40× magnification

(ELWD Plan Fluor objective, NA 0.6, Nikon). The camera settings are selected so

that the static and dynamic error of particle tracking experiments are minimized [71]

and the time step is constant at the desired frames per second. As each movie is saved,

the microscope stage is moved to the next sample and refocused. The image stacks

are analyzed in MATLAB, where the probe positions are tracked by a brightness-

weighted centroid algorithm first developed by Crocker and Grier [72], and trajectories

are formed by linking the probes found in consecutive video frames.

The detailed analysis of the particle tracking trajectories and statistics using the

Van Hove self-correlation and excess kurtosis, a statistical parameter, are described

in Chapter 2 and 3, and reviewed in essence here. The rheology of the material of

interest is extracted from the dynamics of the embedded probe particles. The ensemble-

averaged mean square displacement (MSD), 〈∆x2(τ)〉, is calculated from the probe

trajectories at each lag time τ . The Stokes-Einstein-Sutherland relation relates the

MSD to bulk viscosity η by

η =
kT

3πa〈∆x2(τ)〉τ. (6.1)

where a is the probe radius and kT is the thermal energy. With a sufficiently large

sample of displacements, the distribution of probe displacement is expected to be a
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Gaussian distribution [73], and is mathematically equivalent to the one-dimensional

Van Hove space-time correlation function,

Gs(x, τ) = (2π〈∆x2(τ)〉)−1/2 exp

( −x2

2〈∆x2(τ)〉

)
. (6.2)

Provided the probes move isotropically in space, Eq 6.2 is valid for any material that

satisfies the Stokes-Einstein-Sutherland relation. The deviation from a Gaussian dis-

tribution of the Van Hove functions can be quantified using the excess kurtosis,

α2(τ) =
〈∆x4〉

3〈∆x2〉2 − 1, (6.3)

which reflects tailedness and peakedness in a distribution, with the excess kurtosis of

a perfect normal distribution being zero [74]. The parameter α2 and its test statis-

tic Zα2 , calculated from the standard error of α2 [69], are used to select the optimal

lag time τ at which the probe displacement distribution is closest to being a normal

distribution. At 95% confidence, Zα2 has a critical value of 1.96; α2 is considered statis-

tically different from zero when |Zα2| > 1.96, and the probe displacement distribution

is therefore not used for viscosity calculations. The optimal lag time selected using this

method maximizes the sample size of the displacement distribution while minimizing

the particle tracking error induced by the noise floor.

To analyze the viscosity profiles of the bispecific antibodies and detect potential

protein interactions, the viscosities of their 1:1 monospecific antibody mixtures are

measured. The expected viscosity of the antibody mixtures can be calculated using

Arrhenius’s mixture model, which states that the logarithm of the viscosity of a mixture

ηmix varies linearly with the proportions of its components,

ln(ηmix) =
∑

xi · ln(ηi). (6.4)
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In other words, for a 1:1 binary mixture between component A and B,

ln(ηmix) = xA · ln(ηA) + xB · ln(ηB) (6.5)

where xA = xB = 0.5. Previously Galush et al. [75] tested this simple mixing rela-

tion on 3 different mAbs (at 250 mg/mL with 20 mM histidine chloride and 200 mM

arginine chloride, ηmAb1 = 87.9 cP, ηmAb2 = 139 cP, ηmAb3 = 1670 cP), and found

that the Arrhenius rule predicts the viscosity of the antibody mixtures across differ-

ent concentrations and compositions. Despite their own complex viscosity behaviors

(especially at high concentrations), combinations of these proteins still agree well with

Eq. 6.5, even though the equation does not contain terms that account for different

interactions between the components. It may be that these IgG1 antibody molecules

(with 99% sequence identity outside the complementarity determining region (CDR)

and >91% sequence identity overall) do not experience cross-interactions that are fun-

damentally different from their own protein-protein interactions. Significantly different

intramolecule interactions could give rise to a mixture viscosity that deviates from the

predictions of the Arrhenius mixing relation (Eq. 6.4). Such deviations have been

observed in mixtures of organic solvents [76–78].

6.2.3 Size exclusion chromatography with short guard columns

The size exclusion chromatography (SEC) method uses a high-performance liq-

uid chromatography (HPLC) guard column (4.6 mm inside diameter, 3.5 cm length)

packed with 4 µm silica particles (TSKgel SuperSW3000, Tosoh Bioscience, #18762).

The mobile phase is 0.1 M K3PO4/0.125 M KCl, pH 6.2. Flow rates are varied from

0.0625 to 2.0 mL/min. The column pressure is maintained below 75 bar and the col-

umn temperature is maintained at 25°C. The injection volume is 5.0 µL. Detection

wavelengths of 214 and 280 nm are used. Freshly prepared mobile phases are equili-

brated with the column for 30 min at a flow rate of 1.0 mL/min. A Waters Alliance

HPLC System with an autosampler is used for all experiments.
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The stock solutions of 180 mg/mL BsAb-A/C and 100 mg/mL BsAb-A/B in

the formulation buffer are directly diluted to 20 mg/mL using the mobile phase. The

subsequent serial dilution to prepare the SEC samples is done in factors of
√

10, re-

sulting in 6 concentrations at 0.01, 0.02, 0.06, 0.2, 0.63, 2.0, 6.3, and 20 mg/mL. The

retention volume of proteins is determined as the product of retention time × mobile

phase flow rate (0.0625 – 2.0 mL/min).

6.2.4 Static light scattering

Static light scattering (SLS) experiments are conducted using a DAWN-HELEOS

II Multi-Angle Light Scattering (Wyatt, Santa Barbara, CA) instrument (MALS) with

laser wavelength of 658.9 nm with temperature maintained at 25°C to quantify protein-

protein interactions (PPI). In SLS, the average scattered intensity at a given angle can

be determined and used to calculate the excess Rayleigh scattering, Rex
90 , as previously

reported [79, 80], by
Rex

90

K
= Mw,appc2 − 2MwB22c2

2 (6.6)

where
Rex

90

K
is the excess Rayleigh scattering, Mw,app and Mw are the apparent and true

molecular weight of the protein, c2 is the concentration of protein, and B22 is the

osmotic second virial coefficient, protein-protein interaction parameter. The osmotic

second virial coefficient describes deviation from ideality caused by PPI. In this in-

stance, a positive and negative value of B22 corresponds to repulsive and attractive

interactions, respectively.

6.2.5 Dynamic light scattering

Dynamic light scattering (DLS) experiments are conducted using a Wyatt Dy-

naPro Plate Reader II (Wyatt, Santa Barbara, CA) at 833 nm laser wavelength,

158° scattering angle in 384 well plate with sample volume of 40 µL. An image of

each well is taken during measurement and examined to make sure there are no bub-

bles or visible dust in all samples. In DLS, the time dependence of the fluctuation

of the scattered light is measured using a detector and autocorrelator. The acquired
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intensity autocorrelation function g2(t) is used to calculate the collective diffusion coef-

ficient using the method of cumulants in Wyatt Technology Dynamics Software. DLS

measurements were taken for protein concentrations of 1 to 170 mg/mL.

The collective diffusion coefficient is related to the protein interaction (kD) pa-

rameter via a series expansion as a function of the protein concentrations in the dilute

regime. At dilute condition,

DC = D0(1 + kDc2) (6.7)

where Dc and D0 are the mutual (collective) and infinite dilution-diffusion coefficient,

respectively [25].

6.3 Results and Discussion

6.3.1 Viscosity results of non-interacting antibodies

Microrheology requires the probe particles to be dispersed throughout the sam-

ples, and through microscopy imaging, it provides immediate visual confirmation of

the particle stability and dispersion. PS-PEG probe particles dispersed in all five mon-

oclonal antibodies have good stability over the concentration range of 1 mg/mL to 150

mg/mL in the formulation buffer of 20 mM histidine chloride; thus, the samples are

used for particle tracking experiments without further consideration.

We measure the viscosity of the three monospecific mAbs (A, B, C) and two bis-

pecific antibodies (BsAb-A/B, BsAb-A/C). In Fig. 6.1 we first show the mean squared

displacement (MSD) as a function of lag time τ for the first set of proteins – mAb-A,

mAb-C, and BsAb-A/C. The inherent noise in determining the position of particles is

also indicated; this noise floor primarily comes from fluorescence of particles outside

the focal plane, photon shot noise, camera readout noise, and digitization noise [71].

The noise floor (ε ∼ 10 nm) is estimated by tracking the particle positions of identical

1 µm diameter probes trapped in a stiff polyacrylamide gel with a gel modulus that

lies outside of the operating regime of particle tracking microrheology [81, 82].
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Figure 6.1: The mean squared displacements of mAb-A, mAb-C, and BsAb-A/C
in 20mM histidine chloride, pH 6.0 at 23°C. Each monoclonal antibody
has 12-15 concentrations, ranging from 1 mg/mL to approximately 150
mg/mL. The solid black line indicates logarithmic slope of 1, and the
dash line indicates the noise floor of this imaging system.

The apparent MSDs of the three protein solutions at all concentrations are

greater than the particle tracking noise floor, and have a logarithmic slope of 1, an

indicator that the solutions are Newtonian, or that non-Newtonian behavior occurs on

timescales smaller than the shortest lag time of the experiment. At small lag times

(τ ≤ 0.2 s) the mean squared displacements of mAb-C at their highest concentration

have a slight curvature due to static error in particle tracking, since not all the probes

have moved beyond the minimum measurable displacement. The true MSDs can be

recovered by subtracting the noise from the apparent MSD, 〈∆x2〉true = 〈∆x2〉apparent−
2ε2 [71]. At large lag times (τ > 5 s), the MSDs fluctuate, which arises from probes

diffusing in and out of the focal plane and the corresponding loss of statistics.

The excess kurtosis and its Z-statistic parameter are used to determine the op-

timal lag time τ for viscosity calculations, as described above in the methods section.

The Van Hove self-correlations are calculated between τ = 0.08 s and τ = 0.78 s for

different concentrations of the three antibody solutions in 20mM histidine chloride at

pH 6.0. Fig. 6.2 shows the calculated viscosity of the three protein solutions, as well as

the 1:1 mixtures of (mAb-A + mAb-C), as a function of concentration. Of the three
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protein molecules, mAb-C has the highest viscosity (23.9 ± 2.1 cP) at 150 mg/mL,

as well as the sharpest rise in viscosity as concentration increases. It takes only 100

mg/mL of mAb-C to reach 5 cP in viscosity, whereas mAb-A requires more protein

molecules in solution (∼130 mg/mL) to reach the same viscosity. This suggests a fun-

damental difference in protein-protein interactions for mAb-C as compared to mAb-A;

they have similar isoelectric points (pI = 6.95 and 6.25, respectively), yet they ex-

hibit very different viscosity behavior as a function of concentration. However, though

mAb-A and mAb-C have different underlying interactions that lead to different viscos-

ity behavior, the Arrhenius mixture relation describes their mixture perfectly. There is

no appreciable difference between the measured viscosity of the mixture of (mAb-A +

mAb-C) (� in Fig. 6.2) and the expected viscosity of the mixture calculated by Eq. 6.5

(> with solid line in Fig. 6.2). The viscosity of the bispecific antibody BsAb-A/C also

tracks closely with the physical mixture (• in Fig. 6.2). These observations suggest

that mAb-A and mAb-C are not experiencing non-additive cross-interactions that are

fundamentally different from their own intermolecular protein-protein interactions.

6.3.2 Viscosity results of cross-interacting antibodies

The mean squared displacements (MSD) for the second set of proteins (mAb-A,

mAb-B, and BsAb-A/B) are shown in Fig. 6.3, reported with the same imaging system

noise. Similar to Fig. 6.1, the MSDs for all solutions are greater than the particle

tracking error and have a logarithmic slope of 1, with the exception of the highest

concentration of BsAb-A/B. The viscosity at different concentrations is calculated using

Van Hove functions and excess kurtosis, and the results are demonstrated in Fig. 6.4.

Though mAb-A and mAb-B have significantly different isoelectric points (pI = 6.25

and 9.25, respectively), the two molecules exhibit very similar viscosity behavior as a

function of concentration.

The Arrhenius mixing rule (Eq. 6.4) predicts a similar viscosity for the mixture

(mAb-A + mAb-B) (� with solid line in Fig. 6.4) as compared to mAb-A and mAb-B

(� and • in Fig. 6.4, respectively), but the microrheology results show that the mixture
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Figure 6.3: The mean squared displacements of mAb-A, mAb-B, and BsAb-A/B
in 20mM histidine chloride, pH 6.0 at 23°C. Each monoclonal antibody
has 12-15 concentrations, ranging from 1 mg/mL to approximately 150
mg/mL. The solid black line indicates logarithmic slope of 1, and the
dash line indicates the noise floor of this imaging system.
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viscosity (11.1 ± 0.5 cP) is approximately two times greater than the single species

solutions. Moreover, the bispecific BsAb-A/B shows a significantly higher viscosity

at 31.6 ± 1.7 cP. These observations suggest that mAb-A and mAb-B have stronger

cross-interactions, which leads to a rise in viscosity in the mixture. Furthermore, by

combining mAb-A and mAb-B into a single bispecific antibody, the strong interactions

on the two arms of the antibody cause the protein molecules to self-associate, resulting

in a significant increase in viscosity of BsAb-A/B compared to the single species and

physical mixture.

6.3.3 Hard quasispherical particle models for viscosity of protein solutions

and protein mixtures

Since the mixture viscosity of (mAb-A + mAb-B) deviates from the predic-

tion of the Arrhenius mixing rule (Eq. 6.4), it could indicate significantly different

intramolecular interactions. To infer information about these interactions, we used

the Ross–Minton equation [83], a semi-empirical hard quasispherical particle model,

which has been successful in fitting the concentration dependence of the viscosity of

hemoglobin solutions [83], bovine serum albumin and ovalbumin [84], various mAbs

[75, 85], and other non-associating protein species up to ca. 400 mg/mL, with only

one adjustable parameter, the jamming limit c*. In this model, the solution viscosity

of a single protein species (modeled as hard quasispherical particles) as a function of

concentration is described by the generalized Mooney equation [83, 86]

ln η(c) = ln η0 +
[η]c

1− c/c*
(6.8)

where c is the w/v concentration of the protein species, η0 is the buffer viscosity, [η] is

the intrinsic viscosity of the protein, and c* is the critical concentration or the jamming

limit. For spherical or quasispherical particles, c* is equal to 640 mg/mL (equivalent

to a volume fraction of φ = 0.64), the concentration above which spheres occupy a

fractional volume so great that they cannot move past each other and can no longer
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flow under shear. To account for particle shape and specific volume, the intrinsic

viscosity can be further defined as

[η] = νNAvh/Mw (6.9)

where NA is Avogadro’s number, Mw is the molar mass, vh is the hydrodynamic volume

of a protein molecule, and ν is the Simha factor [87], with a minimum value of 2.5 for

spherical particles that increases as the particle shape deviates from sphericity. Minton

[88] further extended Eq. 6.8 to account for mixtures of protein molecules with similar

structure to become

ln ηmix = ln η0 +
[η]avgctot

1− ctot/c*
tot

(6.10)

where ctot =
∑

i ci is the total w/v concentration for all protein species in the mix-

ture, c*
tot is the combined jamming limit from all the protein species, and [η]avg =

∑
i ci[ηi]/ctot is the weight-averaged intrinsic viscosity of the mixture. This equation

provides a quantitative description for 3 different binary antibody mixtures and a 1:1:1

ternary antibody mixture [75, 88], where the various species in the mixture do not

interact and can be approximated as hard quasispherical particles of similar volume.

Heterogeneity in size and shape of the solute species can cause variation in the

parameter c* or c*
tot, departing from the value of 640 mg/mL as the system departs

from the ideal case of monodisperse hard spheres. In addition, self-associating behavior

results in an apparent decrease of c*
tot, as shown in Fig. 6.5 [88]. The best-fit values of

c*
tot decrease markedly from 640 mg/mL in a model considering trimer formation of IgG.

Thus c*
tot � 640 mg/mL is expected to be a reliable indicator of self-association as the

total protein concentration increases, because associating particles reach the jamming

limit at a lower concentration. A significant decrease in c*
tot and a corresponding

increase in intrinsic viscosity could also indicate the presence of highly anisometric or

aspherical solute species (such as a linear n-mer); in this case, the best-fit value of

[η] would increase significantly from the expected intrinsic viscosity value of a single

protein molecule, due to an increase of the Simha factor ν and/or the hydrodynamic
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Figure 6.5: Semi-logarithmic plot of the solution viscosity of a model self-associating
protein, simulated as described by Minton [88]. Self-association causes
a rise in solution viscosity, and fitting the model solution viscosity of
Eq. 6.10 gives decreasing values of c* for increasing degrees of self-
association.

volume vh (Eq. 6.9).

The viscosity results from the microrheology experiments are shown in a semi-

log plot in Fig. 6.6. The fit to the single species Ross–Minton equation (Eq. 6.8) via

non-linear least squares, is applied to mAb-A (�), mAb-B (•), and BsAb-A/B (N) and

shown in Fig. 6.6A with solid lines. The fits to mAb-C (H), and BsAb-A/C (•) are

shown separately in Fig. 6.6B. The best-fit values are reported in Table 6.2 at 95%

confidence. Eq. 6.8 qualitatively describes all of the single species protein solutions.

The best-fit values of the intrinsic viscosities [η] of each monospecific antibody (A, B,

C) range between 8 and 10 cm3/g, which agree well with values previously reported

for “normal” IgG antibodies in similar solution conditions [69, 85]. The bispecific

antibodies BsAb-A/B and BsAb-A/C, on the other hand, have higher [η] than the

monospecific antibodies. Since all the protein solutions are formulated in the same

medium, such observations may indicate that both bispecific antibodies have distinctly

different conformations and protein-protein interactions, and hence different values of
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ν and vh in determining the intrinsic viscosity of a protein using Eq. 6.9. Interestingly,

all of the antibodies except BsAb-A/C have a c∗ value that is much less than the hard

sphere jamming limit at 640 mg/mL, which may be an indicator of concentration-

dependent self-association [88].

The concentration-dependent viscosities of the 1:1 mixtures of (mAb-A + mAb-

B) and (mAb-A + mAb-C) are fitted to the Minton mixture equation (Eq. 6.10) and

presented in Fig. 6.6A-B as dashed lines. The best-fit parameters are reported in Table

Table 6.2: Best-fit parameter values obtained by fitting Ross–Minton equation
(Eq. 6.8) to the microrheology measurements of the five antibody solu-
tions shown in Fig. 6.6A-B.

Molecule η0 (cP) [η] (cm3/g) c∗ (mg/mL)
mAb-A 0.96 ± 0.04 8.17 ± 1.08 322 ± 62
mAb-B 0.95 ± 0.05 9.45 ± 1.54 505 ± 138
mAb-C 1.06 ± 0.12 9.86 ± 0.49 320 ± 16

BsAb-A/B 0.95 ± 0.05 16.0 ± 1.55 480 ± 100
BsAb-A/C 1.02 ± 0.04 13.2 ± 0.13 637 ± 191
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Table 6.3: Best-fit parameter values obtained by fitting Minton mixture equation
(Eq. 6.10) to the microrheology measurements of the binary protein mix-
tures shown in Fig. 6.6A-B.

Constraining parameters in the equation fit (avalues obtained from Table 6.2)
t

Mixture η0 (cP) [η]1 (cm3/g) [η]2 (cm3/g) c*
tot (mg/mL)

mAb-A + mAb-B 0.95a 8.17a 9.45a 242 ± 2.7
mAb-A + mAb-C 1.01a 8.17a 9.86a 326 ± 13

6.3 with constrained parameters. The jamming limit c*
tot for the mixture (mAb-A +

mAb-B) is the lowest of all the fits (242 ± 2.7 mg/mL) that have been performed,

showing that in the physical mixture mAb-A and mAb-B molecules are strongly inter-

acting with each other and the Arrhenius mixture equation (Eq. 6.4) cannot sufficiently

predict the mixture’s viscosity, as observed in Fig. 6.4. For (mAb-A + mAb-C), the

estimated c*
tot is equal to the c* for both single protein molecules; the jamming limit for

mAb-A, mAb-C and the mixture (mAb-A + mAb-C) are all approximately 320 mg/mL

(interestingly, at half the hard sphere packing limit). This observation supports the

hypothesis mAb-A and mAb-C do not have heterogeneous protein-protein interactions

that are fundamentally different from their own intermolecular interactions, similar

to the 3 mAbs that were reported by Galush et al. [75], and in agreement with the

conclusion drawn from fitting the mixture viscosity behavior to the Arrhenius mixing

rule.

6.3.4 Size exclusion chromatography of cross-interacting antibodies

We hypothesized that, if mAb-A and mAb-B have strong cross-interactions, then

BsAb-A/B would have strong self-association and may be forming reversible aggregates.

Patapoff et al. [89] established a method using a very short SEC guard column (∼
cm) to study the thermodynamics and kinetics of such dissociable reversible protein

aggregates, with half-lives of the dissociation on the order of seconds (t1/2 ≈ 5 s for

the human growth hormones in the study). The primary advantage of this technique
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lies in the low retention volume (< 1 mL) and short retention time (< 1 min), which

allow for partial spatial separation of the dimer from the monomer on the order of

seconds, before the equilibrium is reached, whereas typical analytical SEC columns are

inadequate to study reversible protein aggregates that rapidly dissociate (with half-

lives t1/2 < 30 s), due to the extended column transit time (5–6 min for IgGs in a

standard 30 cm column). Though the separation is incomplete, the method is rapid

and the molecular species can be adequately resolved for analysis, given a descriptive

enough kinetic model (along with computer simulations on how the chromatograms

would combine). The method as developed by Patapoff et al. [89] would allow us

to observe the dissociation of the BsAb-A/B aggregates, as opposed to BsAb-A/C,

for which we do not expect strong self-association, according to the c* analysis from

Eq. 6.8.

Fig. 6.7 and Fig. 6.8 show a series of chromatograms of the elution of BsAb-

A/C and BsAb-A/B, respectively, at 6 flow rates. The retention volume, calculated

as (retention time · flow rate), of the main molecular species remains constant as

a function of flow rate and injection concentration (shown in dashed lines in both

figures). The two bispecific antibodies have similar molecular weight and intrinsic

viscosity [η] (Table 6.2); thus the main peak at the same retention volume for both

bispecific antibodies is considered to be the monomer species at ∼150 kDa. The arrows

in Fig. 6.7 and Fig. 6.8 indicate the trailing, longer retention time peaks that are not

well-separated from the main peak. The presence of these convoluted distributions of

lower weight species indicates there might be fragments of the bispecific antibody in

solution (1-2% fragments may be present in a fresh stock solution [90]). Interestingly,

for BsAb-A/B, the approximate peak location of the lower weight species shifts as

flow rate changes (Fig. 6.8). We did not observe the presence of dimers or higher-

order structures as expected. If transient dimers of BsAb-A/B exist, the rates of their

reversible dissociation are not on a time scale detectable with this method (t1/2 < 1−10

s).

Based on the chromatograms, we conclude that the experimental conditions for
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Figure 6.7: Chromatograms obtained by injecting 5 µL of BsAb-A/C from 0.01 to
20 mg/mL and eluting at 6 different flow rates. Mobile phase is 0.1 M
K3PO4/0.125 M KCl, pH 6.2. The dashed lines indicate the peak of
the major species; the dash arrows at the lower flow rates (left column)
indicate the presence of a higher molecular weight species, and the solid
arrows show the shoulder of the convoluted distribution of the lower
weight species.
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Figure 6.8: Chromatograms obtained by injecting 5 µL of BsAb-A/B from 0.01 to
20 mg/mL and eluting at 6 different flow rates. Mobile phase is 0.1 M
K3PO4/0.125 M KCl, pH 6.2. The dashed lines indicate the peak of the
major species. The dash arrows at flow rate of 0.0625 and 0.125 mL/min
indicate the peak of higher molecular species. The solid arrows show the
shoulder of the convoluted distribution of the lower weight species and
its shift in retention volume.
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the short guard column SEC are not optimized and thus our results are inconclusive.

The mobile phase conditions, flow rates, and initial injection concentration/amount

all need to be tuned so the (partial) separation between the reversible dissociating

dimers, monomers, and fragments can be sufficiently discerned and analyzed. How-

ever, it is difficult to determine the peak characteristics (position, width, and shape)

of the short-lived molecular species a priori or without simulations. To better analyze

the experiments, comparison chromatograms of the nondissociable dimers of these bis-

pecific antibodies under the same experimental condition should be made [89] (though

that would then invoke a new study to identify conditions that form such dimers).

6.3.5 Light scattering of cross-interacting antibodies

Static light scattering and dynamic light scattering are used to determine the

excess Rayleigh scattering and collective diffusion coefficient, respectively, for mAb-A,

mAb-B, and BsAb-A/B as a function of low protein concentrations at pH 6. The anal-

ysis for low protein concentration samples is shown in Fig. 6.9. The excess Rayleigh

scattering at the 90° scattering angle Rex
90/K is determined as a function of concen-

tration for the three antibodies and is illustrated in Fig. 6.9A with experimental data

shown with symbols and lines corresponding to the model fits of the data to Eq. 6.6.

Fig. 6.9A illustrates that the antibodies have different Rayleigh scattering profiles at

the same pH. For instance, the upward curvature in excess Rayleigh scattering of

BsAb-A/B suggests attractive interactions, while mAb-B exhibits a slight downward

curvature suggesting repulsive interactions.

In order to quantify the apparent molecular weight and protein-protein interac-

tions (PPI), Eq. 6.6 is used to fit the experimental data. Fig. 6.9B demonstrates the

normalized apparent molecular weight, M*
w,app = Mw,app/Mw, of the antibodies. The

apparent molecular weights of mAb-A and mAb-B are statistically equivalent to the

true molecular weight, indicating no significant monomer loss and/or buffer-protein in-

teractions [31]. However, the bispecific had a higher apparent molecular weight (∼175

kDa) than the true molecular weight (∼145 kDa), which may suggest the presence of
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larger species and/or protein-co-solute interactions. Since [η] is a function of Mw based

on Eq. 6.9, the high Mw,app of BsAb-A/B correlates with the higher intrinsic viscosity

[η] of BsAb-A/B (Table 6.2) fitted from the Ross–Minton model (Eq. 6.8).

The second parameter from Eq. 6.6, B22, is normalized by the B22-steric value

attained from all-atom Monte Carlo molecular simulations [91]. In this normalized

scale, B*
22 > 1 indicates a net repulsive interaction beyond steric repulsion, while B*

22 <

1 indicates net-attractive protein interactions. As seen in Fig. 6.9C, mAb-B results in

positive B22 (and B*
22 ≈ 1), which suggests repulsive protein-protein interactions that

are not significantly different from steric repulsion. On the other hand, both mAb-A

and BsAb-A/B demonstrate moderately attractive PPI relative to steric repulsion.

In Fig. 6.9D, the collective diffusion coefficients from low concentration protein

samples are shown along with the model fit to Eq. 6.7. Similar to the results from SLS,

the DLS data illustrate differences in the collective diffusion coefficient for the three

antibodies. The increase in Dc with an increase in concentration observed for mAb-

B suggests repulsive protein interactions, while a decrease in Dc suggests attractive

protein interactions for mAb-A and the bispecific antibody. Even though a decrease

in Dc is observed for both mAb-A and BsAb-A/B, it is interesting to note that the Dc

for BsAb-A/B is slightly lower than that for mAb-A, which might indicate that the

species in the bispecific solution are slightly larger than those in the mAb-A solution

(again, corroborating the Ross–Minton fit and the higher apparent molecular weight

extracted from SLS). Eq. 6.7 is used to fit the Dc data in Fig. 6.9D. The resulting

infinite-dilution diffusion coefficient D0, as well as the expected diffusion coefficient

calculated from a hydrodynamic radius of 5.2 nm (dashed line), is shown in Fig. 6.9E;

the results show that all three antibodies have statistically equivalent hydrodynamic

radii. Fig. 6.9F shows the extracted protein interaction parameter (kD) from Eq. 6.7,

and the DLS results support the conclusions from SLS (Fig. 6.9C), where repulsive

interactions are found in mAb-B, and the other two antibodies demonstrate attractive

protein interactions.

Light scattering experiments are also conducted at high protein concentrations

153



Figure 6.10: (A) Excess Rayleigh scattering as a function of high protein concentra-
tion (B) Collective diffusion coefficient Dc as a function of high protein
concentration for mAb-A, mAb-B and BsAb-A/B at pH 6.

(Fig. 6.10). The excess Rayleigh scattering profile for the three antibodies, along

with the dashed curve corresponding to the Rayleigh scattering profile of a steric-only

coarse-grained model MC-simulation [91], is shown in Fig. 6.10A. Similar to the low

concentration light scattering experiments, mAb-B demonstrates repulsive PPI that is

comparable to steric repulsion, and mAb-A and BsAb-A/B display net-attractive PPI.

However, at a concentration around 30 mg/ml, a switch in scattering pattern between

mAb-A and the bispecific is observed, i.e. at concentrations greater than 30 mg/ml,

mAb-A has higher excess Rayleigh scattering than BsAb-A/B.

In Fig. 6.10B the collective diffusion coefficient Dc measured from DLS is given

as a function of high protein concentrations. Dc increases with increasing mAb-B

concentrations, suggesting repulsive protein-interactions;,whereas the Dc decrease in

mAb-A and BsAb-A/B shows attractive protein-interactions. As in Fig. 6.10A, the

cross-over behavior between mAb-A and BsAb-A/B around 30 mg/ml is again observed

with the DLS results in Fig. 6.10B. The origin of this crossover is not well-understood

yet; however, one can speculate that it is a result of the nature of the interactions
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and/or structural rearrangements in these antibodies as protein concentration is in-

creased. Additionally, the DLS analysis of the hydrodynamic radius reveals a 4-10%

polydispersity in molecular weight distribution. The variation in the molecular weight

comes from lower molecular weight species, supporting the observations in the short

column SEC that there are antibody fragments present in solution (as detailed in

Sec. 6.3.4).

Based on the light scattering experiments, the correlation between viscosity

and interactions is not clear. At low concentration, both mAb-A and BsAb-A/B show

moderately attractive PPI, but the bispecific antibody shows a much larger change

in viscosity (Fig. 6.4), whereas mAb-A and mAb-B have similar viscosity profiles but

different protein-interactions (Fig. 6.10). It would be interesting to observe the protein-

protein interactions on mAb-C, which has a very similar pI yet different viscosity

behavior compared to mAb-A.

6.3.6 Possible solution microstructure and their impact on viscosity

Microrheology measurements are sensitive to the formation of microstructure

in solution [65, 81, 92, 93]. The unusual trends in the viscosity profiles of (mAb-

A + mAb-B) and BsAb-A/B as compared to the monospecific antibodies, while not

explained by the B22 interaction parameter, are detected by microrheology; such obser-

vations indicate a change the microstructure in the antibody solutions as the protein

concentration increases. The physics may have arisen from the different sequences in

the complementarity determining region (CDR), which is indicated by the difference

in the isoelectric point (pI) between the molecules. Asymmetry in charge distribution

in the antibody could lead to a molecular alignment leading to reversible dimeriza-

tion or cluster formation [28], a transient “daisy-chained” network in solution [57], or

intermediate- to long-range order. Previously Yadav et al. [41] showed that an increase

in charge asymmetry (done by swapping charge mutants on a monoclonal antibody)

leads to an increase in self-associating behavior and a higher viscosity than the original

mAb.
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Figure 6.11: A simplified schematic of the structures of mAb-A, mAb-B, as well
as the synthesis and structure of BsAb-A/B based on the knob-in-hole
bispecific format developed by Spiess et al. [70].

Based on the knowledge that mAb-A has a theoretical pI of 6.25 (indication

of negative patches in CDR), and mAb-B has a theoretical pI of 9.25 (indication of

positive patches in its CDR), we propose that the asymmetric charge distribution on

the BsAb-A/B gives rise to the transient microstructures in solution, which in turn

affects the viscosity of the solution. In a simplified scheme (Fig. 6.11), we show the

structure of mAb-A and mAb-B (with an expected radius of gyration Rg ≈ 5 nm),

as well as the combination of the half antibodies of mAb-A and mAb-B to make the

knob-in-hole bispecific format [70]; thus BsAb-A/B would have one arm with a positive

charge, and the other arm with a negative charge.

At concentrations below 20 mg/mL, the viscosity profiles of the monospecific

antibodies and BsAb-A/B are very similar (Fig. 6.4); thus the solution behavior of

BsAb-A/B is expected to be comparable to mAb-A and mAb-B, moving freely on the

monomer length scale. As concentration increases, the deviation and increase in vis-

cosity become more apparent for BsAb-A/B. We propose that transient dimers of the

bispecific antibody begin forming as the solution becomes more packed (Fig. 6.12).
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Figure 6.12: Schematic of proposed solution microstructures of BsAb-A/B as con-
centration increases. Due to the asymmetric charge distribution, the
bispecific antibody has higher association interaction and begins form-
ing dimers. At higher concentration, transient complexes of BsAb-A/B
are formed with a characteristic length scale L.

Such transient dimers have been characterized to have a radius of gyration slightly

greater than the monomer case, Rg ≈ 7 nm [94]. Godfrin et al. [27] observed a strong

correlation between the zero-shear viscosity (i.e. the viscosity measured in microrheol-

ogy) and the characteristic length scale L of the microstructures in solution, by η ∼ L3.

This scaling is as expected for semi-dilute polymer solutions [28] and particulate sus-

pensions [95]. At the highest concentration of BsAb-A/B, we estimate a characteristic

length scale of L ≈ 21 nm using this scaling relationship and show a proposed scheme of

a transient complex in Fig. 6.12. The time scale (∼10 ns) and length scale (∼10 nm) of

these transient structures [27, 94] are outside the capabilities of the techniques we have

employed to study these antibodies. Nevertheless, microrheology and its analysis with

the Ross–Minton model are capable of detecting the rise in the bispecific antibody’s

viscosity at high concentrations, as well as its increased [η], which may be explained

by our theory.
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6.4 Conclusions

We have investigated the viscosity behavior of 3 monospecific monoclonal an-

tibodies (mAb-A, B, C), their mixtures, and 2 bispecific antibodies that are made

from the combination of the monospecific half-mAbs, using multiple particle track-

ing microrheoology. Using the Arrhenius mixing rule and the Ross–Minton model

to analyze the viscosity results, we discovered that mAb-A and mAb-C have similar

cross-interactions as their self-interactions, whereas mAb-A and mAb-B are strongly

cross-interacting, leading to a rise in the concentration-dependent viscosity not ob-

served in the former case. The short guard column size exclusion chromatography

and light scattering experiments on the antibodies do not show a clear picture on the

interaction mechanism, nor do the measured B22 interaction parameters predict the

viscosity behavior.

Based on our experimental observations from microrheology and light scattering

with an increased [η] and Mw,app in the bispecific antibody solution, we propose that

transient, larger microstructures are forming in solution compared to the monospecific

antibodies alone. Short time dynamics studies with neutron scattering [27] should

provide more molecular insights on the protein-protein interactions and the origin of

the viscosity increase for the cross-interacting mixture and the bispecific antibody made

from mAb-A and mAb-B. Higher ionic strength experiments for the proteins can also

provide more insights into the short range interactions of the proteins, and can be used

as an input to Monte Carlo simulations [91]. Although these in-depth studies might not

be suited for a protein molecule with a rapid timeline, the capability to screen for and

discover unusual viscosity behavior using small samples is crucial in early development

efforts.
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Chapter 7

DIFFERENTIAL DYNAMIC MICROSCOPY (DDM) FOR
MICRORHEOLOGY

7.1 Introduction

Differential dynamic microscopy (DDM) is an emerging method to measure the

dynamics of complex colloidal or soft matter samples that have been measured with

multiple particle tracking microrheology (MPT). DDM works by examining the tempo-

ral fluctuations of the local number density of particles via Fourier image analysis [1].

DDM has been used to characterize the dynamics of several complex fluids, including

suspensions of motile bacteria [2, 3], anisotropic colloidal particles [4], and thermore-

versible colloidal gels [5, 6]. It has also been used in both linear space-invariant imaging

modes (i.e. bright-field, fluorescence, polarized, phase-contrast microscopy) [7] and a

linear space-variant mode (i.e. dark-field microscopy) [8].

Here, we focus on the application and comparison of DDM to passive microrhe-

ology, as part of an effort to translate microrheology to an industrial workflow environ-

ment by providing a comprehensive and easy-to-implement software package. DDM

has the advantage of less user involvement than standard particle tracking methods. In

essence, DDM captures the function of dynamic light scattering, while retaining small

sample sizes and the ability to directly observe the sample under test. However, a thor-

ough error analysis for DDM as it is applied to microrheology is currently lacking. In

this work, we apply DDM to fluorescence microscopy images of tracer probes dispersed

in sucrose and PEO solutions. The DDM viscosity measurements are evaluated and

compared to viscosity measured using particle tracking microrheology.

Ian Heffner, an undergraduate researcher working under my supervision, con-

ducted the polymer experiments and performed an analysis using a nonlinear fitting
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procedure I have developed. The images for DDM were co-processed by Ian Heffner

and Alexandra V. Bayles (advised by Matthew E. Helgeson at University of California,

Santa Barbara). The image processing was done using the software DDMCalc v1.0,

developed by A V. Bayles and M. E. Helgeson, under the UCSB–DDMCalc License

Terms.

7.2 Materials

Sucrose (ACS reagents grade, #84100, Sigma-Aldrich) is used as received. The

sugar crystals are dissolved in ultra-pure Milli-Q water (resistivity ≤ 18.2 M Ω cm) at 0,

10, 25, 40, 55 wt% in 20 mL vials. The Milli-Q water and sucrose solutions are filtered

using a centrifuge tube-top filter unit (EMD Millipore Steriflip-GP, 0.22 µm pore size,

polyethersulfone, #SCGP00525) to prevent mold and bacteria growth. Poly(ethylene

oxide) (PEO) solutions are prepared from 2.0 MDa PEO (Aldrich Chemistry, Lot

No. MKBQ3351V). An amount of PEO for a given weight percent (0.2, 0.5, 1, 2,

and 5 wt%) is added to 10 mL of ultra-pure water in a 20 mL scintillation vial at

room temperature (∼23°C). Samples will appear to have separate layers as the PEO

slowly dissolves. The sample vials are placed on a stir plate at a medium speed for

30 minutes, until the solutions look visibly uniform; the vials then are incubated at

60°C overnight. The cross-over concentration c∗ for 2MDa PEO is 0.25 wt%, and the

entangled concentration ce is 1.44 wt% [9].

Fluorescently-labeled polystyrene particles (2a = 1.063± 0.01 µm, Fluoresbrite®

Yellow Green Microspheres, Polysciences, Wallingford, PA) are chosen as scatterers;

the particles are prepared by first washing them to remove excess fluorescent dye and

possible contaminants from their manufacturing and storage. The polystyrene (PS)

probes are taken from stock solution (2.5% w/v) and are centrifuged for 6 minutes at

5000 g. The centrifugation time depends on probe size and colloidal stability, and the

washing procedures should be monitored carefully to prevent aggregation (see Ch. 2

Eq. 2.1). The supernatant is discarded and particles are redispersed in the same volume

of ultra-pure Milli-Q water. This washing procedure is repeated three times.
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Figure 7.1: Two image analysis routes for processing the stack of micrographs of
colloidal particles.

7.3 Experimental methods

Samples are loaded into the microcapillary channels (inside dimensions = 2.0

x 0.2 x 50 mm, glass thickness = 0.14 mm, part #3520, Vitrocom, Mountain Lakes,

NJ) and sealed with NOA81 (Norland Products, Cranbury, NJ). Probe particles are

imaged with a 40× objective (EC Plan-Neofluar, NA 0.75, Carl Zeiss) with a 1.6×
tube-lens (Carl Zeiss) on an Axiovert 200 inverted microscope (Carl Zeiss). The pixel

size is 0.252 µm/px and the image size is L = 1024 px. A CMOS high-speed camera

(Phantom v5.1, Vision Research, Wayne, NJ) is used to record videos of the particles in

the two dimensional focal plane at a shutter time σ at 2 ms or 5 ms and at acquisition

rate f = 30 or 50 frames per second, respectively.
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7.3.1 Image analysis in real space – Multiple particle tracking (MPT)

The algorithms behind multiple particle tracking microrheology (MPT) and the

image analysis are described in detail in Ch. 2. In short, the particle positions are

tracked using a brightness-weighted centroid algorithm [10, 11] to generate individual

particle trajectories. The ensemble-averaged mean squared displacement is calculated

at each time difference, and 〈∆x2〉2D = 4D∆t. The Stokes-Einstein relation (SER)

relates the diffusion coefficient D to the solution viscosity η by

D = kT/6πaη (7.1)

where kT is the thermal energy and a is the particle radius.

7.3.2 Image analysis in reciprocal space – Differential dynamic microscopy

(DDM)

DDM analyzes time-lapse images through the statistics of the image intensity

I(r, t), where r is the pixel position and t is time. The differential image correlation

function g(q,∆t) is defined as

g(q,∆t) = 〈|FD(q,∆t)|2〉t = 〈|I(q, t+ ∆t)− I(q, t)|2〉t (7.2)

where I(q, t) is the Fourier transform of I(r, t). In a Newtonian fluid Eq. 7.2 describes

of the motion of the particles. For isotropic diffusion, g(q,∆t) can be azimuthally

averaged to give g(q,∆t). Thus, the differential image correlation function (DICF) is

related to the self-intermediate scattering function f(q,∆t) [1] by

g(q,∆t) = A(q)[1− f(q,∆t)] +B(q) (7.3)

where B(q) is related to camera noise that can be estimated as two times the power

spectrum of the camera noise [3] and A(q) is related to the light source coherence,

174



microscope objective properties, and particle scattering properties. For point-like scat-

terers, A(q) is given by [12]

A(q) =
2a2

p√
π

C2(q)

∆q
[1− e−(q̄z/∆q)2 ] (7.4)

where ap is the radius of the particles, ∆q2(q) = q2σ2
c/[1 + 2(σc/σo)

2] where σc gives

an estimate of the numerical aperture of the condenser and σo of the objective, and

their ratio M = σc/σo gives the degree of incoherence, C(q) is a decreasing function

of the wave vector q that describes the overall frequency modulation introduced by

the imaging process, defined as C(q) = exp[−q2/4q2
ro]/[1 + 2M2]. At the limit of low

q, A(q) ∼ q4; at large q, the behavior of A(q) is set by C2/q that resulted from the

progressive loss of coherence (M →∞) and with the limited numerical aperture of the

collection optics. In their work detailing the above relations, Giavazzi et al. [12] used

73 nm particles to model as point-like scatterers and phase objects; if the size and the

form factor of the scatterer are not negligible (e.g. 1 µm particles in this work), the

right side of Eq. 7.4 should be multiplied by the form factor of the particles [13]. For

the remainder of the discussion, we focus on the analysis of g(q,∆t) and f(q,∆t) for

the materials of interest, and we leave to future work the mathematical analysis and

determination of microscope and light source properties.

The image processing and fitting are based on Martinez et al. [3] and automated

in MATLAB (code available in Appendix). Fig. 7.2 illustrates the steps used to process

the images and arrive at the differential image correlation function. For a given lag

time ∆t, the difference images D(r,∆t) = I(r, t+ ∆t)− I(r, t) are calculated for a set

of initial times ti (typically logarithmically spaced). Each difference image is Fourier-

transformed to become FD(q,∆t) =
∫
D(r,∆t)eiq·rdr, and the power spectrum of

FD(q,∆t) is calculated and averaged over the initial times ti to yield g(q,∆t). The

averaged scattering pattern improves the signal-to-noise ratio and appears less grainy.

For isotropically diffusing particles, g(q,∆t) is azimuthally averaged to give g(q,∆t).

To create the azimuthal average in a discrete q-matrix, four adjacent points are linearly
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Figure 7.2: Schematic of image processing to obtain the differential image corre-
lation function (DICF) from image stack collected in experiment (A),
to the non-averaged Fourier-transformed difference image (B), to the
ensemble-averaged scattering pattern with azimuthal rings (C), and to
sample DICFs at different q vectors (D).

interpolated [3] to find values for g(q,∆t) along a circle with radius q (depicted with

the rings in Fig. 7.2C). The intermediate scattering function (ISF) for identical and

independently diffusing particles is given by

f(q,∆t) = e−q
2D∆t = e−q

2〈∆r2(∆t)/6〉 (7.5)

where 〈∆r2(∆t)〉 is the ensemble mean squared displacement of the particles in 3

dimensions, and the viscosity of the material can be calculated from the diffusion

coefficient D through the Stokes–Einstein relation (Eq. 7.1). Thus, each g(q,∆t) curve

is independently fitted to

g(q,∆t) = A(q)[1− exp(−∆t/τ)] +B(q) (7.6)

at each q vector using non-linear least squares fit with A, B and τ = 1/Dq2 as fitting

parameters. Note that f(q,∆t) is the Fourier transform of the Van Hove space-time

correlation function (see Eq. 5.2).
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Table 7.1: Summary of advantages of MPT and DDM

Multiple particle tracking Differential dynamic microscopy
Small sample size
Fast acquisition

Simple microscopy setup
Sub-pixel resolution No user-selected parameter
Fast image analysis Full system dynamics through FFT

Well-known errors and operating regime Operating regime not well-established
Need well-controlled imaging conditions Good for optically dense, blurry samples

7.3.3 Advantages and challenges of each method

Multiple particle tracking (MPT) and differential dynamic microscopy (DDM)

share a number of advantages when used for microrheology; both only require a small

sample and have fast acquisition times. The optical setup is also simple, requiring only

a stable light source on an otherwise unmodified microscope. All of the experiments

analyzed using the two methods in this chapter use the same samples and same image

stack (with the same optical resolution) for each sample.

MPT can achieve subpixel resolution with the brightness-weighted centroid al-

gorithm [10], whereas DDM operates in a discrete matrix of size L, and thus can only

achieve the resolution of two pixels (based on Nyquist frequency, defined as the spa-

tial frequency at which a signal can be sampled without introducing aliasing errors).

Reduced spatial resolution effectively narrows the operating regime, as particles move

less in a higher viscosity environment, and thus we do not expect DDM to be able to

probe highly viscous materials (as is discussed on pg. 181). However, MPT’s algorithm

requires a significant degree of user involvement determining the tracking parameter

w (the approximate width of particles in the image plane) and validating the tracking

results against artifacts like pixel-biasing [11]. The brightness of the images also needs

to be controlled in the MPT experimental setup to avoid overexposure of the particles,

for the centroid algorithm can only accurately detect a Gaussian intensity profile with

177



one bright pixel in the center and more than 4 pixels wide. The MPT tracking algo-

rithm constrains the density of the probe particles in the system as well as the choice

of objective magnification that can be used to perform the experiment. On the other

hand, DDM does not require the user to select any parameters (just sensible initial

guesses for the fitting procedures). It also does not require perfect imaging conditions,

as prior studies have shown that DDM works well in optically dense [8] and blurry

samples [12]. However, such ability to capture the full dynamics in the images comes

with a tradeoff in computational time. The fast Fourier transform (FFT) used in the

DDM algorithm is much more computationally intensive than the centroid algorithm

in MPT. In a computer with 8 Gb memory and 2.5 GHz quad core processor, the

brightness-weighted centroid algorithm takes 353 seconds to analyze 1000 frames of

images (1024 × 1024 px), but the FFT algorithm requires close to 12 hours to com-

plete the analysis with a logarithmically-spaced vector of time steps. Recognizing the

FFT is memory-intensive, we tested the DDM algorithm on the same set of images in a

computer with 32 Gb RAM; the analysis time for log-spaced time steps is cut down to

36 minutes, and the full analysis takes 6.8 hours. There is no difference in processing

time between 8 bit and 16 bit images, because when the images are read in as numerical

arrays using the “double” command, they are converted to 64 bit precision.

MPT has well-characterized errors [14, 15] and is an established method in

characterizing complex fluids [10, 16–19] through the generalized Stokes–Einstein re-

lation. DDM, along with other digital Fourier microscopy methods [20], is relatively

new compared to MPT; part of the goal of this work is to show how non-Newtonian

material rheology and sample drifts and oscillations, whose effects are understood in

MPT, manifest themselves in the differential image correlation functions obtained from

DDM.
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7.4 Results and Discussion

7.4.1 Comparison of MPT to DDM for Newtonian fluids

To compare the performance of MPT and DDM, we start with Newtonian fluids,

0 to 55 wt% sucrose solutions with 1µm PS particles used previously as calibration

standards to characterize the precision of MPT. Fig. 7.3A shows the mean squared

displacements (MSD) 〈∆x2(∆t)〉 in the sucrose solutions. The MSDs are well above the

noise floor (indicated as the horizontal data line in the plot), and all have a logarithmic

slope of 1. The viscosity of the sucrose samples is calculated at the optimal lag time ∆t

as determined by the excess kurtosis of the Van Hove correlation (see Ch. 3 for details

on the analysis method) and is shown in the x-axis of the parity plot (Fig. 7.3B). The

same image stacks are also analyzed using DDM, and the resulting differential image

correlation functions (DICFs) are shown in 3 different q vectors for all time steps for

the 55 wt% sucrose solution (Fig. 7.4A). Each of the DICF is fitted to Eq. 7.6 and the

resulting fitting parameters, A(q), B(q), and the material relaxation time τ = (q2D)−1,

are plotted as a function of q (Fig. 7.4B-C). The diffusion coefficient of the particles

in the sucrose solutions is calculated from τ(q) in the region (q ∼ 1–4 µm−1) with

a logarithmic slope of -2, and the calculated viscosity (through the Stokes–Einstein

relation) is plotted in the y-axis in Fig. 7.4B. We have previously demonstrated that

particle tracking microrheology is consistently capable of measuring the viscosity with

less than 2% error for all of the sucrose samples [21]; thus we have not repeated the

bulk rheology experiments here. The parity plot shows the MPT and DDM viscosity

are in very good agreement (as well as tabulated data [22]). Both methods are robust

techniques for Newtonian fluids that are well within the operating regime of passive

microrheology [23].

The DDM results plotted in Fig. 7.4C can be better understood and compared

to MPT by examining the corresponding MSD curves and particle displacement distri-

butions from particle tracking experiments. Fig. 7.5 shows τ as a function of q marked

with three different q regions. Corresponding Van Hove self-correlations for 10 wt%

and 55 wt% sucrose solutions at various ∆t are also depicted.
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In the intermediate q region (Region 2 in Fig. 7.5), the log slope of τ(q) is -2.

Similar to MPT (for 〈∆x2(∆t)〉 ∼ 1), this is the region where precise and accurate

viscosities can be extracted. At q ∼ 4–5 µm−1, 〈∆x2(∆t)〉 ≈ 0.04–0.0625 µm2; this

MSD corresponds to displacement distributions with N� 1000, typically at short time

steps. The Van Hove functions for 10 wt% and 55 wt% with σ2 ≈ 0.04 µm2 both show

a good fit to a normal distribution.

However, at small q (or large displacements ∆x), we see that τ fluctuates in

all of the curves (Region 1 in Fig. 7.5). Observations of large particle displacements

are rare; the corresponding values of 〈∆x2(∆t)〉 have a low number of observations

(N ≤ 1000). At q ∼ 1.5 µm−1, the corresponding MSD is 〈∆x2(∆t)〉 ≈ 0.3–0.4 µm2.

There are still enough observations (N = 6396) in the 10 wt% sucrose sample’s Van

Hove function at ∆t = 0.74 s and σ2 = 0.44 µm2. However, in the more viscous 55

wt% sucrose solution, the total number of observations is N = 165; this Van Hove

function is clearly not a normal distribution, and would not be useful for calculating

the viscosity in MPT analysis. At these conditions, the probe particles are diffusing in

and out of the focal plane, leading to low particle statistics and data that should not

be included in a viscosity calculation.

Finally, as q increases beyond 5 µm−1 (Region 3 in Fig. 7.5), we see an abrupt

change in τ between q = 5–6 µm−1. This corresponds to ∆x < 0.2 µm, which is smaller

than the pixel size at 0.252 µm/px. Since there is no user-input, the fitting procedures

do not take into account the pixel size, which is the reason why the fitting parameter

τ suddenly approaches the same values at q > 5 µm−1. Since DDM is performed in a

discrete matrix, this method cannot achieve subpixel resolution as contrasted to MPT.

The maximum limit of viscosity that can be probed by particles with diameter 2a can

be estimated as

ηmax = kT∆t/3πa(∆xmin)2 (7.7)

where ∆xmin represents the minimum spatial resolution. For MPT, ∆xmin is the noise

floor, which is typically ε ∼ 10 nm. For DDM, the Nyquist sampling frequency is 2
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Figure 7.6: MPT results for 2MDa PEO solutions. (A) Apparent MSD of PEO
solutions from 0.2 wt% to 5 wt%. (B) Corrected MSD with an estimated
noise floor of ε ≈ 12 nm. (C) Viscosity of PEO solutions as a function of
wt%.

pixels, which corresponds to ∆xmin = 500 nm in this microscopy setup. Therefore, the

theoretical maximum viscosity that can be measured by DDM is 2500 times less than

that by MPT.

7.4.2 Comparison of MPT to DDM for non-Newtonian fluids

The utility of differential dynamic microscopy has been demonstrated in char-

acterization of the dynamics of many complex systems, including anisotropic magnetic

particles [4], active swimmers [2, 3, 24], and fractal aggregation of nanoparticles [25, 26].

Both MPT and DDM are robust techniques for Newtonian fluids so long as

the fluid dynamics are within the operating regime of passive microrheology. Here,

we explore the applicability of DDM for non-Newtonian fluids by examining PEO

solutions.

Fig. 7.6A shows the apparent MSD for 2 MDa PEO solutions from 0.2 wt% to

5 wt%. The low concentration solutions have linear behavior with logarithmic slopes

of 1, while the slope is markedly less at low ∆t for higher concentration solutions.

The PEO solutions are expected to cross from non-Newtonian to viscous behavior

beyond the polymer longest relaxation time τs. Nghe et al. [27] measured that 0.8

wt% 2MDa PEO has a τs = 43 ms, and Arnolds et al. [9] estimated the longest shear
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relaxation time of the 2MDa PEO to be τs ∼1 ms at 0.2 wt%, τs ∼50 ms at 1 wt%

(which corroborate Nghe’s measurement), and increases to τs ∼1 s at 2 wt%. With

our MPT measurements starting at ∆t = 1/30 s or 33 ms, we are unable to observe

non-Newtonian behavior in the low concentration samples. The apparent MSDs at

short-time scales (∆t < 0.1 s) could be exhibiting slight curvature that increases with

PEO concentration up to 1 wt%, but because we must be careful in particle tracking

analysis to subtract out the static error, this apparent curvature disappears, and the

1 wt% PEO solution appears Newtonian with a logarithmic slope of 1 (Fig. 7.6B).

When the apparent MSD is corrected for an estimated static error of ε ≈ 12 nm1 with

〈∆x2〉apparent = 〈∆x2〉true +2ε2 [14], the severe effect of the noise floor on the 2 wt% and

5 wt% PEO solutions is clear (Fig. 7.6B). The zero-shear viscosities of the solutions are

calculated at the appropriate ∆t with enough statistics in the Van Hove correlation and

the results are shown in Fig. 7.6C. Our MPT calculated viscosity η for PEO solutions

< 5 wt% matches the zero-shear viscosity reported in Arnolds et al. [9] and Nghe et al.

[27] within experimental error. For the 5 wt% PEO sample, the viscosity is calculated

at large ∆t = 10 s, where the logarithmic slope recovers to 1; the maximum limit of

viscosity that can be probed using particles with 2a = 1 µm in a microscopy system

with a noise floor ε ≈ 12 nm is estimated at ηmax ∼ 30 × 103 cP using Eq. 7.7. With

the calculated viscosity at η ≈ 14.5 × 103 cP, the 5 wt% PEO solution is at the limit

of MPT (see calculated operating diagram Fig. 1.5 in Sec. 1.5.1).

Fig. 7.7A and Fig. 7.7B show sample DICFs from 0.2 wt% and 2 wt% PEO. The

DICF should reach a plateau at long ∆t, when the particle motions are decorrelated,

and at short ∆t, when they are completely correlated. For 0.2 wt% PEO solution, this

is clearly seen (Fig. 7.7A), so when fitting these curves, we expect to find well-defined

values of A, B, and τ , except for q = 0.48µm−1, in which the long time behavior has

not yet reached a plateau. However, the 2 wt% solution is much more viscous, and

the probes do not have enough time to decorrelate enough for the DICF to reach a

1 See Chapter 4 for details on the it situ estimation of ε.
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Figure 7.7: Sample differential image correlation functions from 0.2 wt% (A) and 2
wt% (B) 2MDa PEO samples, with 0.48 ≤ q ≤ 7.3 µm−1.

plateau, even at high q.

Fitting the DICF to Eq. 7.6 gives the functions for A(q) and B(q) in Fig. 7.8A

and τ(s) in Fig. 7.8B. For all solutions, the prefactor A(q) takes the expected shape

calculated by Giavazzi et al. [12], and the B(q) baseline term, representing the camera

noise, gives a consistent value across all solutions, as expected. The behavior of τ

as a function of q is described in Fig. 7.8B. For values of q > 5 µm−1, the Nyquist

frequency, no more useful data is available, and A(q) flattens out while τ deviates

from the logarithmic slope of −2, indicating the operating regime for this setup. The

low concentration solutions exhibit the logarithmic slope of −2 in the intermediate q

range, permitting the extraction of a diffusion coefficient D, and hence, the viscosity

η (Fig. 7.8C). The viscosity according to DDM is a close match to that from MPT

(Fig. 7.8D), though 1 wt% is beginning to deviate, which is likely due to the slope of τ

deviating from −2 in Fig. 7.8B. However, the 2 wt% and 5 wt% solutions, which had

significant static error in the MSD, did not return well-behaved functions of g(q,∆t)

and thus τ , so calculating D and η is not possible. Static error is well-characterized

in MPT, enabling the extraction of viscosity even when the static error is dominating
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the measurement. Even under difficult or extremely high viscosity conditions, some

information can be extracted using MPT (refer to detail discussions in Sec. 1.5.1 and

Chapter 4). However, the noise floor baseline in DDM is not well-explored, so no

method currently available can account for this source of error, leaving the operating

regime for DDM smaller than that of MPT.

These experiments did not measure the non-Newtonian behavior of these PEO

solutions, as evidenced by the log slope of 1 in the corrected MSDs. A better material

for examining non-Newtonian behavior in MPT would exhibit relaxation times τs �
0.03 s. Even though the non-Newtonian behavior of these solutions was not detected,

the experiment demonstrates the capabilities and limits of MPT and DDM in measuring

high viscosities.

7.4.3 Samples with vibration or drift

To investigate the effects of oscillations on DDM analysis, we analyzed results

from a 55 wt% sucrose solution at room temperature with vibrations from a water

pump. The oscillations are visually apparent in Fig. 7.9A, where the MSD fluctuates

with a period of 0.18 s. However, these oscillations don’t interfere with the DDM

analysis, as can be seen in Fig. 7.9B-D, where the DICF, A(q), B(q) and τ(q) are

unaffected. The DDM-calculated viscosity of the sample, η = 25 cP, matches that

expected for a 55 wt% sucrose solution.

The oscillations are observed in the MSD because their magnitude, calculated to

be ∼19 nm, is greater than the noise floor of ∼12 nm. Nevertheless, these oscillations

are outside the q range of the experiment (52 µm−1), so they do not affect the analysis.

Even if the oscillation were in the intermediate q range, the Fourier transform would

render the oscillation as a single point, which could be removed as an outlier prior to

analyzing the sample as usual. This would not be possible with MPT, and so illustrates

an advantage of DDM.

To investigate the effects of drift on DDM analysis, we analyzed results from

a 0.2 wt% PEO solution at room temperature with drift due to an improperly sealed
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sample. The MSD has a slope > 1 (Fig. 7.10A), so the solution appears to be super-

diffusive, when it should be Newtonian. Even though the sample is drifting, the particle

dynamics are unchanged, as evidenced by the plateaus in the DICF (Fig. 7.10B) and

the expected behavior of A(q) and B(q) (Fig. 7.10C). Observing a τ(q) without a

logarithmic slope of −2 is also indicative of drift in the sample. While MPT can

correct for small drifts using a detrending algorithm [11, 28], this is not applicable for

DDM because individual particles are not being tracked.

7.5 Conclusions and Outlook

With the advantages of fast acquisition, fewer user-selected parameters than

particle tracking, the ability to examine optically dense, blurry, and oscillating sys-

tems, DDM could become a versatile method for characterizing the microrheology of

complex fluids. The utility of microrheology with DDM has been illustrated for New-

tonian solutions, for which viscosities calculated through DDM exhibit good agreement

with those calculated through MPT, as well as with tabulated values for sucrose vis-

cosity. In the next steps, the precision and accuracy of DDM could be evaluated by

examining the particle statistics and error propagation in the Fourier analysis of DDM,

to select an optimal wave vector q for calculating the viscosity, similar to work done

for microrheology [21]. DDM could also be extended to examine non-Newtonian and

non-ergodic samples [4] similar to what has been done in passive microrheology [29–32].
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Chapter 8

CONCLUSIONS & FUTURE WORK

The goal of this thesis is to develop multiple particle tracking (MPT) methods to

improve their accuracy and precision, and to apply these in a microrheology device to

support pharmaceutical development of protein therapeutics. The viscosity of protein

solutions is a critical formulation parameter affecting downstream manufacturing and

drug properties. Characterizing the viscosity of protein solutions across a broad com-

position space is necessary in the early stages of pharmaceutical development, and in

these stages, protein materials are scarce and all formulation tests must be completed

on a rapid timeline. This thesis (1) documents the development of new statistical

analysis of particle tracking data, as well as new experimental method of estimating

the noise floor in microscopy system, (2) details the design of a microfluidic device for

microrheology, and (3) demonstrates that MPT microrheology is applicable to protein

therapeutic development, with its high-throughput screening capability by using µL

sample sizes for measuring protein formulation viscosities.

8.1 Method development for particle tracking microrheology

Chapter 3 gives an overview of the accuracy and precision of the MPT microrhe-

ology technique. During an experiment, the mean-squared displacement of the probe

particles is measured as a function of lag time τ . Traditionally, the viscosity is cal-

culated using the logarithmic intercept of the mean-squared displacement. However,

this overweighs the longest lag times, which are also those with the poorest statistics.

Instead, the Van Hove self-correlation can be used to calculate the solution viscosity at

a particular lag time. Any τ may be chosen; however, the sources of error at various lag

times are unequal. To identify the optimum τ for maximizing measurement precision,
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excess kurtosis α2 and its test statistic Zα2 are used as measures of the non-Gaussian

behavior at each τ . The lag time that minimizes the excess kurtosis will provide the

most accurate and precise measurements. The accuracy of this technique for mea-

suring viscosity of protein solutions is also demonstrated by benchmarking with bulk

rheology measurements, finding MPT microrheology to agree with bulk rheology and

tabulated data within 2% relative error, and achieving better accuracy at low protein

concentrations.

Chapter 4 describes a new method of measuring static error in MPT experi-

ments. Static error ε arises from limited spatial resolution in the camera setup, and

is especially pronounced for solutions with high viscosity. Traditionally, static error

for a particular experimental setup is estimated by tracking particles confined in a

gel. However, the conditions of the gel are not identical to those of the solution of

interest, thus limiting the applicability of this estimation. A new theory based on the

excess kurtosis is derived to estimate the static error in a sample from the same data

measured in a typical multiple particle tracking experiment. This in situ estimate of

ε is measured under the same conditions of the sample of interest, and without any

additional experiments. Corrected MSDs calculated using the estimation from the gel

and the in situ static error measurement show that the gel method overestimates ε,

while the in situ method restores the MSD of the sucrose solutions to a logarithmic

slope of 1. This method is also tested on highly viscous PEO solutions to examine its

limits, and is shown to be valid as long as some measurable displacements are recorded

for the sample.

Chapter 7 introduces differential dynamic microscopy (DDM), a new analysis

method for gathering additional information from a microrheology experiment. DDM

analyzes the evolution of the sample in Fourier-transformed frequency space, using the

same image stack collected during an MPT experiment. DDM analysis gathers similar

information to light scattering experiments, yet can also be performed on µL-sized

samples and with a simple microscopy setup. DDM analysis is applied to sucrose and

PEO solutions, and compared to MPT analysis. Viscosities calculated with DDM and
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with MPT are in good agreement for the Newtonian fluids tested. DDM requires less

user input compared to MPT. However, DDM does not benefit from the sub-pixel

resolution of MPT, so its operating regime is 20 × smaller than that of MPT. Future

opportunities to analyze sources of error in DDM are discussed.

8.2 Device development for pharmaceutical applications

To take advantage of the rapid acquisition time and small sample size of MPT

microrheology, a microfluidic device is built for high-throughput microrheology exper-

iments. Microfluidic stickers are fabricated with multiple 2 µL channels on a single

microscope slide, and mounted on a Peltier thermoelectric module to control the tem-

perature within 0.5°C. The design of the microfluidic sticker, as well as the material

choice for fabrication, is discussed in detail in Chapter 5. The microfluidic sticker

design ensures simultaneous and rapid temperature equilibration of all the samples,

enabling high-throughput experiments on multiple formulations without waiting for

separate samples to reach a set temperature. Heat transfer effects may cause devia-

tions between the sample temperature and the set point temperature. Therefore, a

calibration fluid is introduced in a channel on the same device to provide an in situ

measurement of temperature by comparing the measured viscosity to tabulated vis-

cosity data; this provides a more accurate temperature measurement on chip than

attaching a second thermocouple to the slide. This high-throughput device is used to

execute 72 temperature-concentration viscosity measurements of mAb solutions using

2 µL samples in ∼6 hours.

8.3 Application of microrheology for pharmaceutical development

Using the high-throughput device developed in this work, viscosity profiles of

several mAb solutions are investigated. Solutions of mAb1 and mAb2 are validated

against macrorheology to verify the accuracy of this technique with protein solutions in

Chapter 3. Temperature profiles of mAb1 and mAb2 exhibited Arrhenius temperature
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behavior. Although only 2% of the protein sequences are different in mAb-1 and mAb-

2 and their viscosity profiles are similar at low concentrations, their behavior diverged

at high concentrations, with as much as a ten-fold difference in viscosity at 90 mg/mL

and 0.9°C, as examined in Chapter 5.

Multiple particle tracking also enables discovery of unusual emergent phenom-

ena in bispecific antibody solutions detailed in Chapter 6. Monospecific antibodies

(mAb-A, mAb-B, and mAb-C), bispecific antibodies (BsAb-A/B and BsAb-A/C), and

mixtures thereof are characterized across a range of concentrations. mAb-C has higher

viscosity than mAb-A, and the viscosity of BsAb-A/C and the physical mixture of

(mAb-A + mAb-C) can be interpolated using the Arrhenius mixing rule. Remarkably,

while mAb-A and mAb-B have similar viscosity, their mixture and BsAb-A/B have sig-

nificantly higher viscosity than either mAb alone. Light scattering and size-exclusion

chromatography studies are performed to investigate protein-protein interactions and

the possible formation of clusters, but there are still open questions regarding the

mechanism of this unusual viscosity increase.

Measuring these viscosity profiles is only possible because of the small sample

volume available to microrheology; larger sample volumes would render these experi-

ments too costly and consume too much material to be worthwhile in early stages of

development. By developing the microrheology technique, and building and bench-

marking this new microfluidic device, high-throughput, small-volume rheological char-

acterizations of protein formulations are available. The methods, procedures, instru-

ment design, and example data are available for download at the Furst group wiki.

Multiple particle tracking microrheology has been implemented in the labs at Genen-

tech, and continues to be used to support early stage pharmaceutical development and

drive scientific discovery in protein characterization.

8.4 Suggested Future Work

The aim of this thesis is to develop small-scale microrheological measurements

for biopharmaceutical applications. The methods developed have focused on decreasing
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sample size, increasing throughput, and improving accuracy and precision of microrhe-

ology measurements, which enable several extensions of this work.

The obvious extension of this work is to use microfluidics technology to generate

libraries of microrheology samples (instead of pipetting into the rectangular channels

in the microfluidic sticker). High-throughput multi-well plates can be combined with

microrheological screening [1, 2]. Schultz and Furst [3] demonstrated the capability

of a droplet-forming microfluidic T-junction to generate a library of samples with a

linear composition gradient. These droplets can be stored on chip [4, 5], and through

the incorporation of a thin, water-permeable membrane [6–8], protein solutions can

be concentrated and dialyzed into different formulation buffers, requiring little human

interaction.

Microrheology has discovered interesting physics in the viscosity of the bispe-

cific antibody solutions; further examination of the protein-protein interactions of the

bispecific antibodies, as well as experiments at higher ionic strength, should provide

more insights into the emerging behavior. Other formats of protein therapeutics could

also be studied using microrheology, such as antibody-drug conjugates, hydrogel for-

mulations [9–11] or polymer-solvent depots for sustained drug release [12–14]. Particle

tracking microrheology has also been used to study the microstructure of the fibrils

network in bovine vitreous humor [15, 16] and brain extracellular space [17], whose

properties cannot be measured ex vivo in a macrorheometer. Similar work to study

nanoparticle diffusion and tissue mechanical properties for guiding drug design and

delivery can be carried out in leporine, simian and human tissues.

Further investigations of probe stability and design of a “master” probe that can

be stable in protein solutions will also improve the measurement technique. Kim et al.

[18] demonstrated a method for grafting a dense layer of PEG to latex microspheres

that enhances colloidal stability, even at high ionic strengths (up to 150 mM). This is

accomplished by trapping a water-soluble triblock copolymer, poly(ethylene glycol)-b-

poly(propylene glycol)-b-poly(ethylene glycol), on the surface of the polystyrene par-

ticles via swelling with toulene followed by deswelling. Work has already been begun
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in our lab to synthesize stable, fluorescent microparticles for protein applications.

The application of differential dynamic microscopy for microrheology is explored

in this thesis. The main advantage of DDM is its ability to measure blurry (or not

perfectly resolved features), and can be executed, potentially, at the speed of spatially

resolved image correlation spectroscopy method, which would greatly decrease the time

of experimentation by measuring all samples on the same device at once. However, a

detailed error analysis for DDM is needed to further its application in measuring soft

materials.

Ultimately, we want to provide a microrheology device, along with a software

package for viscosity analysis, that can be implemented easily in a research lab. The

biggest start-up cost in implementing particle tracking microrheology falls on the ac-

quisition of a microscope and a high speed camera. However, smart phones are now

capable of 60–90 frames per second [19, 20], and a portable microscope camera has been

made for smart phones capable of up to 400× magnification [21]. These advances could

lower the implementation barrier even further, bringing rheology to citizen scientists1

and students at home and in the classroom.

1 A citizen scientist is a member of the general public who engages in scientific work; an amateur or
non-professional scientist.
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Appendix A

MATLAB CODE FOR MICRORHEOLOGY

A.1 Automated particle tracking routine

This following code is used in conjunction with the brightness-weighted cen-

troid algorithm in MATLAB by Blair & Dufresne and Kilfoil. The routine will (1)

loop through all data folders, and (2) calculate the viscosity based on excess kurtosis

calculations.

clear all

close all

%%%%%% Input main folder and parameters here %%%%%%

basepath = 'G:\Data\20151214 static error validation';

outpath = 'C:\Users\josephl6\Copy\Genentech co−op\Data\20151203 mixture and gel';

datafile = 'data 20151214.txt';

temp = 273.15 + 23;

framerate = 30; %fps

sigma = 10; %exposure time

conversion = 0.168; %um/px 60x = 0.112

probe = 0.5e−6; %probe radius in m

probepx = 13; %tracking parameter in px (odd numbers only)

%%%%%% Don't touch below if you don't have to! %%%%%%

subdirs = dir(basepath);

subdirs(˜[subdirs.isdir]) = [];

%And this filters out the parent and current directory '.' and '..'

tf = ismember( {subdirs.name}, {'.', '..'});
subdirs(tf) = [];
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numberOfFolders = length(subdirs);

fileID = fopen([outpath filesep datafile],'a');

fprintf(fileID,'%6s\t %6s\t %6s\r\n', 'T (K)','Frame rate',...

'Exposure time (ms)');

fprintf(fileID,'%6.2f\t %12f\t %12f\r\n',temp,framerate,sigma);
fprintf(fileID,'%6s\t %12s\t %12s\t %12s\t %12s\t %12s\r\n',...

'Sample','Viscosity (cP)','Visc uncertainty','Frame Number',...

'SNR (1st frame)','SNR (dB)');

for k = 1 : numberOfFolders

%Here i am creating the variables to iterate over the folders

sample = subdirs(k).name;

D = dir([[basepath filesep sample], '\*.tif']);
Num = length(D(not([D.isdir])));

fprintf(1, 'Now reading %s\n', sample);

pos list=Ftrack([basepath filesep sample filesep sample 't'],1,Num,probepx);

pos = pos list(:,[1:2,5]);

% [n, xout] = hist([mod(pos(:,1),1); %this is for checking if the

% parameters are good

% mod(pos(:,2),1)],50);

% stairs(xout, n,'color',[0.5 0.5 0.5])

% ylim([0 25000])

% box off

param = struct('mem',0,'good',5,'dim',2,'quiet',0);

result = track(pos,5,param);

save([outpath filesep 'track ' sample '.txt'],'result','−ascii');
% dedrifting and conversions(outpath, T, 10);

% dd = load([outpath 'ddtrack ' sample num2str(T) '.txt'],'−ascii');
% ddmsd = MSD(dd);

[msd,VH] = MSD(result,framerate,conversion);

frameVH = find(msd(:,5)<1.96,1);

VH(:,1) = VH(:,1)*conversion; %convert VH to real dimensions

f = fit(VH(:,1),VH(:,2),'gauss1');

VHcoeff = coeffvalues(f);

bounds = confint(f);
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VHcoeffpm = VHcoeff − bounds(1,:);

variance = (VHcoeff(3)/2)ˆ2;

visc = (1.3806488e−23*temp*(msd(frameVH,1))*1000/...
(6*pi*probe*variance*0.000000000001));

variancelow = (bounds(1,3)/2)ˆ2;

viscerr = (1.3806488e−23*temp*(msd(frameVH,1))*1000/...
(6*pi*probe*variancelow*0.000000000001));

viscpm = abs(visc − viscerr);

% figure()

% plot(VH(:,1),log(VH(:,2)),'ko')

% xlim([−2.5 2.5])

% figure()

% loglog(msd(:,1),msd(:,2));

save([outpath filesep 'MSD ' sample ' v' num2str(visc)...

' f' num2str(frameVH) '.txt'],'msd','−ascii');
save([outpath filesep 'VH ' sample ' v' num2str(visc)...

' f' num2str(frameVH) '.txt'],'VH','−ascii');
figure()

I = double(imread([basepath filesep sample filesep sample 't0001.tif']));

[signal, noise] = SNR(I,13);

s n r = (mean(signal)−mean(noise))/std(noise);
snrdb = 10*log10((mean(signal)−mean(noise))/std(noise));

fprintf(fileID,'%6s\t %12.6f\t %12.6f\t %12f\t %12.4f\t %12.4f\r\n',...
sample,visc,viscpm,frameVH,s n r,snrdb);

end

fclose(fileID);
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A.2 Differential dynamic microscopy

close all

clear all

basepath = '/Volumes/Lilian03/Data/20141110 static error validation/';

outpath = '/Users/Lilian/Dropbox/Research/Data/20150415 DDM test/';

T = 5000; %or run number or seconds

sample = '55wt sucrose ';

L = 1024; % image size in pixel

first = 1;

last = 500; % total number of frames

video = zeros(L,L,last);

ensemble = 50; % minimum number to be averaged in the ensemble

for frame=first:last

if mod(frame,10)==0

disp(['Frame number: ' num2str(frame)]);

end

% read in file

image = double(imread([basepath sample num2str(T) '/frame ', ...

num2str(frame,'%04u'),'.tif']));

video(:,:,frame) = image;

end

tic

g = zeros(L,L,last−ensemble);
qmax = L/2−1;
average = zeros(last−ensemble,qmax);

for tau = first:(last−ensemble) %lag time

inittimes = floor(linspace(1,(last−tau),ensemble));
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sum=zeros(L,L);

for k = 1:ensemble %initial times

i = inittimes(k);

D = video(:,:,i+tau) − video(:,:,i);

f = (abs(fftshift(fft2(D)))).ˆ2;

sum = sum + f;

end

g(:,:,tau) = sum/ensemble;

if mod(tau,10)==0

disp(['tau: ' num2str(tau) ' frame']);

end

totalnumcp = 0;

for q=1:1:qmax

% increments are 1/L (lengthˆ−1) = 0.004 umˆ−1 = 1/1024 pxˆ−1
C = 2*pi()*q;

numcp=round(C/2);

theta = linspace(0,2*pi(),numcp); % even distribution of pts on circle

inter = zeros(1,numcp); % interpolated value of g at every circle point

totalnumcp = totalnumcp + numcp;

for j=1:1:numcp−1
x=q*cos(theta(j))+L/2+1e−9;
y=q*sin(theta(j))+L/2+1e−9;
x1 = floor(x);

x2 = ceil(x);

y1 = floor(y);

y2 = ceil(y);

inter(j) = 1/((x2−x1)*(y2−y1))*...
(g(x1,y1,tau)*(x2−x)*(y2−y)+...
g(x2,y1,tau)*(x−x1)*(y2−y)+...
g(x1,y2,tau)*(x2−x)*(y−y1)+...
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g(x2,y2,tau)*(x−x1)*(y−y1));
end

average(tau,q) = nanmean(inter(:));

end

end

save([outpath 'avg−fft ' sample num2str(T) '.txt'],'average','−ascii');

%plotting fft before q−averaged
tau = 1;

D1 = video(:,:,1+tau) − video(:,:,1);

figure()

imshow(D1); colormap(gray); axis image

print([outpath sample 'diff dt ' num2str(tau) '.png'],'−dpng')
f1 = (abs(fftshift(fft2(D1)))).ˆ2;

figure()

imagesc(100*log(1+abs(f1))); colormap(gray);

axis image

print([outpath sample 'f dt ' num2str(tau) '.png'],'−dpng')

%plotting fft after q−averaged
figure()

imagesc(100*log(1+abs(g(:,:,100)))); colormap(gray);

axis image

print([outpath sample 'g dt ' num2str(tau) '.png'],'−dpng')

figure()

plot(1:taup,avgPEO(:,[20 50 100 150 200 250 400]))

legend('q=20','q=50','q=100','q=150','q=200','q=250','q=400')

xlabel('tau, frames')

ylabel('g')

figure
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plot(1:qmax,average([20 40 60 80 100],:))

xlabel('q')

ylabel('g')

toc

%% Fitting to get A(q), B(q), and f(q)

y = zeros(1,last−ensemble);
beta0 = [200;6;32];

count=1;

for q=40:1:500 %qmax

y(:) = average(:,q); % response

y = y*1e−10;
x = 1:1:(last−ensemble); % tau

modelfun = @(c,x)(c(1)*(1−(exp(−x/c(3))))+c(2));

% fit A, B, and f for func at this particular q

c = ones(1,3);

opts = statset('nlinfit');

opts.RobustWgtFun = 'bisquare';

% options = optimoptions(@lsqnonlin,'Algorithm','levenberg−marquardt')

beta = nlinfit(x,y,modelfun,beta0,opts);

fity = (beta(1)*(1−(exp(−x/beta(3))))+beta(2));
%hold on

%loglog(x,y,'.',x,fity)

A(q) = beta(1);

B(q) = beta(2);

H(q) = beta(3);

data(count,1) = q;

data(count,2) = beta(1); %A(q)

data(count,3) = beta(2); %B(q)
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data(count,4) = beta(3); %H(q)

count=count+1;

beta0 = beta;

end

loglog(1:1:500,H)

save(['avg−fft' outpath sample num2str(x) '.txt'],'average','−ascii');
save([outpath 'fit−params ' sample num2str(T) '.txt'],'data','−ascii');

% azimuthal plot

for q=1:1:511 % increments are 1/L (lengthˆ−1) = 0.004 umˆ−1 = 1/1024 pxˆ−1
C = 2*pi()*q;

numcp=round(C/2);

theta = linspace(0,2*pi(),numcp); % even distribution of points on circle

for j=1:1:numcp−1
x=q*cos(theta(j))+L/2+1e−9;
y=q*sin(theta(j))+L/2+1e−9;
storecirclex(q,j)=x;

storecircley(q,j)=y;

end

end

for i = 1:511

for j = 1:1604

if storecirclex(i,j)==0

storecirclex(i,j)=NaN;

storecircley(i,j)=NaN;

end

end

end

figure, plot(storecirclex(1:100:500,1:20:1600), ...

storecircley(1:100:500,1:20:1600),'.','markers',12)
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Appendix B

ESSENTIALS FOR MICRORHEOLOGY EXPERIMENT SETUP

B.1 Video microscopy

• Microscope with fluorescent capability (mercury bulb attachment)

• Temperature control microscope stage

• 40× objective (NA 0.75+)

• 63× or 100× objective – NOT immersion if temperature control is desired

• Objective cleaning kit

• Ruler slide

• High speed CMOS camera

• Lab computer connected to camera (storage 1TB+, memory 8 GB+)

• Workstation for analysis (if not the same as lab computer)

• License for Matlab or IDL

• Back-up external hard drive (2 TB+)

B.2 Sample preparation

• Vortex mixer

• Centrifuge

• Pipette and tips– p100, p20 or p10, p2

• Eppendorf tubes – 0.5 mL, 1.5 mL

• Microscope slides – 75x25 (#12-550D), 75x50 (#12-550C) – fisher scientific (or
any general purpose glass slides will do)

• Capillary tubes (borosilicate) – 0.20 × 2.00 × 50 mm – vitrocom.com, #3520

• Norland Optical Adhesive 81 (thiolene resin glue) – norlandprod.com, part #8101
(12 bottles)

• UV lamp at 365 nm – norlandprod.com, splice lamp part #5200
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B.3 Polyacrylamide gel

• Acrylamide monomer – #A8887-100g, Sigma Aldrich

• Bis-acrylamide – #146072-100g, Sigma Aldrich

• Ammonium persulfate – #248614-100g, Sigma Aldrich

• TEMED – #T22500-100mL, Sigma Aldrich

B.4 Probes

• 1 µm polystyrene fluospheres – lifetechnologies.com, catalog #F13081

• 1 µm amide-modified polystyrene fluospheres – lifetechnologies.com, catalog #F8765

• 1 µm carboxylate-modified polystyrene fluospheres – lifetechnologies.com, catalog
#F8823

• mPEG-SCM (5000MW) – creativepegworks.com, #PLS-213

• mPEG-NH2 (5000MW) – creativepegworks.com, #PLS-268

• PolyLink coupling kit – polysciences.com, #24350-1
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