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ABSTRACT

Multiple-input multiple-output (MIMO) is a promising wireless communication technique to boost the wireless link capacity without requiring additional power or bandwidth. Combined with orthogonal frequency division multiplexing (OFDM) the MIMO OFDM system is considered an attractive candidate for high data rate wideband wireless communications over frequency selective channels. 4G-LTE, WiFi (802.11) and WiMax (802.16e) all adopt MIMO OFDM in their standards.

In real world applications of MIMO OFDM system, diversified sources of interference often exist and significantly influence the system performance of MIMO OFDM. Firstly let’s consider the single user point-to-point MIMO OFDM system. The interference may be often caused by a long time delay spread of the channel. Typically MIMO OFDM systems resort to cyclic prefix (CP) to protect the system from interference. The simple one-tap equalization in OFDM also relies on the assumption that the CP length is at least as large as the channel memory length. However, in a number of applications, the sufficient CP length requirement is not practically satisfied for various reasons. For example, in the next generation of WiFi standard, outdoor transmission is much more involved. The time delay spread of the outdoor channel may be much longer than that considered in the typical channel models in the current WiFi standards. If the current OFDM symbol structure is inherited, we may face the insufficient CP problem in the outdoor transmission scenario. Next consider the interference scenario in MIMO OFDM cooperative communication system. In the emerging 5G cooperative communication system, the relay node may adopt the amplify-and-forward (AF) relay protocol and the in-band full-duplex (FD) mode. The simultaneous transmission and reception at the relay node gives rise to severe self loopback interference. All the mentioned types of interference have detrimental influence on the error rate performance.
of the MIMO OFDM system. Therefore signal designs for MIMO OFDM system must take interference cancellation or management into consideration.

In the first topic, a new interference nulling based channel independent precoding for MIMO OFDM systems of $n_t$ transmit and $n_r$ receive antennas with insufficient CP is proposed. When the CP length is insufficient, intercarrier interference (ICI) from the symbols in the current transmission block and interblock interference (IBI) from the previous transmission block occur in the OFDM system. To cope with ICI and IBI induced by the insufficient CP, we have proposed a design framework to completely nulling the IBI. In our first channel independent precoding scheme, no channel state information is needed. When MIMO OFDM system equips the same number of transmit and receive antennas or the transmit antennas are more than the receive antennas, we have shown that precoding at the transmitter combined with interference nulling at the receiver can assist to either cancel interblock interference (IBI) or separate the subspace occupied by IBI from the subspace used for information symbols. When the transmit antennas are less than the receive antennas, it is demonstrated that information symbols can be decoded without any precoding at the transmitter but just with interference nulling and block linear equalization at the receiver.

In the next topic, we consider a robust precoder design which combines statistical CSI at the transmitter and the interference nulling based precoding structure to gain a better performance compared to the channel independent precoding scheme. Statistical channel state information at the transmitter in the form of covariance matrix of the MIMO OFDM channel matrix is utilized to perform the robust precoding. Standard optimization problem is formulated with regard to the largest mean square error (MSE) of the minimum mean square error (MMSE) equalized symbol in the insufficient CP signal model. By employing convex optimization technique, a closed-form solution is derived for the optimization problem. Since the average MSEs are set equal using this precoder, the BER performance is better than our previously proposed channel independent precoder.

In the third topic, we consider the OFDM-based transmission in the AF full
duplex relay system with residual self-interference. A delay diversity OFDM (DD OFDM) transmission scheme in amplify-and-forward (AF) full-duplex relay systems is investigated. One direct source-to-destination link, one relay forwarding link and residual self-interference (RSI) are considered in the system. The necessary cyclic prefix (CP) length is investigated and a suitable AF relay protocol in the full-duplex relay OFDM system is proposed. This paper demonstrates that the AF relay link and the direct source-to-destination link can be combined to provide spatial diversity. The key is that the DD OFDM scheme is used to transform the spatial diversity into increased channel frequency diversity that is further exploited by using the bit-interleaved coding. The BER performance of the proposed system is verified by simulation results.
Chapter 1
INTRODUCTION

In this chapter, we first introduce the channel independent precoding for multiple input and multiple output (MIMO) orthogonal frequency division multiplexing (OFDM) communication systems with insufficient cyclic prefix (CP) and introduce the robust precoding for MIMO OFDM with insufficient CP respectively. In the next, we introduce the full-duplex amplify-and-forward (AF) relay communication system and the OFDM based relay transmission scheme. At last, we concisely highlight our contributions and render the outline of each chapters in the sequel.

1.1 Channel Independent Precoding Design For MIMO OFDM With Insufficient CP

In OFDM system, the frequency domain channel is divided into a set of parallel narrow subchannels, therefore eliminating or reducing the innate intersymbol interference (ISI) in the wideband channel. OFDM systems transform from the ISI channel to the ISI free subchannels by resorting to IDFT and CP insertion at the transmitter and DFT and CP removal at the receiver respectively. The DFT based OFDM system also enable the simple one-tap equalization by using sufficient CP as guard interval. The enormous capability of MIMO systems in terms of boosting data transmission rate has been witnessed in the past two decades. Exploiting the so-called spatial multiplexing, MIMO systems allow for an increase of bit rate in the wireless communication link without requiring extra power and bandwidth. Combining MIMO and OFDM is a natural choice for broadband wireless communication system in pursuit of higher data rate. Either spatial multiplexing or beamforming can be achieved on a per subcarrier basis in the MIMO OFDM system. The concise MIMO OFDM system model relies on
the employment of sufficient guard interval, for example, sufficient duration of CP as the guard interval. However, wireless communication standards, which utilize MIMO OFDM as the modulation technique, usually set a length constraint for the CP, since the CP portion is merely a repeated information symbols and thereby a considerably large portion of CP results in a lower bandwidth efficiency. One of the major consequences of constraint on CP is the insufficient CP transmission in the MIMO OFDM system. Moreover, the burgeoning trend of extension coverage in wireless communication system leads to the long delay spread propagation scenario, which alternatively increases the probability of insufficient CP transmission. Insufficient CP destroys the orthogonality of OFDM signal structure and it gives rise to the interblock interference (IBI) and intercarrier interference (ICI).

MIMO OFDM system, or the single input single output OFDM/DMT counterpart, with insufficient CP have been researched extensively in the past, in, for example, [6, 7, 14, 19, 20, 29, 35, 60, 61, 62, 65]. In [6] a transmitter based scheme based on the Tomlinson-Harashima precoder is proposed. The precoder for DMT eliminates interference by processing the signals at the transmitter so that the signal is ISI free at the receiver. In essence, this type of processing aims at channel shortening. However, the time varying nature of the wireless channel limits the application of this method in OFDM. [47] proposes structure preventing ICI that utilizes redundancy in the frequency domain at the transmitter and removes ISI with a simple cancellation method at the receiver. [62] proposed a training-based two stage solution to first shorten the channel and then perform the per-tone equalization. In [61], a novel and efficient ICI/ISI-aware beamforming solution is proposed based on the optimal steering vector design, whose advantage is this solution uses low complexity one-tap per subcarrier processing at both transmitter and receiver. Yet this solution requires precise channel state information (CSI) at the transmitter. My works in [27] have partially referred to [61].
1.2 Robust Precoding For MIMO OFDM With Insufficient CP

MIMO channels arising from the use of multiple antennas at both transmitter and receiver have received continuously attention because they provide an significant increase in capacity over the single input single output (SISO) counterpart. Alternatively, techniques can also be applied to MIMO for enhancement of the link robustness. However, MIMO channels are not only restricted to the multiple antenna scenario. The block transmission schemes over time dispersive or frequency selective channel, for example OFDM or single-carrier frequency domain equalization (SC-FDE), can be considered as signal models using MIMO channels. The equivalent channel in MIMO OFDM systems can be viewed as a generalized MIMO channel which consists of both spatial domain and frequency domain channel uses.

Each scalar data symbol in the vector input to the MIMO channel can be treated as a substream to a MIMO system. Assuming the signal constellations and coding schemes have been specified for each substream, it is viable to optimize the link quality of all the substreams by designing precoder at the transmitter and equalizer at the receiver. The joint optimization of precoder and equalizer is often intractable. One can find suboptimal solutions by fixing the receiver processing to be minimum mean square error (MSE) equalizer and design the precoder for specific requirement. [44] has shown that MIMO channel diagonalizing structure is optimal for a variety of minimization problems regarding the MSE of all the substreams, or the signal to noise plus interference ratio (SINR) or bit error rate (BER). The channel-diagonalizing techniques require CSI at the transmitter, which imposes stringent requirement on the channel estimation and CSI feedback. To ease this burden, statistically robust designs can be employed since the statistics of the channel is more likely to be long term static. When the mean and covariance CSI at the transmitter is available, robust designs are more involved. For example, [73] designs a robust transceiver based a general cost function of the average MSEs, which takes advantage of the mean and covariance information at the transmitter.
1.3 Amplify And Forward Full Duplex Relay OFDM Transmission Scheme

Recently, relay-assisted wireless communication system has been undergoing extensive development in both industry and academia [43]. By receiving, processing, and retransmitting radio signals, relay networks offer an energy efficient and low cost solution to expand coverage of wireless connections. The two most typical relaying protocols are AF and decode-and-forward (DF). The AF protocol outperforms the DF counterpart in terms of less computational demand and shorter processing delay.

An in-band full-duplex relay performs concurrent reception and transmission in the same frequency band, hence improving the spectral efficiency significantly. However, practical realization and implementation of full-duplex networks still confront numerous challenges. One of the most noticeable problem is the so termed self-interference (SI), which directly results from the concurrent transmission and reception at the same frequency. The strong SI looped back from the transmitter at the relay node can easily diminish the throughput gain of the full-duplex relay system. A substantial amount of effort has been paid to the SI suppression techniques. For instance, directional antennas, or sufficient large separation distance between transmit and receive antennas, should be taken to partially remove the SI. A combination of RF interference cancellation, baseband digital interference cancellation as well as some other additional cancellation mechanisms, are also required to suppress the SI to a fairly low level. Although the SI can be minimized by interference suppression techniques, residual self-interference still poses a main issue in reality and residual self-interference management is an indispensable requirement in the designs of all practical full-duplex relay networks.

1.4 Contributions And Outline

MIMO OFDM is in prevalence across nearly all the major wireless standards, such as 802.11, WiMax, 4G-LTE. In terms of system design for certain purposes, MIMO OFDM enjoys design flexibility because of the orthogonality among all the frequency subcarriers. For example, on each subcarrier bit loading, power allocation, spatial
multiplexing and beamforming schemes can be selected independently. However, the performance of MIMO OFDM is very sensitive to all kinds of interference. The causes of interference are diversified, such as doppler frequency, frequency offset, timing offset, insufficient guard interval, and co-channel interference, etc. In my work, two real-world interference scenarios are considered: first the interference due to insufficient CP is considered; secondly the self-interference in the full duplex amplify-and-forward relay communication is considered.

For the insufficient CP problem, we investigate the insufficient CP problem from the block-based transmission perspective, where each OFDM symbol is treated as a vector block of modulated symbols. We utilize vector space as a tool to explore methods which makes the signal subspace disjoint from the IBI subspace occupied by the ISI from the previous block In \[27\] . The core issue in this work is the rank calculations which help to explain how we can maintain the desired signal separable from the IBI. We will discuss whether the precoder is needed at the transmitter, what is the design principle of the precoder, and also what receivers used at the receiver. In the next work in \[28\], the concept of robust transceiver design is combined with the interference nulling transceiver design for MIMO OFDM system with insufficient CP. The proposed precoder design manages to provide the optimized power allocation to minimize the maximum substream MSE at the receiver. For the full duplex relay with self-interference problem, I considered a novel OFDM transmission scheme to minimize the effect of self-interference.

The outline of this dissertation is organized as follows.

In chapter 2, a new interference nulling based channel independent precoding for MIMO-OFDM systems of \(n_t\) transmit and \(n_r\) receive antennas with insufficient CP is proposed. By employing the notion of interference nulling, we show that our proposed channel independent precoding scheme can eliminate the IBI caused by the insufficient CP with higher bandwidth efficiency than the conventional zero-padded or a sufficient CP added block transmission system when \(n_r \leq n_t\). It is also shown that when \(n_r > n_t\), the IBI can be eliminated without the need of any zero-padding or
adding CP or precoding when the OFDM block length is not too small.

In chapter 3, we study the precoder design problem for MIMO-OFDM systems with insufficient CP using statistical channel state information (CSI) at the transmitter. After our previously proposed channel independent precoding scheme, we consider the interference nulling based precoding structure for this robust precoder design. This structure can assist to either cancel IBI or separate the subspace occupied by IBI from the subspace used for information symbols. Statistical channel state information at the transmitter in the form of covariance matrix of the MIMO-OFDM channel matrix is utilized to perform the robust precoding. The design criterion for the precoder design is to minimize the maximum average mean squared error (MSE) of all the transmitted symbols during one OFDM block interval. To achieve this goal, the precoder design exhibits a similar procedure to the optimized design framework for MIMO transceivers for either perfect or statistical CSI with no interference effect, but with a distinct equivalent channel.

In chapter 4, a novel OFDM transmission scheme for full duplex amplify-and-forward relay communication system is proposed. We investigate a delay diversity OFDM (DD OFDM) transmission scheme in AF full-duplex relay systems. One direct source-to-destination link, one relay forwarding link and residual self-interference (RSI) are considered in the system. The necessary CP length is investigated and a suitable AF relay protocol in the full-duplex relay OFDM system is proposed. This paper demonstrates that the AF relay link and the direct source-to-destination link can be combined to provide spatial diversity. The key is that the DD OFDM scheme is used to transform the spatial diversity into increased channel frequency diversity that is further exploited by using the bit-interleaved coding. The BER performance of the proposed system is verified by simulation results.

Finally, chapter 5 summarizes our work and briefly discusses some future research topics.
Chapter 2

INTERFERENCE NULLING BASED CHANNEL INDEPENDENT PRECODING DESIGNS FOR MIMO-OFDM SYSTEMS WITH INSUFFICIENT CYCLIC PREFIX

2.1 Introduction

In the conventional MIMO-OFDM system, IDFT and CP insertion at the transmitter together with CP removal and DFT at the receiver help to convert an inter-symbol interference channel into several ISI free subchannels. The CP length is designed no less than the length of the channel impulse response (CIR) in order to eliminate the effects of the inter-block interference (IBI) and inter-carrier interference (ICI). A considerably long CP is needed if the multipath delay spread is large, resulting in a substantial loss in both bandwidth and power efficiencies. In order to improve the transmission efficiency, MIMO-OFDM systems with insufficient CP have been studied significantly in the past, see, for example, [35, 19, 20, 60, 61, 29, 7], and OFDM/DMT systems with insufficient CP, in, for example, [6, 66, 47]. In [61], an ICI and ISI aware beamforming algorithm is proposed based on the optimal steering vector design that requires the channel state information at the transmitter (CSIT). In [6], a precoding is proposed to eliminate the distortion by processing the information symbols at the transmitter and it also requires the perfect CSIT. Instead of adding sufficient redundancies in the time domain, the technique proposed in [47] adds redundancies in the frequency domain by adding unused subcarriers. Some other techniques have been also proposed in [66, 35, 19, 20, 29, 7].

In a MIMO-OFDM system with insufficient CP, if the IBI from the previous OFDM block can be separated and eliminated, it will be easier to detect the current OFDM block from the desired signal term and the ICI term both of which contain
the information of the current OFDM symbol. Interference alignment (IA) [25, 5, 18] provides a novel concept to deal with interferences. The basic idea of IA is to use well-designed “beamforming” vectors at the transmitter such that the interference vectors are aligned at the receiver in one subspace which is disjoint from the signal subspace. As a result, the interference vectors are separated from the desired signal subspace and are limited in the minimum dimensions and therefore can be eliminated by the zero-forcing operator at the receiver. This basically provides an interference nulling technique.

In this paper, we adopt the notion of interference nulling in a MIMO-OFDM system and treat the IBI part as an interference channel. We propose a channel independent precoding scheme for a MIMO-OFDM system with insufficient CP or even no CP. We show that our proposed precoding scheme can eliminate the IBI caused by the insufficient CP with a higher bandwidth efficiency than the conventional zero-padding or a sufficient CP adding when the number, \( n_r \), of receive antennas is no more than the number, \( n_t \), of transmit antennas, i.e., \( n_r \leq n_t \). Interestingly, when \( n_t = 1 \) and \( n_r = 1 \), i.e., the single antenna case, in this paper, the IBI incurred from the insufficient CP can be aligned to a subspace of dimensions no more than a half of the difference of the ISI channel length and the insufficient CP length, thus the other half can be used for sending more information symbols. In this paper, it is also shown that when \( n_r > n_t \), the IBI can be eliminated similarly without any zero-padding or adding CP or precoding when the OFDM block length is not too small.

The remainder of this paper is organized as follows. The SISO-OFDM and MIMO-OFDM system models are introduced in Section 2.2. Our IA based precoding scheme is proposed in Section 2.3. The relationships of the proposed IA based precoding with the existing block based transmissions are also discussed in Section 2.3. Simulations results with some concrete examples are presented in Section 2.4 to illustrate the theory developed in this paper. Conclusions are given in Section 2.5.

Some notations in this paper are defined as follows: Boldface upper-case letters denote matrices, boldface lower-case letters denote vectors. \( 0_{m \times n} \) denotes a zero matrix.
with \( m \) rows and \( n \) columns. The operators \((\cdot)^T\) and \((\cdot)^H\) denote the transpose and Hermitian operations, respectively. \( Pr(\cdot) \) denotes probability. \( \mathbf{x}(i) \) and \( [\mathbf{H}]_{i,j} \) denote the \( i \)th entry of a vector \( \mathbf{x} \) and the entry at the \( i \)th row and the \( j \)th column of a matrix \( \mathbf{H} \), respectively. \( \text{rank}() \) stands for the column rank of a matrix and \( \text{span}\{\} \) stands for the linearly spanned space of the column vectors of a matrix. Lastly, for any \( m \times n \) matrix \( \mathbf{A} \), notation \( \mathbf{A} \otimes \mathbf{I}_k \) denotes the \( nk \times mk \) Kronecker product of matrix \( \mathbf{A} \) and the identity matrix \( \mathbf{I}_k \) of size \( k \). \( \det() \) stands for the determinant of a square matrix. \( v \) is the CP length, \( L \) is the CIR order, and \( N \) is the number of subcarriers (or IDFT size).

### 2.2 System Model

To describe the signal model with concise but necessary notations, let us start with single antenna (single input and single output (SISO)) OFDM systems.

#### 2.2.1 SISO-OFDM Model

Consider a SISO-OFDM system with \( N \) subcarriers over a frequency-selective fading channel. The frequency-selective multipath channel is represented by a vector \( \mathbf{h} = [h(0), h(1), \ldots, h(L)]^T \), where \( L + 1 \) is the length of the CIR and \( L \) is called the order of the CIR. For convenience, these coefficients \( h(l) \) are assumed i.i.d. complex Gaussian with 0 mean [15, 1]. In this paper, we assume that \( N \geq L \). We use \( \mathbf{r}_k = [r_k^0, r_k^1, \ldots, r_k^{N-1}]^T \) to denote the input signal vector of the \( k \)th OFDM block. Let \( \mathbf{W}_N \) denote the normalized IDFT matrix of size \( N \) with entries \( [\mathbf{W}_N]_{m,n} = (1/\sqrt{N}) \exp(j2\pi mn/N) \). The IDFT operation is performed at the transmitter and changes the input signal from frequency domain to time domain. A CP of length \( v \) is appended to each time domain vector. Since CP is generally insufficient in our study, we have \( v \leq L \). The transmitted OFDM block is thus affected by both ICI and IBI components. After the insufficient CP is removed at the receiver, the time domain expression of the \( k \)th received OFDM block is given, see, for example [6]:

\[
\mathbf{y}_k = (\mathbf{H} - \mathbf{A})\mathbf{W}_N\mathbf{r}_k + \mathbf{B}\mathbf{W}_N\mathbf{r}_{k-1} + \mathbf{n}_k, \tag{2.1}
\]
where \(n_k\) denotes the time domain received noise vector with the complex Gaussian distribution \(CN(0, \sigma^2 I)\). The channel matrix \(H\) is a circulant matrix of size \(N \times N\), the entry of which at the \(m\)th row and the \(n\)th column is defined as \([H]_{m,n} = h((m-n)_N)\), where \((l)_N\) means \(l\) modulo \(N\). \(A\) and \(B\) denote the \(N \times N\) ICI and IBI components of the channel, respectively, defined as, see, for example [61, 47],

\[
A = \begin{bmatrix}
0_{(L-v) \times (N-L)} & S & 0_{(L-v) \times v} \\
0_{(N-L+v) \times (N-L)} & 0_{(N-L+v) \times (L-v)} & 0_{(N-L+v) \times v}
\end{bmatrix}, \tag{2.2}
\]

\[
B = \begin{bmatrix}
0_{(L-v) \times (N-L+v)} & S \\
0_{(N-L+v) \times (N-L+v)} & 0_{(N-L+v) \times (L-v)}
\end{bmatrix}, \tag{2.3}
\]

where the \((L-v) \times (L-v)\) block matrix \(S\) is defined as:

\[
S = \begin{bmatrix}
h(L) & h(L-1) & \cdots & h(v+1) \\
0 & h(L) & \cdots & h(v+2) \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & h(L)
\end{bmatrix}. \tag{2.4}
\]

In the above equations (2.2) and (2.3), matrices \(A\) and \(B\) are the time domain expressions derived under the assumption of perfect synchronization and a rectangular pulse shape. If CP length \(v\) is larger than or equal to the CIR order \(L\), \(A\) and \(B\) are both the all zero matrices. Therefore, no ICI or IBI exists in the received signal. For convenience, we denote the effective channel matrix \(C = H - A\) in (2.1), which is
expressed explicitly in the following matrix of size $N \times N$:

\[
C = \begin{bmatrix}
  h(0) & 0 & \cdots & 0 & \cdots & 0 & h(v) & \cdots & h(1) \\
  \vdots & \ddots & \cdots & \vdots & \cdots & \vdots & \vdots & \cdots & \vdots \\
  \vdots & \ddots & \cdots & 0 & h(L) & h(v) & \vdots & \cdots & \vdots \\
  \vdots & \ddots & \cdots & 0 & \vdots & \vdots & \vdots & \cdots & \vdots \\
  \vdots & \ddots & \cdots & \vdots & \ddots & \ddots & \vdots & \cdots & \vdots \\
  \vdots & \ddots & \cdots & \vdots & \ddots & \ddots & 0 & \vdots & \vdots \\
  0 & \cdots & 0 & h(L) & \cdots & \cdots & h(v-1) & \cdots & h(0)
\end{bmatrix} \quad (2.5)
\]

At the receiver, the time domain signal $y_k$ in (2.1) is transformed into the frequency domain signal $z_k$ by the DFT matrix $W_N^{-1}$ of size $N$. We then have

\[
z_k = W_N^{-1} C W_N r_k + W_N^{-1} B W_N r_{k-1} + \tilde{n}_k, \quad (2.6)
\]

where $\tilde{n}_k = W_N^{-1} n_k$, and $\tilde{n}_k$ is also distributed as $\mathcal{CN}(0,\sigma^2 I)$.

Since we need to perform a precoding, signal $r_k$ is the precoded output of an $N \times 1$ vector $x_k$ of tentative information symbols (some of the components of $x_k$ may be intentionally set to zero) passing through a precoding matrix $P$ of size $N \times N$, i.e.,

\[
r_k = P x_k. \quad (2.7)
\]

We want to emphasize here that unlike the conventional precoding studies, the above precoding matrix $P$ may not be full rank as we will see later. Since the IDFT matrix $W_N$ is taken after the precoding matrix $P$ and it is also a unitary matrix, the design of the precoding matrix $P$ will be simplified if we consider $W_N P$ together. The time domain precoding matrix is defined as $Q \triangleq W_N P$. After the design of $Q$, the precoding matrix $P$ can be obtained by multiplying with the inverse $W_N^{-1}$. So, $P$ and $Q$ are equivalent and, in what follows, we call both $P$ and $Q$ precoders interchangeably.
From (2.6), the received frequency domain signal for the $k$th OFDM block can be equivalently expressed as:

$$ z_k = W_N^{-1}CQx_k + W_N^{-1}BQx_{k-1} + \tilde{n}_k, \quad (2.8) $$

When insufficient CP is used, i.e., $v < L$, the IBI, $W_N^{-1}BQx_{k-1}$, as shown in (2.8) causes that not all the information symbols in $x_k$ can be solved freely. In Section 2.3, we will first explore a SISO-OFDM example and then generalize our result to MIMO-OFDM to see how a precoder can be designed to help to solve for the variables in $x_k$ and find how many such independent information symbols/variables, that corresponds to the rank of the precoder $Q$, can be solved freely.

### 2.2.2 MIMO-OFDM Model

By considering a MIMO system with $n_t$ transmit, $n_r$ receive antennas, and by using the signal model in the SISO-OFDM system, the model of OFDM with insufficient CP is further extended to MIMO-OFDM in spatial multiplexing mode.

The overall input to the MIMO-OFDM system is noted by $\bar{r}_k = [(r_0^T_k), (r_1^T_k), \ldots, (r_{N-1}^T_k)]^T$, where $r_i^k$ denotes the $n_t \times 1$ vector for the $n_t$ transmit antennas at the $i$th subcarrier, $0 \leq i \leq N - 1$, in frequency domain. Next, the input vector $\bar{r}_k$ is transformed into time domain signal by $n_t$ IDFT matrices of size $N$ at $n_t$ transmit antennas. The overall IDFT operation over $\bar{r}_k$ can be represented by $\bar{W} \triangleq W_N \otimes I_{n_t}$.

At each transmit antenna, a CP of length $v$ is added to the input signal block and propagates via a multipath channel $h_{ij} = [h_{ij}(0), h_{ij}(1), \ldots, h_{ij}(L)]^T$ between the $i$th receive antenna and the $j$th transmit antenna, where we assume that all the entries of $h_{ij}$ are i.i.d. complex Gaussian random variables with 0 mean and the channel length, $L + 1$, is identical for all the channels. We now define $n_r \times n_t$ channel matrices $H(l)$, $l = 0, 1, \ldots, L$, as

$$ H(l) = \begin{bmatrix}
    h_{11}(l) & \cdots & h_{1n_r}(l) \\
    \vdots & \ddots & \vdots \\
    h_{n_r1}(l) & \cdots & h_{nn_t}(l)
\end{bmatrix}. \quad (2.9) $$
These matrices $H(l)$, $l = 0, 1, \cdots, L$, are the multipath channel matrices for the time domain vectors $r_k^i$ serially transmitted at $n_t$ transmit antennas. Due to the randomness of the channel coefficients, all the matrices $H(l)$ are of full rank almost surely.

At the receiver, the CP is removed and the overall time domain received block is given, for example [19]:

$$\bar{y}_k = C\bar{W}\bar{r}_k + B\bar{W}\bar{r}_{k-1} + n_k,$$

(2.10)

where $n_k$ is the $Nn_r \times 1$ noise vector with the complex Gaussian distribution $\mathcal{CN}(0, \sigma^2 I)$, $C$ and $B$ of size $Nn_r \times Nn_t$ are the overall channel matrix and IBI matrix, respectively, constructed by stacking submatrices $H(l)$ in (3.1) in the following way:

$$C = \begin{bmatrix}
H(0) & 0 & \cdots & 0 & \cdots & 0 & H(v) & \cdots & H(1) \\
\vdots & \ddots & \ddots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \ddots & 0 & H(L) & \ddots & H(v) \\
\vdots & \vdots & \ddots & \vdots & 0 & \ddots & \ddots \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & H(L) & \cdots & \cdots & H(v-1) & \cdots & H(0)
\end{bmatrix},$$

(2.11)

$$B = \begin{bmatrix}
0 & \cdots & 0 & H(L) & \cdots & H(v+1) \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \vdots & \ddots & H(L) & \ddots & \ddots \\
\vdots & \vdots & \ddots & 0 & \ddots & \ddots \\
\vdots & \vdots & \ddots & \vdots & \ddots & \ddots \\
0 & \cdots & \cdots & \cdots & \cdots & 0
\end{bmatrix},$$

(2.12)

Before the signal detection, the DFT operation $W_N^{-1} \otimes I_{n_r}$ is applied to $\bar{y}_k$ yielding the received signal in frequency domain. For this MIMO-OFDM system, the input vector $\bar{r}_k$ is also the precoded output of information symbol vector $\bar{x}_k =$
[(x_k^0)^T, (x_k^1)^T, \cdots, (x_k^{N-1})^T]^T$ by an $Nn_t \times Nn_t$ precoding matrix $P$, where $x_k^i$ is the $n_t \times 1$ information symbol vector associated with $r_k^i$:

$$\bar{r}_k = P\bar{x}_k$$  \hspace{1cm} (2.13)

$$= P[(x_k^0)^T, (x_k^1)^T, \cdots, (x_k^{N-1})^T]^T.$$

(2.14)

Again, for the convenience of designing the precoding matrix, we consider the design of precoder $Q \triangleq \bar{W}P$. The precoding matrix $P$ can then be obtained by multiplying $Q$ with $\bar{W}^{-1} = W_N^{-1} \otimes I_n$. So, both $P$ and $Q$ are called precoders interchangeably.

Then, we can represent the received frequency domain signal as

$$\bar{z}_k = (W_N^{-1} \otimes I_{n_r})CQ\bar{x}_k + (W_N^{-1} \otimes I_{n_r})BQ\bar{x}_{k-1} + \tilde{n}_k,$$

(2.15)

in the $k$th OFDM block.

### 2.3 Channel Independent Precoding

The main idea in the following is to design $Q$ in (2.15) properly to align the received IBI in one subspace of as small dimension as possible which is also disjoint from the subspace occupied by the current information symbols. This coincides with the interference alignment concept[25, 5, 18], which means overlapping all the interference in one subspace and leaving the other subspace free from interference for the desired signal. We initialize the theory in this section by a simple SISO-OFDM example illustration and then provide our main results for MIMO-OFDM.

#### 2.3.1 SISO-OFDM Precoding Example

Go back to the signal model (2.8) or equivalently,

$$y_k = CQx_k + BQx_{k-1} + n_k.$$

(2.16)

For the current $k$th OFDM block, the signal to solve is $x_k$ and $BQx_{k-1}$ is the IBI. For convenience, assume that the additive noise $n_k$ is negligible. In order to freely solve for $x_k$ from (2.16), the space $\mathcal{V}_{signal}$ linearly spanned by the column vectors of $CQ$ and the space $\mathcal{V}_{IBI}$ linearly spanned by the column vectors of $BQ$ need to be disjoint.
For channel matrix $C$ in (2.5), since its components $h(l)$ are i.i.d., the probability of its determinant, as a function of these random channel coefficients, to be zero is zero. This means that matrix $C$ is full rank almost surely, i.e., its rank is $N$ almost surely. Its detailed proof is in Lemma 1.

For the IBI matrix $B$ in (2.3), due to its form in (2.3) and (2.4), its rank (or column rank) is $L - v$ almost surely similarly, where $v$ is the CP length.

Assume that the rank of the precoder $Q$ is $N - d$ and it is aligned well enough such that the rank of the IBI matrix $BQ$ is $L - v - d$ almost surely. For example, this can be achieved by setting the last $d$ row vectors of matrix $Q$ all zero vectors. With such a precoder $Q$, the rank of $CQ$ is $N - d$ almost surely. In order for the spaces $V_{\text{signal}}$ and $V_{\text{IBI}}$ to be disjoint, the sum of their ranks has to be not more than the vector size $N$, i.e.,

$$N - d + L - v - d \leq N. \quad (2.17)$$

With this dimension requirement, due to the randomness of the coefficients $h(l)$ in matrix $C$ in (2.5) and matrix $B$ in (2.3) and (2.4), the spaces $V_{\text{signal}}$ and $V_{\text{IBI}}$ are disjoint almost surely and $N - d$ variables in $CQx_k$ (or in $x_k$) can be solved freely.

What the inequality (2.17) means is that the precoding $Q$ sacrifices $d$ dimensions and uses these $d$ dimensions to align the IBI into a space of dimension $L - v - d$. From (2.17), one can solve for $d$:

$$d \geq \frac{L - v}{2},$$

and the smallest $d$ is

$$d = \frac{L - v}{2}, \quad (2.18)$$

and in this case, the dimension of the space spanned by the IBI is also $(L - v)/2$. Note that $v$ is the CP length and $L$ is CIR order. In the conventional OFDM system (or unprecoded OFDM system), additional $L - v$ zeros or redundant symbols are needed to make the IBI disappear. From the above analysis, only half of $L - v$ zeros or redundant symbols are needed to separate the spaces of the signal and the IBI for the signal to be solved freely.
To see a particular example for the above SISO-OFDM precoding idea, let us consider the case when $N = 64$ subcarriers, CIR length $L + 1 = 17$, i.e., $L = 16$, and the insufficient CP length $v = 12$. The time domain input to the OFDM system is precoded by a $64 \times 64$ precoding matrix $Q$. From (2.18), $d = 2$. Consider the following precoder

$$Q = [e_{61} \ e_{62} \ e_{61} \ e_{60} \ 0 \ 0],$$

(2.19)

where $e_i \triangleq [0, \cdots, 0, 1, 0, \cdots, 0]^T$, $1 \leq i \leq 64$, is a set of $64 \times 1$ orthonormal vectors. It is easy to verify that $\text{rank}(CQ) = 62$, $\text{rank}(BQ) = 2$, and the column vectors of $CQ$ are linearly independent of the only two nonzero column vectors $[h(0), 0, \cdots, 0]^T$ and $[h(0), h(1), 0, \cdots, 0]^T$ of $BQ$, almost surely. In this example, 62 independent information symbols can be solved freely. With CP length $v = 12$, in the conventional OFDM of block size $N = 64$, 4 more zeros or redundant symbols in the OFDM block are needed to completely eliminate the IBI, and thus only 60 independent information symbols can be included.

The detailed theory and the precoder construction will be given in the following subsection in a general form for MIMO-OFDM systems.

### 2.3.2 MIMO-OFDM Channel Independent Precoding

In this subsection, we present a general theory and precoder construction for MIMO-OFDM systems by generalizing the idea discussed in the previous subsection.

For MIMO-OFDM systems, we can see from (3.2), (3.3) and (3.4) that the IBI term from the previous OFDM block needs to be suppressed and in the meantime the current OFDM block should be preserved. To do so, the same as the SISO-OFDM case, the basic idea is to design the precoding matrix $Q$ such that the IBI can be aligned to an interference subspace which is disjoint from the signal subspace (spanned by signal vectors with the independent information symbols in $\bar{x}_k$) that then can be solved freely as discussed in the preceding subsection. Furthermore, the dimensions of the interference subspace should be minimized, while the signal subspace occupies as
many dimensions as possible in the receive signal space so that as many independent information symbols can be solved freely (without interference) as possible. For this purpose, the design criteria can be summarized as

- $\text{span}\{\mathbf{CQ}\} \cap \text{span}\{\mathbf{BQ}\} = \{0\}$;
- $\dim(\mathbf{BQ})$ should be as small as possible;
- $\dim([\mathbf{CQ} \quad \mathbf{BQ}]) \leq n_r N$;

where $\dim$ means the dimension of the space linearly spanned by the column vectors of the matrix, which is the same as the column rank of the matrix. We next consider the problem in two different cases for the numbers $n_t$ and $n_r$ of transmit and receive antennas, respectively.

### 2.3.3 Precoding When $n_r \leq n_t$

In this case, we will design the precoding based on the fact that matrix $\mathbf{C}$ is full row rank almost surely. For the completeness of the context, this fact is summarized in the following lemma.

**Lemma 1** For the effective channel matrix $\mathbf{C}$ of the SISO case in (2.5) or for the effective channel matrix $\mathbf{C}$ of the generalized MIMO case in (3.3), $\mathbf{C}$ is full rank almost surely, i.e.,

$$\Pr(\text{rank}(\mathbf{C}) \neq n_r N) = 0.$$  

**Proof:** Let us first consider the SISO-OFDM case for channel matrix $\mathbf{C}$ in (2.5). By observing the determinant expansion of the channel matrix $\mathbf{C}$ in (2.5), we notice that there is one term, $(h(0))^N$, in the determinant, which is resulted from multiplying all the $N$ entries on the main diagonal of matrix $\mathbf{C}$. Furthermore, we check all other non-zero terms in the determinant expansion and conclude that all these terms are products of $N$ entries with $h(0)$ appearing strictly less than $N$ times. As a result, the expansion of the determinant of channel matrix $\mathbf{C}$ can be expressed as

$$\det(\mathbf{C}) = (h(0))^N + \tau_1(h(0))^{N-1} + \cdots + \tau_{N-1}h(0) + \tau_N,$$  

(2.20)
where \( \tau_i, i = 1, \ldots, N, \) is a polynomial of degree \( i \) consisting of \( h(1), \ldots, h(L) \). Since \( (h(0))^N \) is the non-zero term in the determinant expansion in (2.20), \( \det(C) \) is \( h(0) \)'s polynomial of degree \( N \). In our system model, channel coefficients \( h(0), \ldots, h(L) \) are assumed i.i.d. complex Gaussian distributed, therefore the resultant polynomial in (2.20) is a continuously distributed random variable and furthermore \( \det(C) = 0 \) occurs with zero probability. This means that channel matrix \( C \) is almost surely full rank.

For the general MIMO-OFDM case with channel matrix \( C \) in (3.3), every channel coefficient \( h(i) \) above is replaced by a channel coefficient matrix \( H(i) \) in (3.1) of size \( n_r \times n_t \) with i.i.d. components \( h_{mn}(i) \). In this case, we permute the block matrix \( C \) row and column wisely such that the permuted matrix is another block matrix where the \((m,n)\)th subblock is the SISO-OFDM matrix \( C_{mn} \) in (2.5) with channel coefficients \( h_{mn}(l) \). As what is just proved, every such a subblock \( C_{mn} \) has full rank almost surely, i.e., its columns or rows are almost surely linearly independent. Since all these subblocks \( C_{mn} \) are independent each other and all complex Gaussian distributed, the overall block matrix \( C \)'s rows or columns are almost surely linearly independent, i.e., full rank.

The IBI matrix \( B \) in (3.4) is a block upper-triangular matrix and the upper right corner submatrix of \( B \) is \( B_s \):

\[
B_s = \begin{bmatrix}
H(L) & \cdots & \cdots & H(v+1) \\
0 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & H(L)
\end{bmatrix} \tag{2.21}
\]

which is of full (row) rank almost surely. Our goal is to design the precoding to cope with this \( n_r(L-v) \times n_t(L-v) \) submatrix \( B_s \). To do so, the \( n_tN \times n_tN \) precoding matrix \( Q \) is partitioned into submatrices:

\[
Q = [Q_1 \quad Q_2] = \begin{bmatrix} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{bmatrix} \tag{2.22}
\]
where $Q_{21}$ and $Q_{22}$ are of the sizes $n_t(L-v) \times n_1$ and $n_t(L-v) \times n_2$, respectively. These two submatrices have the same number of rows as that of the columns of $B_s$ and they are designed to suppress the IBI. The size of $Q_{11}$ is $n_t(N-L+v) \times n_1$ and the size of $Q_{12}$ is $n_t(N-L+v) \times n_2$. Submatrices $Q_{11}$ and $Q_{12}$ should be designed to achieve more transmission rate, i.e., to have signal space dimension as large as possible. $Q_1$ and $Q_2$ are defined as

$$Q_1 = [Q_{11}^T Q_{21}^T]^T, \quad Q_2 = [Q_{12}^T Q_{22}^T]^T$$

and $n_1 + n_2 = n_tN$.

**Lemma 2** If $\text{span}\{Q_{22}\} \subset \text{span}\{Q_{21}\}$, $n_1 \leq n_r(L - v)$, and $Q_{21}$ is full column rank, then, we have (almost surely)

$$\text{rank}(BQ) = \text{rank}(B_s Q_{21}) = n_1.$$  \hspace{1cm} (2.23)

**Proof:**

$$BQ = \begin{bmatrix} 0 & B_s \\ 0 & 0 \end{bmatrix} \begin{bmatrix} Q_{11} & Q_{12} \\ Q_{21} & Q_{22} \end{bmatrix} = \begin{bmatrix} B_s Q_{21} & B_s Q_{22} \\ 0 & 0 \end{bmatrix}.$$ 

Let $q_{21}^{1}, \cdots, q_{21}^{n_1}$ and $q_{22}^{1}, \cdots, q_{22}^{n_2}$ be the column vectors of $Q_{21}$ and $Q_{22}$, respectively. Then, $B_s Q_{21}$ and $B_s Q_{22}$ can be expressed as

$$B_s Q_{21} = [B_s q_{21}^{1}, B_s q_{21}^{2}, \cdots, B_s q_{21}^{n_1}],$$

$$B_s Q_{22} = [B_s q_{22}^{1}, B_s q_{22}^{2}, \cdots, B_s q_{22}^{n_2}].$$

From $\text{span}(Q_{22}) \subset \text{span}(Q_{21})$, we have

$$\text{span}\{B_s q_{22}^{1}, B_s q_{22}^{2}, \cdots, B_s q_{22}^{n_2}\} \subset \text{span}\{B_s q_{21}^{1}, B_s q_{21}^{2}, \cdots, B_s q_{21}^{n_1}\}.$$ 

Thus, we have proved the first equality in (2.23). The second equality in (2.23) is because matrix $B_s$ in (2.21) has full row rank, $n_r(L-v)$, almost surely and $n_1 \leq n_r(L - v)$.

In the MIMO-OFDM system with $n_t$ transmit and $n_r$ receive antennas and $N$ subcarriers, for each OFDM block there are total $n_rN$ linear equations after the CP removal. In order to be able to linearly solve for all the information symbols, the number of independent information symbols transmitted through the $n_t$ transmit
antennas should be no more than $n_r N$. In what follows, we always impose this condition to the system. We next consider the following precodings.

(i) When $n_t (N - L + v) < n_r N$, we design the precoding matrix $Q$ with the following properties: 1) $\text{span}\{Q_{22}\} \subset \text{span}\{Q_{21}\}$; 2) Take

$$n_1 \triangleq \left\lfloor \frac{n_r N - n_t (N - L + v)}{2} \right\rfloor.$$  \hspace{1cm} (2.24)

Both $Q_1$ and $Q_{21}$ are full column rank;

3) Submatrix $Q_{12}$ has $n_t (N - L + v)$ linearly independent column vectors, say the first $n_t (N - L + v)$ column vectors in $Q_{12}$ are linearly independent;

4) The first $n_t (N - L + v)$ column vectors of $Q_2$ do not belong to $\text{span}\{Q_1\}$.

To show the feasibility of the above precoder $Q$ design, we need to show the feasibility of the design of the submatrices $Q_{21}$ and $Q_1$ that are full column rank required in 2) and the feasibility of the design of the submatrix $Q_{12}$ that can have $n_t (N - L + v)$ linearly independent columns required in 3). From (2.24) and $n_r \leq n_t$, we have the following inequality:

$$n_1 = \left\lfloor \frac{n_r N - n_t (N - L + v)}{2} \right\rfloor \leq \left\lfloor \frac{n_r (L - v)}{2} \right\rfloor \leq n_t (L - v). \hspace{1cm} (2.25)$$

This means that the number of columns of $Q_{21}$ (also $Q_1$) is no more than the number of rows of $Q_{21}$ (also $Q_1$), which implies that a full column rank $Q_{21}$ (also $Q_1$) can be designed. In the meantime, we have

$$n_2 = n_t N - n_1 \geq n_t N - n_t (L - v) = n_t (N - L + v).$$

This shows that $Q_{12}$ is a fat matrix. Since its number of columns, $n_2$, is greater than or equal to its number of rows, $n_t (N - L + v)$, $Q_{12}$ can always be designed to be full row rank, which means that the column rank, i.e., the number of linearly independent columns, can be $n_t (N - L + v)$. 
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When \( n_t(N - L + v) \geq n_r N \), the precoding matrix \( Q \) is designed as follows. We design \([Q_{11} \quad Q_{12}]\) to be full row rank that is \( n_t(N - L + v) \), and set \( Q_{21} = Q_{22} = 0 \). Thus,

\[
Q = \Pi \begin{bmatrix}
Q_{11} & Q_{12} \\
0 & 0
\end{bmatrix},
\]

(2.26)

where \( \Pi \) is a permutation matrix. When \( n_r(L + 1) \geq n_t \), we can choose \( \Pi = I \). When \( n_r(L + 1) < n_t \), \( \Pi \) is chosen to make \( CQ \) and \( BQ \) satisfy the rank requirements.

With the above precoding, we have the following result.

**Lemma 3** The subspace \( \text{span}\{CQ\} \) and subspace \( \text{span}\{BQ\} \) are disjointed almost surely, i.e., we have

\[
\text{span}\{CQ\} \cap \text{span}\{BQ\} = \{0\},
\]

(2.27)

with probability one.

**Proof:** We also first consider the SISO-OFDM case, the IBI matrix \( B \) is specified in (2.3) and (2.4) and the channel matrix \( C \) is defined in (2.5). We restate that \( n_1 = \lfloor (L - v)/2 \rfloor \), \( n_\alpha = N - L + v \) and \( n_\beta = n_1 + n_\alpha \). Consider the design example with \( Q_z = 0 \), i.e., \( Q' = [e_{n_\alpha+1}, \cdots, e_{n_\beta}, e_{n_1}, \cdots, e_{n_\alpha}, 0, \cdots, 0] \), proposed in this paper previously.

We next first show that \( \text{span}\{CQ'\} \cap \text{span}\{BQ'\} = \{0\} \) holds almost surely for this particular precoder \( Q' \) and then we show that it is also true for a general precoder \( Q \).

Let \( b_i \) and \( c_i \) denote the \( i \)th columns of matrices \( B \) and \( C \), respectively. Without loss of generality, assume that \( \{c_1, \cdots, c_{n_\beta}\} \) is a maximal set of \( n_\beta \) independent columns in \( CQ' \), and \( \{b_{n_\alpha+1}, \cdots, b_{n_\beta}\} \) is a maximal set of \( n_1 \) independent columns in \( BQ' \). Then, let \( B' = [b_{n_\alpha+1}, \cdots, b_{n_\beta}] \) that is an \( N \times n_1 \) matrix and \( C' = [c_1, \cdots, c_{n_\beta}] \) that is an \( N \times n_\beta \) matrix. We construct an \( N \times (n_\beta + n_1) \) matrix \( H_Q = [B' \quad C'] \). Notice that when \( L - v \) is even, \( n_\beta + n_1 = N \), \( H_Q \) is a square matrix. When \( L - v \) is odd, \( n_\beta + n_1 = N - 1 \). But for this proof we only need to show that \( H_Q \) is full column rank, i.e., the column rank of \( H_Q \) is \( n_1 + n_\beta \), almost surely.
The explicit structures of $H_Q$ are separately introduced in the following two equations, since the change of $n_1$ results in a change in the form of $H_Q$.

(i) When $n_1 \geq v$,

$$H_Q = \begin{bmatrix}
h(L) & \cdots & h(L - n_1 + 1) & h(0) \\
\vdots & \ddots & \vdots & \vdots \\
h(L) & h(n_1 - 1) & \ddots & h(0) \\
\vdots & \vdots & \ddots & \vdots \\
h(L) & \cdots & h(L - v - n_1)
\end{bmatrix}.$$  \hspace{1cm} (2.28)

(ii) When $n_1 < v$,

$$H_Q = \begin{bmatrix} H_Q^{(1)} & H_Q^{(2)} \end{bmatrix},$$  \hspace{1cm} (2.29)

where $H_Q^{(1)} \in \mathbb{C}^{N \times n_1}$ and $H_Q^{(2)} \in \mathbb{C}^{N \times (2v - L + n_1)}$ are respectively given by

$$H_Q^{(1)} = \begin{bmatrix}
h(L) & \cdots & h(L - n_1 + 1) \\
\vdots & \ddots & \vdots \\
h(L) & \cdots & h(L) \\
0
\end{bmatrix}.$$  \hspace{1cm} (2.30)
and

\[
H_Q^{(2)} = \begin{bmatrix}
    h(0) & h(v) & \ldots & h(L-v-n_1+1) \\
    \vdots & \vdots & \ddots & \vdots \\
    h(n_1-1) & \cdots & h(L) & \vdots \\
    h(n_1) & h(0) & \cdots & h(L) \\
    \vdots & \vdots & \ddots & h(0) \\
    h(L) & \cdots & \vdots & h(0) \\
    \vdots & \vdots & \ddots & \vdots \\
    h(L) & \ldots & h(v-1) & \ldots & h(L-v-n_1)
\end{bmatrix}.
\]

We only prove that $H_Q$ has a full column rank when $n_1 \geq v$ here. Applying the same argument, the case when $n_1 < v$ can be proved too.

First, we denote the upper-left $n_1 \times n_1$ submatrix in (2.28) as

\[
H_1 = \begin{bmatrix}
    h(L) & \ldots & h(L-n_1+1) \\
    \vdots & \ddots & \vdots \\
    h(L)
\end{bmatrix}.
\]

Since $\det(H_1) = (h(L))^{n_1}$, this matrix is almost surely full rank.

Next, we perform column elementary operations on $H_Q$ in (2.28). Using the first $n_1$ columns, all the non-zero entries from the $(n_1 + 1)$th to the last column of the first $n_1$ rows can be eliminated without influencing the entries below the $n_1$th row.
Thus, we transform $H_Q$ into $H'_Q$ which has the identical column rank:

$$H'_Q = \begin{bmatrix}
h(L) & \cdots & h(L-n_1+1) & 0 & \cdots & 0 \\
\vdots & & \vdots & & \ddots & \\
h(L) & 0 & \cdots & 0 \\
h(n_1) & \cdots & h(0) \\
\vdots & & \ddots & & \vdots & \\
h(L) & \cdots & h(0) \\
\vdots & & \ddots & & \vdots & \\
h(L) & \cdots & h(L-v-n_1)
\end{bmatrix}$$

(2.33)

Take the entries in $H'_Q$ with both row and column indices belonging to $\{n_1+1, \cdots, n_1+n_\beta\}$ to form the Toeplitz submatrix $H_2$:

$$H_2 = \begin{bmatrix}
h(n_1) & \cdots & h(0) \\
\vdots & & \ddots & & \vdots & \\
h(L) & \cdots & h(0) \\
\vdots & & \ddots & & \vdots & \\
h(L) & \cdots & h(n_1)
\end{bmatrix}$$

(2.34)

Define

$$H_a = \begin{bmatrix} H_1 & 0 \\ 0 & H_2 \end{bmatrix}.$$  

(2.35)

$H_a$ is just $H'_Q$ when $L-v$ is even or $H_a$ is the $(n_1+n_\beta) \times (n_1+n_\beta)$ submatrix in $H'_Q$ by deleting the last row of $H'_Q$ when $L-v$ is odd.

Now compute the determinant of $H_2$. We similarly expand the determinant as a polynomial of $h(n_1)$,

$$\det(H_2) = (h(n_1))^{n_\beta} + \gamma_1(h(n_1))^{n_\beta-1} + \cdots + \gamma_{N-1}h(n_1) + \gamma_N$$

(2.36)

where $\gamma_i, i = 1, \cdots, n_\beta$ is a polynomial of degree $i$ consisting of $h(0), \cdots, h(n_1 - 1), h(n_1 + 1), \cdots, h(L)$. Thus, $\det(H_2) = 0$ with zero probability, i.e., $H_2$ is almost
surely full rank and hence $H_a$ is almost surely full rank or $H'_Q$ and $H_Q$ are almost surely full column rank. Therefore, we have $\text{span}\{CQ'\} \cap \text{span}\{BQ'\} = \{0\}$ almost surely.

For a general precoder $Q$ that satisfies all the design requirements, we can give a structure of such a precoder:

$$Q = \begin{bmatrix} Q_u & 0 \\ 0 & 0 \end{bmatrix}. \tag{2.37}$$

where $Q_u$ is an $n_\beta \times n_\beta$ nonzero submatrix. Due to the special structure of $Q'$, it can be easily seen that each column of $CQ$ is a linear combination of the maximal independent column set $\{c_1, \cdots, c_{n_\beta}\}$ of $CQ'$ and each column of $BQ$ is a linear combination of $\{b_{n_\alpha+1}, \cdots, b_{n_\beta}\}$. This means $\text{span}\{CQ\} \cap \text{span}\{BQ\} = \{0\}$ also holds almost surely.

The general MIMO-OFDM case can be proved similarly by using the same argument as in the SISO-OFDM case.

**Theorem 1** For the insufficient CP MIMO-OFDM system with $n_r \leq n_t$, the total number of independent information symbols can be solved by the zero-forcing operator during each OFDM block is

$$\begin{cases} n_t(N - L + v) + \left\lfloor \frac{n_rN - n_t(N - L + v)}{2} \right\rfloor, & \text{if } n_t(N - L + v) < n_rN, \\ n_rN, & \text{if } n_t(N - L + v) \geq n_rN. \end{cases} \tag{2.38}$$

**Proof:** We first consider the case when $n_t(N - L + v) < n_rN$.

From the above precoder property 2) we have almost surely (since matrix $C$ is almost surely full row rank and from (2.24), one can see that the number of rows of $C$, $n_rN > n_1$)

$$\text{rank}(CQ_1) = n_1. \tag{2.39}$$

From the precoder property 3) and the number of rows of $C$, $n_rN$ is greater than $n_t(N - L + v)$, we can derive (almost surely)

$$\text{rank}(CQ_2) = n_t(N - L + v). \tag{2.40}$$
From the precoder property 4), we know that \( \text{span}\{Q_1\} \cap \text{span}\{Q_2\} = \{0\} \). As a result,

\[
\text{rank}(CQ) = \text{rank}(CQ_1) + \text{rank}(CQ_2) = n_1 + n_t(N - L + v). \tag{2.41}
\]

With the properties 1) and 2) and (2.25), we have the result (2.23) in Lemma 2, i.e.,

\[
\text{rank}(BQ) = n_1.
\]

Thus,

\[
\text{rank}(BQ) + \text{rank}(CQ) = 2n_1 + n_t(N - L + v) = 2\left[n_r N - n_t(N - L + v)\right] + n_t(N - L + v) \leq n_r N. \tag{2.42}
\]

From lemma 3, the following equation holds almost surely:

\[
\text{span}\{CQ\} \cap \text{span}\{BQ\} = \{0\}. \tag{2.43}
\]

With the zero-forcing operator, the number of independent information symbols that can be solved equals to the dimension of the desired signal subspace that is the column rank of \( CQ \), i.e.,

\[
n_t(N - L + v) + \left\lfloor \frac{n_r N - n_t(N - L + v)}{2} \right\rfloor,
\]

in one OFDM block for all \( n_t \) transmit antennas.

We next consider the case when \( n_t(N - L + v) \geq n_r N \). In this case, from the precoder design, we have \( \text{rank}([Q_{11} \ Q_{12}]) \geq n_t(N - L + v) \geq n_r N \). Thus, \( \text{rank}(CQ) = n_r N \), since \( C \) is full row rank almost surely. Furthermore, \( BQ = 0 \), i.e., the IBI is totally eliminated. Since there are total \( n_r N \) linear equations, the number of independent information symbols transmitted through the \( n_t \) transmit antennas should be no more than \( n_r N \) to linearly solve for all the information symbols.

From (2.42) in the above proof, one can see that the number of a part of independent information symbols, \( n_1 \), can not be larger, since otherwise the sum of the
numbers of columns in matrices $\mathbf{BQ}$ and $\mathbf{CQ}$ will be more than the number of rows, i.e., will exceed the receive signal space dimension. This implies that $n_1 = \left\lfloor n_r \frac{N-n_1(N-L+v)}{2} \right\rfloor$ in (2.24) in 2) is optimal already. We next present a precoder example for $\mathbf{Q}$.

Example 1: ($n_t = n_r$ case) For the $n_rN$ dimensional vector space, \{e_1, e_2, \cdots, e_{n_rN}\} is a set of $n_rN \times 1$ orthonormal basis elements where $e_i = [0, \cdots, 0, 1, 0, \cdots, 0]^T$ is as before. Let

$$Q_2 = [e_1, \cdots, e_{n_r(N-L+v)}, e_1, \cdots, e_1] = [e_1, \cdots, e_{n_\alpha}, e_1, \cdots, e_1], \quad (2.44)$$

$$Q_1 = [e_{n_r(N-L+v)+1}, \cdots, e_{n_r(N-L+v)+n_1}] = [e_{n_\alpha+1}, \cdots, e_{n_\beta}], \quad (2.45)$$

where $n_1$ is defined in (2.24) and for simplicity, we denote

$$n_\alpha \overset{\Delta}{=} n_t(N - L + v), \quad n_\beta \overset{\Delta}{=} n_\alpha + n_1.$$  

In this example, $Q_{12}$ contains an identity matrix of size $n_\alpha$, i.e.,

$$Q_{12} = [I_{n_\alpha}, \bar{e}_1, \cdots, \bar{e}_1], \quad (2.46)$$

where $\bar{e}_1 = [1, 0, \cdots, 0]^T$ is an $n_\alpha \times 1$ vector. Thus, the precoder property 3) is satisfied. The orthogonality among $e_i$, $i = 1, \cdots, n_rN$, ensures the precoder properties 2) and 4). Lastly, $Q_{22}$ is a zero matrix now and therefore $\text{span}\{Q_{22}\} \subset \text{span}\{Q_{21}\}$, i.e., the precoder property 1) holds as well. Interestingly, the submatrix $Q_{21}$ here is not a zero matrix. Also note that, the last $(n_tN - n_1 - n_\alpha)$ columns in $Q_2$ in (2.44) do not have to be all $e_1$ and in fact, they can be any vectors, for example, all zero vectors, which does not affect the precoder design properties 1)-4). It is noticeable that the SISO-OFDM precoder example in (2.19) satisfies these 4 properties and exhibits a special case of the above precoder design.

Using the precoder defined in (2.44)-(2.45), we are able to specify the final signals to be transmitted at the $n_t$ transmit antennas when $x_k(n)$ are independent information symbols as follows. In this example, $n_\beta$ is the number of total independent information symbols to be transmitted through $n_t$ transmit antennas in every data block of length $N$ where there are total $n_tN - n_\beta$ zeros inserted in the block. Every
data block of length \( N \) is preceded by a CP of length \( v \). The overall transmission block length is \( N + v \).

Firstly, for each time index \( k \), all \( n_\beta \) independent information symbols, \( x_k(n) \), \( 0 \leq n \leq n_\beta - 1 \), are padded with \( n_tN - n_\beta \) zeros to yield
\[
\bar{x}_k = [x_k(0), x_k(1), \cdots, x_k(n_\beta - 1), 0, \cdots, 0]^T, \tag{2.47}
\]
which is then fed to \( Q\bar{x}_k \). This is that each of the \( n_t \) transmit antennas alternatively takes one symbol from \( \bar{x}_k \) consecutively for \( N \) times to fill its data block of length \( N \).

To see this, for convenience, let us define
\[
\theta \triangleq \left\lfloor \frac{n_\beta}{n_t} \right\rfloor \quad \text{and} \quad n_{t1} \triangleq n_\beta - \theta n_t.
\]
In this manner, for the first \( n_{t1} \) transmit antennas, the \( j \)th antenna, \( j = 0, \cdots, n_{t1} - 1 \), transmits the following data block of length \( N \):
\[
\bar{x}^j_k = [x_k(n_t \cdot 0 + j), x_k(n_t \cdot 1 + j), \cdots, x_k(n_t \cdot \theta + j), 0, \cdots, 0]^T, \tag{2.48}
\]
where \( N - (\theta + 1) \) zeros are inserted. For the remaining \( n_t - n_{t1} \) transmit antennas, the \( j \)th antenna, \( j = n_{t1}, \cdots, n_t - 1 \), transmits the following data block of length \( N \):
\[
\bar{x}^j_k = [x_k(n_t \cdot 0 + j), x_k(n_t \cdot 1 + j), \cdots, x_k(n_t \cdot (\theta - 1) + j), 0, \cdots, 0]^T, \tag{2.49}
\]
where \( N - \theta \) zeros are inserted. Then, the last \( v \) symbols of \( \bar{x}^j_k \) for each antenna \( j \) are added in the front of the data block as a CP (usually insufficient in our IA based precoding) for every \( k \)th data block of length \( N \). Finally, the \( k \)th transmission block of total length \( N + v \) with CP is transmitted through all the \( n_t \) antennas. More detailed examples are given in the simulations in the next section.

For a general precoder \( Q \), according to Theorem 1, the number of independent information symbols that can be put in \( \bar{x}_k \) in (3.5) and can be solved with the IBI free is shown in (3.7), which can be encoded as follows. To illustrate it, let us first see the previous example where the precoder \( Q = [Q_1, Q_2] \) is shown in (2.44)-(2.45). In this example, all the \( n_1 \) columns in \( Q_1 \) plus the first \( n_\alpha \) columns,
\( e_1, \cdots, e_{n_\alpha}, \) in \( Q_2 \) are linearly independent. We can consider them altogether denoted as \( Q_u = [e_{n_\alpha+1}, \cdots, e_{n_\beta}, e_1, \cdots, e_{n_\alpha}] \). This submatrix \( Q_u \) corresponds to the first \( n_\beta \) independent information symbols in \( \bar{x}_k \). The last \( n_t N - n_\beta \) columns of \( Q_2 \) are denoted as \( Q_z = [e_1, \cdots, e_1] \). The last \( n_t N - n_\beta \) signals in \( \bar{x}_k \) in (3.5) corresponding to this submatrix \( Q_z \) are aligned in the space spanned by the IBI and can not be solved freely and thus these signals are set to zeros in \( \bar{x}_k \). As a result, the precoder \( Q \) is structured as

\[
Q = [Q_u \ Q_z], \tag{2.50}
\]

which can be obtained similarly if the design of \( Q \) follows the general design properties 1) – 4) obtained previously. Note that, as mentioned before, the matrix \( Q_z \) in (2.50) can be anything and does not affect the design properties 1)-4). If we only take the first \( K = n_\beta \) columns of the precoder \( Q \), i.e., if we let \( Q_{n_t N \times K} = Q_u \) and the signal \( \bar{x}_k \) in (3.5) be of size \( K \times 1 \) only consisting of \( n_\beta \) independent information symbols, then the precoder encoding is equivalent to

\[
Q_{n_t N \times K} \bar{x}_k. \tag{2.51}
\]

Notice that, for the transmissions in (2.48) and (2.49), the corresponding precoding matrix \( Q_{n_t N \times K} = Q_u \) is in fact a tall unitary matrix.

**Remark:** Let us compare the above proposed precoding with the conventional zero-padded system. For convenience, we only consider CP free MIMO-OFDM systems, i.e., \( v = 0 \) in the above study. In the zero-padded system, among every block of \( N \) symbols, \( L \) of them are zeros, i.e., in one block of \( N \) symbols, only \( \min\{n_r N, n_t (N - L)\} \) independent information symbols are transmitted for all \( n_t \) transmit antennas, where the reason to take the minimum is because there are only \( n_r N \) received signals, i.e., only \( n_r N \) linear equations and the number of independent information symbols can be solved linearly can not be above \( n_r N \) as we explained before. In comparison, in our channel independent precoded MIMO-OFDM system,

\[
\min \left\{ n_r N, n_t (N - L) + \left\lfloor \frac{n_r N - n_t (N - L)}{2} \right\rfloor \right\}
\]
independent information symbols can be transmitted and linearly solved freely in one
OFDM block across all \( n_t \) transmit antennas. Clearly, one can see that, when \( n_t \geq n_r > n_t(N - L)/N \), more independent information symbols than the conventional
zero-padding MIMO system can be transmitted and solved linearly with free of IBI
interference in our channel independent precoded MIMO-OFDM system. A similar
argument applies to an insufficient CP added MIMO-OFDM system.

2.3.4 IBI Cancellation When \( n_r > n_t \)

In this case, we show that no precoding, or CP or zero-padding is needed to
eliminate the IBI in the following theorem.

**Theorem 2** For the insufficient CP MIMO-OFDM system with \( n_r > n_t \), the total
number of independent information symbols can be solved by the zero-forcing operator
is \( n_t N \), where no zero-padding or precoding is needed, when

\[
N \geq \frac{n_t}{n_r - n_t}(L - v). \tag{2.52}
\]

**Proof:** Since all the channel coefficients are drawn from an i.i.d. continuous distribu-
tion, from lemma 1, the dimensions of channel matrix \( C \) and IBI matrix \( B \) are (almost
surely)

\[
\dim(C) = n_t N \tag{2.53}
\]

\[
\dim(B) = n_t(L - v), \tag{2.54}
\]

respectively, while the dimension of the receive signal space is \( n_r N \). When the dimen-
sion of the receive signal space is not smaller than the sum of the dimensions of the
channel matrix \( C \) and IBI matrix \( B \), i.e.,

\[
n_t N + n_t(L - v) \leq n_r N,
\]

which is (2.52), it is almost surely that the signal space \( \text{span}\{C\} \) is disjoint from the
IBI space \( \text{span}\{B\} \). Thus, all the independent information symbols can be solved by
the zero-forcing operator.

\[
\]
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2.3.5 Relationships With The Existing Block Based Transmission Systems

We now discuss the relationships of our above IA based channel independent precoding scheme with the existing block based transmission systems, namely zero-padded (ZP) only, CP-OFDM and single carrier frequency domain equalizer (SC-FDE). Without loss of generality, for convenience we only consider the SISO configuration, i.e., $n_t = n_r = 1$, for the discussions below.

Let us first consider the ZP-only transmission system, see, for example [68, 64, 42], with information symbol block length $M$ and ZP length $L$ (in order to eliminate the IBI completely). Note that the ZP idea appears in [69, 70] where a precoder in the time domain is

$$
\begin{bmatrix}
I_K \\
0_{(N-K)\times K}
\end{bmatrix},
$$

(2.55)

which becomes the ZP-only scheme when $K = M$ and $N - K = L$. Comparing to the IA based precoding scheme proposed in the preceding sections to completely eliminate the IBI, we choose $N = M + L$, $K = M$ in (2.51) with $n_t = 1$, and $v = 0$, i.e., no CP is used in this case. The precoding matrix $P$ is designed as the $N \times K$ submatrix of the $N \times N$ DFT matrix, i.e., the $(m,n)th$ entry of this precoding is expressed as $[P]_{m,n} = (1/\sqrt{N})\exp(-j2\pi mn/N)$. As a result, we have $Q_{zp} = W_N P = [I_K, 0_{K\times L}]^T$ that is the same as the precoder (3.10) proposed in [69, 70].

We next consider the CP-OFDM system, i.e., the conventional OFDM system, with information symbol block length $M$, i.e., the IDFT size $M$, and CP length $L$ (in order to eliminate the IBI completely). Comparing to the IA based precoding scheme proposed in the preceding sections to completely eliminate the IBI, we choose $N = K = M$ and $v = L$, i.e., full CP length is used in this case. Then, the precoding matrix is the identity matrix, i.e., $P = I_N$. In other words, CP-OFDM can be considered as a special case of the IA based precoding in this paper.

We finally consider the SC-FDE system, see for example [56, 9, 13, 46], with information symbol block length $M$ and CP length $L$ (in order to eliminate the IBI completely). Comparing to the IA based precoding scheme proposed in the preceding
sections to completely eliminate the IBI, we choose $N = K = M$ and $v = L$, i.e., full CP length is used in this case. The precoding matrix $P$ in this case is, however, chosen as the $N \times N$ DFT matrix, i.e., $P = W_N$. Clearly, in this case, the precoding cancels the IDFT operation, i.e., the transmission matrix $Q$ is the identity matrix, and thus leads to transmit the information symbols directly. Note that when the CP length $v = L$, i.e., full (or sufficient) CP is used, our proposed precoded system with the precoder example (2.44)-(2.45) always becomes the SC-FDE.

From the above discussions, one can see that the three existing block based transmission systems, ZP-only, CP-OFDM, and SC-FDE systems, can be all considered as special cases of our proposed IA based channel independent precoding scheme in this paper. Interestingly, as we have shown in the preceding sections, with the IA concept we may choose better channel independent precoding matrices $P$ (or $Q$) such that less number of CP or ZP are needed to completely eliminate the IBI caused from the ISI of the channel, when the number of information symbols is fixed. Some concrete examples are given in the simulations in the next section.

2.4 Simulations

In this section, we present some simulation results to validate our proposed IA based channel independent precoding where the precoder in (2.44)-(2.45) is used. In the meantime, some particular and concrete examples of the proposed precoded transmissions are illustrated as well. In the following figures, the SNR at the receiver is accounted.

In Fig. 2.1, we consider the SISO case and depict the BER performances of our proposed IA based precodings with different CP lengths and the numbers of independent information symbols that satisfy Theorem 3, i.e., the IBI can be completely eliminated. In Fig. 2.1, IA stands for the IA based precoding. The simulations in Fig. 2.1 also include the cases of CP-OFDM, ZP-only, and SC-FDE systems. The order of the CIR is $L = 16$ in this simulation. The block length for CP-OFDM, ZP-only, SC-FDE is $N = 64$, i.e., 64 independent information symbols are sent, where full
CP or ZP length, 16, is used. The block length for the proposed IA based precoding is \( N = 64 \) and the CP lengths are \( v = 16, 12, 8, 0 \), and the corresponding numbers of independent information symbols \( x_k(n) \) are 64, 62, 60, 56, respectively, according to Theorem 3. To illustrate the structure of transmission block in our IA based precoding, the transmission block for the \( v = 12 \) case in Fig. 2.1 is:

\[
\begin{bmatrix}
  x_k(52), \cdots, x_k(61), 0, 0, x_k(0), x_k(1), \cdots, x_k(61), 0, 0
\end{bmatrix}.
\] (2.56)

and the transmission block for the \( v = 0 \) case in Fig. 2.1 is:

\[
\begin{bmatrix}
  x_k(0), x_k(1), \cdots, x_k(55), 0, \cdots, 0
\end{bmatrix}.
\] (2.57)

As mentioned previously in Section 2.3.5, our IA based precoded system, when the full CP, i.e., \( v = 16 \), is added, coincides with SC-FDE as also shown in Fig. 2.1 with solid curves marked by \( \diamond \) and \( \times \), respectively.

For CP-OFDM, ZP-only, SC-FDE, in order to completely eliminate the IBI, the CP/ZP lengths should be at least all 16 14, 12, 8, when 64, 62, 60, 56 independent information symbols are sent in a data block of length \( N = 64 \), respectively, which are clearly higher than the CP lengths 16, 12, 8, 0, in our proposed IA based precoding, respectively, for the last three cases. After saying so, although in all these cases, the IBI can be completely eliminated, their performances are different. One can see that the ZP-only scheme performs the best, since it achieves the full multipath diversity with the MMSE or ZF receiver [64]. In fact, this case is equivalent to the MISO case with quasi-static flat fading channels when the delay diversity code (or Toeplitz code) is used. It is theoretically shown in [72, 37] that this code achieves the full spatial diversity (corresponding to the full multipath diversity in the ISI channel case) with the ZF/MMSE receiver.

In Fig. 2.2, we consider the same SISO case as in Fig. 2.1 with two cases that do not satisfy the condition obtained in Theorem 3. These two cases are when \( v = 8 \) and \( v = 12 \) and the numbers of transmitted independent information symbols
in one block are 62 and 64, respectively. The BER performances for these two cases are dashed curves in Fig. 2.2, where one can see that error floors occur when SNR becomes high because the IBI cannot be completely eliminated. Notice that when insufficient CP/ZP is added for CP-OFDM, ZP-only or SC-FDE, error floor will also occur because there is residual IBI.

In Fig. 2.3, we simulate the IA based precoding scheme proposed in this paper for the MISO configuration of $n_t = 2$ and $n_r = 1$. We consider both cases of satisfying (solid curves in Fig. 2.3) and not-satisfying (dashed curves in Fig. 2.3) Theorem 3. For the convenience of having the same number of transmitted independent information symbols $x_k(n)$ in both cases, we choose the block size $N = 32$ and the CIR order $L = 19$. In each case, two different CP lengths are considered. We take the $v = 2$ case as an example to specify the transmission block:

$$\begin{bmatrix}
0 & 0 & x_k(0) & x_k(2) & \cdots & x_k(28) & x_k(30) & 0 & \cdots & 0 \\
0 & 0 & x_k(1) & x_k(3) & \cdots & x_k(29) & 0 & 0 & \cdots & 0
\end{bmatrix}, \quad (2.58)$$

where there are 16 consecutive zeros at the end of each row, each row represents the transmission block at one transmit antenna, and the first two zeros are the CP of length $v = 2$ in each row.

In Fig. 2.4, we simulate the IA based precoding scheme proposed in this paper for a MIMO configuration of four transmit and two receive antennas, i.e., $n_t = 4$ and $n_r = 2$. We also consider both cases of satisfying (solid curves in Fig. 2.4) and not-satisfying (dashed curves in Fig. 2.4) Theorem 3. For the convenience of having the same number of transmitted independent information symbols $x_k(n)$ in both cases, we also choose the block size $N = 32$ and the CIR order $L = 19$. In each case, two different CP lengths are considered. Again, the $v = 2$ case is used as an example to specify the transmission block:

$$\begin{bmatrix}
0 & 0 & x_k(0) & x_k(4) & \cdots & x_k(56) & x_k(60) & 0 & \cdots & 0 \\
0 & 0 & x_k(1) & x_k(5) & \cdots & x_k(57) & x_k(61) & 0 & \cdots & 0 \\
0 & 0 & x_k(2) & x_k(6) & \cdots & x_k(58) & 0 & 0 & \cdots & 0 \\
0 & 0 & x_k(3) & x_k(7) & \cdots & x_k(59) & 0 & 0 & \cdots & 0
\end{bmatrix}, \quad (2.59)$$
where there are 16 consecutive zeros at the end of each row for the first two rows and 17 consecutive zeros at the end of each row for the last two rows, and the first two columns of zeros are the CP of length $v = 2$. Each row of (2.59) is for one transmit antenna. Comparing the results in Fig. 2.3 and Fig. 2.4 for the cases of two transmit and one receive antennas and four transmit and two receive antennas, respectively, we can see that the channels are the same (i.e., the CIR orders $L$, the CP lengths $v$, the data block sizes $N$, and the ratios between the numbers of transmit and receive antennas are the same) but the number of independent information symbols can be solved for the later case almost doubles that of the former case. Although the bandwidth efficiency gets better for more antennas for our precodings, as one can see from these two figures the BER performance degrades, which may be improved by, for example, employing forward error correction coding. Another remark is that the total ZP length for each of the last two transmit antennas in (2.59) is already 19 that is the same as the CIR order $L$ here. In other words, for the last two transmit antennas, the IBIs do not appear. However, since there are four transmit antennas but only two receive antennas, the signals may not be solved freely as in the SISO case.

In Fig. 2.5, we simulate the IA based precoding scheme proposed in this paper for another MIMO configuration of $n_t = 4$, $n_r = 4$. Both cases of satisfying (solid curves in Fig. 2.5) and not-satisfying (dashed curves in Fig. 2.5) are studied. Two different CP lengths are considered for each case. We choose the block size $N = 32$ and CIR order $L = 12$. In the $v = 6$ case, transmission block is specified as

$$
\begin{bmatrix}
  x_k(104) & x_k(108) & x_k(112) & 0 & 0 & 0 & x_k(0) & \cdots & x_k(112) & 0 & 0 & 0 \\
  x_k(105) & x_k(109) & x_k(113) & 0 & 0 & 0 & x_k(1) & \cdots & x_k(113) & 0 & 0 & 0 \\
  x_k(106) & x_k(110) & x_k(114) & 0 & 0 & 0 & x_k(2) & \cdots & x_k(114) & 0 & 0 & 0 \\
  x_k(107) & x_k(111) & x_k(115) & 0 & 0 & 0 & x_k(3) & \cdots & x_k(115) & 0 & 0 & 0 \\
\end{bmatrix}, \quad (2.60)
$$

where the first 6 columns are the CP of length $v = 6$. One can see that even more independent information symbols $x_k(n)$ can be sent in this configuration.
2.5 Conclusions

In this paper, we proposed a channel independent precoding for MIMO-OFDM systems with insufficient CP by using the notion of interference nulling that has been also actively used in interference alignment lately. We showed that our proposed precoding is more bandwidth efficient than the conventional zero-padded or CP added MIMO systems, such as, ZP-only, CP-OFDM and SC-FDE systems, when the number of receive antennas is not more than the number of transmit antennas. When the number of receive antennas is more than the number of transmit antennas, it was shown that the IBI in an MIMO-OFDM system can be completely eliminated without any CP or zero-padding or precoding, when the OFDM block size is not too small. The key reason behind these is that instead of making the IBI disappears completely in the conventional sufficient CP or ZP based block transmission systems, the IA based channel independent precoding proposed in this paper aligns the IBI interference subspace disjoint from the signal subspace and then the zero-forcing operator is applied to eliminate the IBI while maintain the signal. Although we only considered CP based block transmission systems in this paper, the theory developed in this paper can be easily generalized to ZP based block transmission systems.
Figure 2.1: BER performances of the IA based precoding, SC-FDE, CP-OFDM, ZP-only
Figure 2.2: SISO case: BER performances of IA based precoding of different CP lengths and different numbers of information symbols
Figure 2.3: MISO case: BER performances of IA based precoding of different CP lengths and different numbers of information symbols
Figure 2.4: MIMO case: BER performances of IA based precoding of different CP lengths and different numbers of information symbols
Figure 2.5: MIMO case: BER performances of IA based precoding of different CP lengths and different numbers of information symbols
Chapter 3

A ROBUST PRECODER DESIGN BASED ON CHANNEL STATISTICS FOR MIMO-OFDM SYSTEMS WITH INSUFFICIENT CYCLIC PREFIX

3.1 Introduction

Multiple-input multiple-output (MIMO) is a promising wireless communication technique to boost the wireless link capacity without requiring additional power or bandwidth [63] [16]. Further, combined with orthogonal frequency division multiplexing (OFDM) [50, 8], the MIMO-OFDM system is considered an attractive candidate for high data rate wideband wireless communications over frequency selective channels. 4G-LTE and WiMax (802.16e) both adopt MIMO-OFDM in their standards.

The equalization of OFDM modulated signal can be carried out by an one-tap equalizer. This simple receiver structure relies on the assumption that the CP length is at least as large as the channel memory length. However, in a number of applications, the sufficient CP length requirement is not practically satisfied for various reasons. For instance, when a low peak-to-average power ratio (PAPR) requirement is imposed, the inverse discrete Fourier transform (IDFT) size can not be too large and therefore the CP length is constrained too. Another scenario is that OFDM system might intentionally limit its CP length to a fixed proportion to the entire data block to meet the spectral efficiency demand. In this type of applications, there is a tradeoff between the goals to suppress ISI and to keep the spectral efficiency. When the CP length is insufficient, intercarrier interference (ICI) from the symbols in the current transmission block and interblock interference (IBI) from the previous transmission block occur in the OFDM system. To cope with ICI and IBI induced by the insufficient CP, several techniques have been proposed [6, 47, 62, 66, 19] for OFDM/DMT (discrete multitone). Under
the assumption of perfect channel state information (CSI) at the transmitter, [6] and [47] added sufficient redundancies in time domain and frequency domain respectively to eliminate the distortion. [62] proposed a training-based two stage scheme to first shorten the channel and then perform the per-tone equalization. Some other techniques should also be noticed in [66, 19].

In our recent work [27], a new IBI nulling based technique is proposed. The notion is to utilize a precoding to contain IBI into a distinct subspace with the minimum dimension from the signal subspace and then null IBI at the receiver, which will facilitate the subsequent signal detection using both the desired signal term and the ICI term. Our precoder design in [27] expands the minimum redundancy ISI free transceiver design for DMT system proposed in [36] for MIMO-OFDM and our result shows the feasibility of such a channel independent precoder design and a higher bandwidth efficiency than what is achieved by the conventional MIMO-OFDM system with sufficient CP. But no optimal design is studied for this type of precoder in [27], where the precoder design is channel independent. A natural question is whether we can design the precoder optimally and improve the performance, if some channel statistics is known at the transmitter.

With the statistical CSI at the transmitter, the optimal precoder designs have been studied for various MIMO applications[73, 49, 67]. Particularly, in [73] a robust design of linear transceivers is proposed for a MIMO system with imperfect CSI at the transmitter. It follows the basic ideas and techniques in [44], but exploits the channel mean and covariance as the imperfect CSI and develops a set of optimization criteria based on the tight lower bound of the average mean squared error (MSE) matrix. But the scheme in [73] can not be directly apply to our precoder design problem where the CP is insufficient and thus the residual IBI still exists at the receiver. The elimination of residual IBI requires changes in both the precoder and equalizer. More details will be seen later.

In the recent work [71], another approach is investigated to handle the robust
transceiver design problem for MIMO-OFDM with sufficient CP, which has taken channel estimation errors into account at both transmitter and receiver in their transceiver design. A closed form optimal solution of the precoder and equalizer is proposed. The solution is a per subcarrier water-filling and hence named cluster water-filling. Since frequency domain estimated CSI is required for every transmission block at the transmitter, this strategy is more suitable for sufficient CP scenarios. However, due to insufficient CP in our signal model, IBI and ICI occur and as a consequence, it is hard to design an optimization scheme on a per subcarrier basis. We, thus, need to consider an optimized precoder across all the available frequency and spatial dimensions.

In this paper, a robust linear precoder design is proposed based on the statistical CSI at the transmitter for a MIMO-OFDM system with insufficient CP. To clearly compare this work and our previous work [27], the following major distinctions should be noticed:

- The work in [27] is mainly to prove the feasibility of a precoder that is able to separate IBI into a disjoint subspace with the minimum dimension from the signal subspace, but the simple precoder example does not guarantee a good performance. In the present work, one of the main goals is to enhance the performance of our precoder.

- The channel independent precoding scheme in [27] indicates that no CSI is literally needed for the precoding. However, in this current precoding scheme, channel statistics serves as a necessity to improve the performance.

Specifically, we incorporate the statistical optimization technique in our linear precoding scheme in [27], which can realize the IBI separation and elimination goal combined with a projection operation at the receiver. The precoder fulfills the role of the minimum maximal MSE precoder when MMSE equalization is adopted for signal detection. For the explicitness of this paper, the main distinctive contributions are highlighted in the following:

- The optimization over all the spatial and frequency dimensions easily takes the intercarrier interference into account, which greatly simplifies our problem formulation and solution. The optimized precoding scheme for MIMO-OFDM is designed in a carrier cooperative way. This scheme can potentially gain a better performance than the carrier noncooperative scheme.
At the transmitter only the covariance matrix of the equivalent channel matrix is required as the statistical CSI. The cost to feedback this statistical CSI is fairly acceptable, since the covariance matrix evolves rather slowly compared to the instant values of the equivalent channel matrix. Once computed and feedback, this covariance information can be valid through many transmission blocks.

The rest of the paper is structured as follows: In Section 3.2, the MIMO-OFDM model with insufficient CP is introduced. In Section 3.3, the receiver structure and its processing as well as the precoder design are described. Then, in Section 3.4 simulation results are presented.

**Notations:** Boldface upper-case letters denote matrices, boldface lower-case letters denote vectors. $0_{m \times n}$ stands for a $m \times n$ matrix with all zero entries. $I_k$ stands for an identity matrix of size $k$. The operators $(\cdot)^T$ and $(\cdot)^H$ serve as the transpose and the Hermitian transpose, respectively. $[\mathbf{H}]_{i,j}$ stands for the the entry at the $i$th row and the $j$th column of the matrix and $[\mathbf{H}]_{i:j}$ stands for the submatrix consisting of the $i$th row to the $j$th row of $\mathbf{H}$. Likewise, $[\mathbf{x}]_{i:j}$ stands for the vector consisting of the $i$th to the $j$th elements of $\mathbf{x}$, and for convenience, $\mathbf{x}(i)$ stands for the $i$th element of vector $\mathbf{x}$. $\mathbf{A} \otimes \mathbf{B}$ denotes the Kronecker product of matrices $\mathbf{A}$ and $\mathbf{B}$. $\text{span}\{\cdot\}$ denotes the space spanned by the column vectors of a matrix. $\text{dim}(\cdot)$ means the number of the column space dimension of a matrix. $\text{tr}(\cdot)$ takes the trace of a matrix. $(x)^+ = \max(0, x)$. $\text{diag}(x_1, \ldots, x_n)$ stands for a diagonal matrix with the elements $x_1, \ldots, x_n$ on its main diagonal.

### 3.2 MIMO-OFDM Model

We consider a MIMO system with $n_t$ transmit, $n_r$ receive antennas, and OFDM modulated signal blocks (of block length $N$) transmitted at each antenna. The overall input to the MIMO-OFDM system is noted by $\bar{\mathbf{r}}_k = [(\mathbf{r}_k^0)^T, (\mathbf{r}_k^1)^T, \cdots, (\mathbf{r}_k^{N-1})^T]^T$, where $\mathbf{r}_k^i$ denotes the $n_t \times 1$ vector for the $n_t$ transmit antennas at the $i$th subcarrier, $0 \leq i \leq N-1$, in frequency domain. Let $\mathbf{W}_N$ represent the normalized IDFT matrix of size $N$ with the entries $[\mathbf{W}_N]_{m,n} = (1/\sqrt{N}) \exp(j2\pi(m-1)(n-1)/N)$, for $1 \leq m \leq N$, $1 \leq n \leq N$. The input vector $\bar{\mathbf{r}}_k$ is polyphase decomposed into $n_t$ $N$-dimensional vectors.
and transformed into time domain signals individually by $n_t$ IDFT matrices $W_N$. Equivalently, the overall IDFT operation over $\mathbf{r}_k$ can be represented by $\mathbf{\bar{W}} \triangleq W_N \otimes I_{n_t}$.

At each transmit antenna, an insufficient CP of length $v$ ($v < L$) is added to the input signal block and propagates via a multipath channel $\mathbf{h}_{ij} = [h_{ij}(0), h_{ij}(1), \cdots, h_{ij}(L)]^T$ between the $i$th receive antenna and the $j$th transmit antenna, where we assume that all the entries of $\mathbf{h}_{ij}$ are complex Gaussian random variables with 0 mean and the channel length, $L + 1$, is identical for all the channels. We now define $n_r \times n_t$ channel matrices $\mathbf{H}(l)$, $l = 0, 1, \cdots, L$, as

$$\mathbf{H}(l) = \begin{bmatrix}
h_{11}(l) & \cdots & h_{1n_t}(l) \\
\vdots & \ddots & \vdots \\
h_{n_r1}(l) & \cdots & h_{n_rn_t}(l)
\end{bmatrix}.$$  \hspace{1cm} (3.1)

$\mathbf{H}(l)$, $l = 0, 1, \cdots, L$, are the $n_r \times n_t$ MIMO channel matrices for the $l$th multipath. Due to the randomness of the channel coefficients, all the matrices $\mathbf{H}(l)$ are of full rank almost surely.

At the receiver, the CP is removed and the overall time domain received block is given,

$$\mathbf{\bar{y}}_k = \mathbf{C}\mathbf{\bar{W}}\mathbf{r}_k + \mathbf{B}\mathbf{\bar{W}}\mathbf{r}_{k-1} + \mathbf{n}_k,$$  \hspace{1cm} (3.2)

where $\mathbf{n}_k$ is the $n_rN \times 1$ noise vector with the complex Gaussian distribution $\mathcal{CN}(\mathbf{0}, \mathbf{I})$, $\mathbf{C}$ and $\mathbf{B}$ of size $n_rN \times n_tN$ are the overall channel matrix and IBI matrix, respectively,
constructed by stacking submatrices $H(l)$ in (3.1) and shown in (3.3) and (3.4).

$$
C = \begin{bmatrix}
H(0) & 0 & \cdots & 0 & \cdots & 0 & H(v) & \cdots & H(1) \\
\vdots & \ddots & \ddots & \vdots & \cdots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 & H(L) & H(v) & \vdots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & H(L) & \cdots & \cdots & H(v-1) & \cdots & H(0) \\
\end{bmatrix}, \quad (3.3)
$$

$$
B = \begin{bmatrix}
0 & \cdots & 0 & H(L) & \cdots & H(v+1) \\
\vdots & \ddots & \ddots & \vdots & \cdots & \vdots \\
\vdots & \ddots & \ddots & 0 & H(L) & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots & \cdots & 0 \\
\end{bmatrix}. \quad (3.4)
$$

For this MIMO-OFDM system, the input vector $\bar{r}_k$ is also the precoded output of information symbol vector $\bar{x}_k = [(x_0^k)^T, (x_1^k)^T, \cdots, (x_{N-1}^k)^T]^T$ by an $n_t N \times n_t N$ precoding matrix $P$,

$$
\bar{r}_k = P\bar{x}_k \quad (3.5)
$$

$$
= P[(x_0^k)^T, (x_1^k)^T, \cdots, (x_{N-1}^k)^T]^T. \quad (3.6)
$$

For the convenience of designing the precoding matrix, we consider the design of precoder $Q \overset{\Delta}{=} \bar{W}P$. The precoding matrix $P$ can then be obtained by multiplying $Q$ with $\bar{W}^{-1} = W_N^{-1} \otimes I_{n_t}$, where $W_N^{-1}$ is the discrete Fourier transform (DFT) matrix of size $N$. In our context, both $P$ and $Q$ are called precoders interchangeably. According to the discussion in [27] we have the main results of [27] presented in Theorem 1 and Theorem 2,
Theorem 3 For the insufficient CP MIMO-OFDM system with $n_r \leq n_t$, the total number of independent information symbols can be solved by the zero-forcing operator during each OFDM block is $n_\beta$

$$n_\beta = \begin{cases} 
  n_t(N - L + v) + \left\lfloor \frac{n_r N - n_t (N - L + v)}{2} \right\rfloor, & \text{if } n_t(N - L + v) < n_r N, \\
  n_r N, & \text{if } n_t(N - L + v) \geq n_r N. 
\end{cases} \tag{3.7}$$

Theorem 4 For the insufficient CP MIMO-OFDM system with $n_r > n_t$, when the following condition for block size $N$ is satisfied,

$$N \geq \frac{n_t}{n_r - n_t} (L - v), \tag{3.8}$$

no zero-padding or precoding is needed and the total number of independent information symbols can be solved by the zero-forcing operator is $n_t N$.

Since we are now taking the advantage of CSI at the transmitter, the precoder design for cases described in both Theorem 1 and Theorem 2 are considered.

We have concluded that, in Theorem 1, this $n_t N \times n_t N$ precoder $Q$ possesses a unifying structure

$$Q = [Q_u \quad Q_z], \tag{3.9}$$

where the submatrix $Q_u$ is an $n_t N \times n_\beta$ tall matrix. $Q_u$ corresponds to the first $n_\beta$ independent information symbols in $\bar{x}_k$, which are denoted by the $n_\beta \times 1$ vector $\bar{x}_k$, with zero mean and equal average power, i.e., $\mathbb{E}\{\bar{x}_k \bar{x}_k^H\} = \sigma_s^2 I_{n_\beta}$. The input signal vector $\bar{x}_k$ can be represented by $\bar{x}_k = [\bar{x}_k^T \quad 0_{(n_t N - n_\beta) \times 1}]^T$. $\bar{x}_k$ is our only concern in detecting the $k$-th data block $\bar{x}_k$. The submatrix $Q_z$ is $n_t N \times (n_t N - n_\beta)$ and the columns of the submatrix $Q_z$ can be anything that is linearly dependent on the columns of $Q_u$ and does not affect the conditions that is imposed on the design of the precoder in Theorem 1. Thus, we henceforth set $Q_z = 0$ for clarity. This submatrix $Q_z$ corresponds to the last $n_t N - n_\beta$ padding zeros in $\bar{x}_k$.

When $n_t(N - L + v) < n_r N$ holds, the precoding submatrix $Q_u$ has the structure in (3.10) so as to separate the IBI and the current signal subspaces,

$$Q_u = \begin{bmatrix} Q^T & 0_{n_\beta \times (n_t N - n_\beta)} \end{bmatrix}^T, \tag{3.10}$$
where \( Q_u \) consists of a full rank square submatrix \( \bar{Q} \) of size \( n_\beta \) that performs precoding and an \( (n_t N - n_\beta) \times n_\beta \) zero padding submatrix. The rationale behind this structure is that by introducing redundancy using the zero-padding submatrix in (3.10), the ranks of both \( CQ \) and \( BQ \) shrink. The signal subspace and the IBI subspace are separated in the received signal space under the condition that \( \text{span}\{CQ\} \cap \text{span}\{BQ\} = \{0\} \). We have proved in [27] that this condition holds and the minimum redundancy is proved to be \( n_r N - n_\beta \) zero rows in the trail of the precoding matrix.

On the other hand, when \( n_t(N - L + v) \geq n_r N \), \( Q_u \) is expressed below,

\[
Q_u = \begin{bmatrix} \bar{Q}^T & 0_{n_\beta \times n_t(L-v)} \end{bmatrix}^T,
\]

where \( \bar{Q} \) is of size \( n_t(N - L + v) \times n_\beta \) and the \( n_t(L - v) \times n_\beta \) zero padding submatrix is sufficient to remove all IBI. For this case, at the receiver there will be no residual IBI and therefore no zero-forcing operation is applied. Standard procedures as described in [73] can be carried out to design a robust precoder.

For Theorem 2, we have \( Q = Q_u \) is a full rank square matrix of size \( n_t N \). It can be analogously designed in the way we will handle \( Q_u \) in (3.10) with some differences specified later.

### 3.3 Receiver Structure And Precoder Design

In this section, we first discuss the processing at the receiver and then a design criterion depends on what the receiver is used.

#### 3.3.1 Receiver Structure

The zero-forcing is first performed over the received signal to suppress all the residual IBI. A linear MMSE equalizer is concatenated to extract the desired signal symbols from the zero-forcing output. We will initially and mainly discuss the first case in Theorem 1 and then discuss the precoding for Theorem 2.

According to the result in our previous work [27], in our Theorem 1, when the transmit antenna number is less than or equal to the receive antenna number.
\( n_r \leq n_t \), and the OFDM block length \( N \) and the CP length \( v \) are chosen properly so that \( n_t(N - L + v) < n_rN \) holds, we can put \( n_1 = \left\lfloor \frac{n_rN - n_t(N - L + v)}{2} \right\rfloor \) more data symbol in the MIMO-OFDM system. To do so, a properly designed precoder at the transmitter combined with an IBI zero-forcing matrix at the receiver is used.

By taking a maximal set of \( m_1 \) linearly independent column vectors \( \{\tilde{b}_1, \ldots, \tilde{b}_{m_1}\} \) in \( BQ_u \), a full column rank matrix is formed: \( \tilde{B} = [\tilde{b}_1, \ldots, \tilde{b}_{m_1}] \). Since the column vectors of \( \tilde{B} \) spans the range space of the interference vectors, a zero-forcing matrix that eliminates the IBI term \( BQ_u\bar{x}_{k-1} \) can be constructed as

\[
F_z = I - \tilde{B}(\tilde{B}^H\tilde{B})^{-1}\tilde{B}^H.
\] (3.12)

Note that \( F_z \) is determined by the IBI subspace after the precoding. Moreover, the IBI subspace is determined by the lower zero padding submatrix in \( Q_u \). The upper submatrix \( Q \) only decides the basis of \( \tilde{B} \), but does not alter \( F_z \). This is easily tested using \( \tilde{B}T \) to replace \( \tilde{B} \) and \( F_z \) remains the same, where \( T \) is an \( m_1 \times m_1 \) invertible matrix. This implies that for the explicit calculation of \( F_z \), the optimized solution of \( Q_u \) is not a prerequisite. Consequently, to calculate \( F_z \), a simple and unoptimized choice of \( Q_u \) in (3.13) also works.

\[
Q_u = [I_{n_\beta}, \ 0_{n_\beta \times (n_1 N - n_\beta)}]^T. \tag{3.13}
\]

After \( Q_u \) in (3.13) is used, we only need to have \( \tilde{B} \) to construct \( F_z \). Thus, the following procedures are provided to obtain \( \tilde{B} \). We use a brief expression \( B = [0, \cdots, 0, b_1, \cdots, b_{n_t(L-v)}] \) for \( B \) in (3.4), where \( b_i \) is the \( i \)th non-zero column vector in \( B \). For this chosen \( Q_u \) in (3.13), \( BQ_u \) is given by

\[
BQ_u = [0, \cdots, 0, b_1, \cdots, b_{n_1}] = [0 \quad B_c] \tag{3.14}
\]

where \( B_c = [b_1, \cdots, b_{n_1}] \).

Due to different MIMO configurations, two cases are separately discussed. If the number of transmitter and receiver antennas are the same \( (n_r = n_t) \), it is guaranteed that \( b_1, \cdots, b_{n_1} \) are linearly independent almost surely. In this case, \( m_1 = n_1 \). In the
sequel, without specific explanation, the linear independence is in the sense of almost surely. Using these $m_1$ column vectors $b_1, \cdots, b_{m_1}$ as columns of $\tilde{B}$, the zero forcing matrix in (3.12) is constructed.

On the other hand, if $n_r < n_t$, linear dependency exists among the column vectors $H_l$ in (3.1), and therefore linear dependency might exist among these $n_1$ columns $b_1, \ldots, b_{n_1}$ in $B_c$. We simply select $m_1$ ($m_1 < n_1$) linear independent column vectors $b_1, \cdots, b_{m_1}$ from $B_c$.

Observe $B_c$'s expression closely in the following and suppose $n_1 = n_tK + D$, $0 \leq D < n_t$.

$$B_c = [b_1, \cdots, b_{n_1}]$$

where $H_T(l)$ is defined as

$$H_T(l) = \begin{bmatrix}
    h_{11}(l) & \cdots & h_{1D}(l) \\
    \vdots & \ddots & \vdots \\
    h_{n_r1}(l) & \cdots & h_{n_rD}(l)
\end{bmatrix} \tag{3.16}$$

From (3.15), the first $n_tK$ columns have a block Toeplitz structure and therefore from the $(kn_t+1)$th to the $((k+1)n_t)$th columns, $n_r$ independent column vectors are included, $0 \leq k \leq K - 1$. Take $n_r$ independent columns in every $n_t$ column vectors starting from the leftmost column and then take the rest $D'$ independent columns from the last $D$ column vectors in $B_c$. $\tilde{B} = [\tilde{b}_1, \ldots, \tilde{b}_{m_1}]$ in (3.12) is constructed and $m_1 = n_rK + D'$.

Note that if we directly apply the zero forcing matrix to the received signal, the output noise $F_z n_k$ is no longer an i.i.d. Gaussian noise vector, which can complicate
both our precoder design and the MMSE equalizer. One method to cope with this
defect is to perform eigen-decompose of the zero-forcing matrix \( F_z \), i.e.,
\[
F_z = U_F^H D_F U_F,
\]
where \( U_F \) is an \( n_r N \times n_r N \) unitary matrix and
\[
D_F = \begin{bmatrix}
I_{r \times r} & 0_{r \times (n_r N - r)} \\
0_{(n_r N - r) \times r} & 0_{(n_r N - r) \times (n_r N - r)}
\end{bmatrix},
\]
where \( r = \text{rank}(F_z) = n_r N - m_1 \). The reason to have this diagonal matrix form
is because matrix \( F_z \) is a projection matrix. Since \( F_z B Q_u = 0 \), \( F_d = D_F U_F \) can
actually also eliminate the interference (\( F_d B Q_u = 0 \)). Therefore, apply the zero-
forcing matrix \( F_d = D_F U_F \) to the received signal represented in (3.2) and (3.5), we
have the expression,
\[
F_d \tilde{y}_k = F_d C Q_u \tilde{x}_k + F_d \tilde{n}_k. \tag{3.17}
\]
Note that the effect of multiplying \( D_F \) to the left of a matrix is to pick the first
\( n_r N - m_1 \) rows and set the rest \( m_1 \) rows to be zero. Consequently, the last \( m_1 \) rows at
both side of equation (3.17) are truncated. Therefore, define \( (n_r N - m_1) \times 1 \) receive
signal \( \tilde{y}_k = [F_d \tilde{y}_k]_{1:r} \), \( (n_r N - m_1) \times n_t N \) equivalent channel matrix
\( H_{eq} = [F_d C]_{1:r,} \); and the associated \( (n_r N - m_1) \times 1 \) noise vector
\( \tilde{n}_k = [F_d \tilde{n}_k]_{1:r} \). The signal at the output of the zero-forcing can be equivalently expressed as,
\[
\tilde{y}_k = H_{eq} Q_u \tilde{x}_k + \tilde{n}_k, \tag{3.18}
\]
where \( \tilde{n}_k \) is also with the complex Gaussian distribution \( \mathcal{CN}(0, I) \).

For the case in Theorem 2, the zero-forcing operation also holds with some
necessary changes in parameters. To be specific, we have \( m_1 = n_t (L - v) \) and choose
\( \tilde{B} = [b_1, \ldots, b_{m_1}] \), where \( b_1, \ldots, b_{m_1} \) are the \( n_t (L - v) \) nonzero columns in \( B \). The
zero-forcing matrix \( F_z \) can also be determined using (3.12). The equivalent signal
model is also given in (3.18).
The MMSE equalizer for the signal detection in (3.18) is
\[
G = \left( \frac{1}{\sigma^2_s} I + Q_u^H H_{eq}^H Q_u \right)^{-1} Q_u^H H_{eq}^H.
\] (3.19)

Applying the MMSE equalizer, the equalized signal associated with \( \tilde{x}_k \) can be expressed as
\[
\hat{x}_k = GH_{eq} Q_u \tilde{x}_k + G \tilde{n}_k.
\] (3.20)

The MSE matrix for the MMSE equalized signal vector \( \hat{x}_k \) is defined as
\[
E = \mathbb{E} \{ (\tilde{x}_k - \hat{x}_k)(\tilde{x}_k - \hat{x}_k)^H \} = \left[ \frac{1}{\sigma^2_s} I + Q_u^H H_{eq}^H H_{eq} Q_u \right]^{-1},
\] (3.21)
where the expectation is taken over the noise vector \( \tilde{n}_k \). In (3.21) each element of \( \tilde{x}_k \) has its MSE located on the corresponding diagonal entry in \( E \).

Since in our precoding scheme the instantaneous CSI at the transmitter is unavailable, the term \( H_{eq}^H H_{eq} \) can not be computed using the instantaneous value. As a consequence, we employ the covariance matrix \( R_c = \mathbb{E} \{ H_{eq}^H H_{eq} \} \) as the substitutional statistical CSI at the transmitter. The MSE matrix is then rewritten by
\[
E = \left[ \frac{1}{\sigma^2_s} I + Q_u^H R_c Q_u \right]^{-1}.
\] (3.22)

Note that from the results in [41] and [73], on the set of \( n \times n \) positive definite Hermitian matrices, the function \( \phi(A) = A^{-1} \) is strictly matrix-convex, namely, \( \mathbb{E} \{ A^{-1} \} \geq \mathbb{E} \{ A \}^{-1} \). As a result, we have,
\[
\bar{E} = \left[ \frac{1}{\sigma^2_s} I + Q_u^H \mathbb{E} \{ H_{eq}^H H_{eq} \} Q_u \right]^{-1} \leq \mathbb{E} \left[ \frac{1}{\sigma^2_s} I + Q_u^H H_{eq}^H H_{eq} Q_u \right]^{-1}.
\] (3.24)

This means that the optimization criterion chosen in (3.23) is a lower bound of the averaged MSE on all the possible channel realizations. The work [73] additionally proved that this lower bound is asymptotically tight. Thus all of our design and simulation will be based on this lower bound \( \bar{E} \).
3.3.2 Precoder Design

Given the tight lower bound of the average MSE in (3.23) and the MMSE equalizer in (3.19), the precoder design problem can be generally formulated by choosing a certain cost function $F_0$ of $\bar{E}$ and minimizing this cost function subject to the transmit power constraint $P_T$:

$$
\min_{Q_u} \quad F_0 \left( \left[ \frac{1}{\sigma_s^2} I + Q_u^H R_c Q_u \right]^{-1} \right),
$$

$$
s.t. \quad tr\{Q_u Q_u^H\} \leq P_T.
$$

(3.25)

If we consider the data symbol transmitted at one transmit antenna in one symbol interval as a data stream, there are $n_\beta$ data streams in total during one block transmission in our MIMO-OFDM system. The overall performance is mainly dominated by the data stream with the largest average MSE. Therefore the maximum stream MSE of all data streams is the function of interest to be minimized in this work. Choose $P_T = n_\beta$, our optimization problem can be expressed as,

$$
\min_{Q_u} \quad \max_{1 \leq i \leq n_\beta} \left[ \left[ \frac{1}{\sigma_s^2} I + Q_u^H R_c Q_u \right]^{-1} \right]_{i,i},
$$

$$
s.t. \quad tr\{Q_u Q_u^H\} \leq n_\beta.
$$

(3.26)

In the work [44] [45], a unified convex programming framework for optimized precoder design is proposed in the perfect CSI case. The conclusion is further extended to the statistical CSI case in [73], where it is shown that the optimized precoder structure remains the same when statistical CSI is acquired at the transmitter and perfect CSI is at the receiver. Their results for the statistical CSI case is then summarized as follows:

Assume the eigen-decomposition for the channel covariance matrix as,

$$
R_c = U_c \Lambda_c U_c^H
$$

(3.27)

where $U_c$ is unitary, and $\Lambda_c = \text{diag}\{\lambda_{c,1}, \ldots, \lambda_{n_{c,(n_c \times N)}}\}$ and all the eigenvalues are in increasing order, i.e., $\lambda_i \leq \lambda_j$, for $1 \leq i < j \leq n_t N$. 
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If the function $\mathcal{F}_0$ is Schur-concave over its domain, the solution to the problem in (3.25) is given by,

$$Q_u = U_{c,1} \Sigma_{d,1},$$  \hspace{1cm} (3.28)

where $U_{c,1} \in \mathbb{C}^{n_tN \times n_\beta}$ has the first $n_\beta$ columns of $U_c$ as its columns, which are the eigenvectors of $R_c$ corresponding to the $n_\beta$ largest eigenvalues in decreasing order. Let $\Sigma$ be the $n_tN \times n_\beta$ power loading matrix. Except the power allocation elements $d_1^{1/2}, \ldots, d_{n_\beta}^{1/2}$ arranged decreasingly on the upmost main diagonal of $\Sigma$, other elements are all zeros. $\Sigma_{d,1} = \Lambda_c^{-1/2} \Sigma$. For the concave case, the optimal precoder $Q_u$ will result in a diagonal structure of the averaged MSE matrix in (3.23).

On the other hand, if the function $\mathcal{F}_0$ is Schur-convex, the solution is expressed by,

$$Q_u = U_{c,1} \Sigma_{d,1} V,$$  \hspace{1cm} (3.29)

where $U_{c,1}$ and $\Sigma_{d,1}$ are defined the same way as in (3.28). For the convex case, for example, the max\{·\} cost function in our problem, there is an extra unitary matrix $V$ which produces a non-diagonal $\tilde{E}$ with identical diagonal elements. i.e., identical component MSEs for all data streams. Such unitary matrix $V$ can be chosen as the Hadamard matrix or the normalized DFT/IDFT matrix. Additionally, the optimized power loading $d_i$’s are solved by minimizing $tr\{\tilde{E}\}$ using waterfilling method.

However, for our optimization problem aiming at minimizing the maximum statistical MSE, we need the precoder $Q_u$ to achieve two goals: not only transmit $n_\beta$ independent information symbols through $n_\beta$ statistical eigenmodes but also satisfy our IBI separation condition so as to completely suppress the residual IBI before we decode the information symbols. Therefore, the optimal solution shown in [73] cannot be directly adopted, since this $n_tN \times n_\beta$ matrix $U_{c,1}$ on the left hand side of the precoder $Q_u$ violates the condition in (3.10) to separate IBI. So some necessary modifications to $U_{c,1}$ and $\Sigma_{d,1}$ are carried out.

For the first case in Theorem 1, i.e., $n_t(N - L + v) < n_rN$, our condition in (3.10) requires that the last $n_tN - n_\beta$ rows to be zero rows, which can be sufficed
by choosing another \( n_tN \times n_\beta \) matrix \( U_q \) to substitute \( U_{c,1} \), which should have both orthogonal columns and all last \( n_tN - n_\beta \) rows to be zero rows. The resulting precoder can be expressed by,

\[
Q_u = U_q \Sigma_{q,1} W_{n_\beta},
\]

where \( U_q = [\hat{U}^T, \mathbf{0}_{n_\beta \times (n_tN-n_\beta)}]^T \), \( \Sigma_{q,1} \) is an \( n_tN \times n_\beta \) diagonal matrix with the power allocation elements on the upmost main diagonal entries, and \( W_{n_\beta} \) is the \( n_\beta \) dimensional DFT matrix.

To specify \( U_q \) and \( \Sigma_{q,1} \), initially let

\[
U_c = [U_{c,1} \quad U_{c,2}] = \begin{bmatrix} U_{11} & U_{12} \\ U_{21} & U_{22} \end{bmatrix},
\]

where \( U_{11} \in \mathbb{C}^{n_\beta \times n_\beta} \), \( U_{21} \in \mathbb{C}^{(n_tN-n_\beta) \times n_\beta} \), \( U_{12} \in \mathbb{C}^{n_\beta \times (n_tN-n_\beta)} \) and \( U_{22} \in \mathbb{C}^{(n_tN-n_\beta) \times (n_tN-n_\beta)} \) are the submatrices that consisting of the unitary matrix \( U_c \).

Let

\[
U'_{c,1} = \begin{bmatrix} I_{n_\beta} \\ 0_{(n_tN-n_\beta) \times n_\beta} \end{bmatrix}.
\]

Then we have

\[
\Xi = U'_{c,1}^H R_c U'_{c,1} = U'_{c,1}^H U_c \Lambda_1 U_c^H U'_{c,1} = U_{11} \Lambda_1 U_{11}^H + U_{12} \Lambda_2 U_{12}^H,
\]

where \( n_\beta \times n_\beta \) diagonal matrix \( \Lambda_1 = \text{diag}\{\lambda_1, \ldots, \lambda_{n_\beta}\} \) and \( (n_tN-n_\beta) \times (n_tN-n_\beta) \) diagonal matrix \( \Lambda_2 = \text{diag}\{\lambda_{n_\beta+1}, \ldots, \lambda_{n_tN}\} \) are the first \( n_\beta \) and last \( n_tN-n_\beta \) eigenvalues of \( R_c \) respectively. This \( n_\beta \times n_\beta \) matrix \( \Xi \) can be diagonalized by another unitary matrix \( U_0 \), i.e.,

\[
U_0^H \Xi U_0 = \tilde{\Lambda} = \text{diag}\{\tilde{\lambda}_1, \ldots, \tilde{\lambda}_{n_\beta}\},
\]
where $\tilde{\lambda}_i$'s are in increasing order. From (3.32) and (3.34), $\bar{U} = U_0$, $U_q$ is given by,

$$U_q = \begin{bmatrix} U_0 \\ 0_{(n_tN-n_\beta)\times n_\beta} \end{bmatrix}. \quad (3.35)$$

And

$$\Sigma_{q,1} = \tilde{\Lambda}^{-1/2}\Sigma \quad (3.36)$$

where $\Sigma$ is an $n_tN\times n_\beta$ diagonal matrix with upmost main diagonal entries $d_1^{1/2}, \ldots, d_{n_\beta}^{1/2}$ in decreasing order.

For the case described in Theorem 2, i.e., $n_r > n_t$ and $N \geq \frac{n}{n_r - n_t}(L - v)$, since no zero padding submatrix is included in $Q_u$, the precoder matrix can be given by,

$$Q_u = U_q \Sigma_{q,1} W_{n_\beta}, \quad (3.37)$$

where $n_\beta = n_tN$, $U_q = U_c$, $\Sigma_{q,1} = \Lambda_c \Sigma$ and $\Sigma = \text{diag}\{d_1^{1/2}, \ldots, d_{n_\beta}^{1/2}\}$.

For these two cases of precoders, a unified procedure is carried out as follows to calculate the optimized power allocation $d_1^{1/2}, \ldots, d_{n_\beta}^{1/2}$, which is equivalent to minimize $\text{tr}\{\bar{E}\}$. Since $\text{tr}\{\cdot\}$ is Schur-concave, take $Q_u = U_q \Sigma_{q,1}$ into (3.25) and take $F_0 = \text{tr}\{\bar{E}\}$, after derivation the problem is simplified to be:

$$\min_{d_i} \sum_{i=1}^{n_\beta} \frac{\sigma_s^2}{1 + \sigma_s^2d_i}, \quad (3.38)$$

$$\text{s.t.} \sum_{i=1}^{n_\beta} d_i \tilde{\lambda}_i^{-1} \leq n_\beta.$$

Then write $p_i = d_i \tilde{\lambda}_i^{-1}$ and the problem is expressed as

$$\min_{p_i} \sum_{i=1}^{n_\beta} \frac{\sigma_s^2}{1 + \sigma_s^2\tilde{\lambda}_i p_i}, \quad (3.39)$$

$$\text{s.t.} \sum_{i=1}^{n_\beta} p_i \leq n_\beta.$$
This problem in (3.39) is a convex optimization problem. The solution of $p_i$’s or equivalently $d_i$’s can be obtained through the waterfilling approach. With the definition

$$p = [p_1, \ldots, p_{n_B}]^T$$  \hspace{1cm} (3.40)$$

$$f(p) = \sum_{i=1}^{n_B} f_i(p_i)$$  \hspace{1cm} (3.41)$$

$$f_i(p_i) = \frac{\sigma_s^2}{1 + \sigma_s^2 \lambda_i p_i}.$$  \hspace{1cm} (3.42)$$

Let

$$L(p, \mu, \mu_i) = f(p) + \mu \left[ \sum_{i=1}^{n_B} p_i - n_B \right] - \sum_{i=1}^{n_B} \mu_i p_i$$  \hspace{1cm} (3.43)$$

Then we solve for the following equation

$$\frac{\partial L(p, \mu, \mu_i)}{\partial p_i} = 0$$  \hspace{1cm} (3.44)$$

The final result of (3.44) is that

$$p_i = \left[ \frac{\mu^{-1/2} \lambda_i^{1/2}}{\lambda_i^{1/2} - \frac{1}{\sigma_s^2 \lambda_i}} \right]^+$$  \hspace{1cm} (3.45)$$

$$d_i = \left[ \mu^{-1/2} \lambda_i^{1/2} - \frac{1}{\sigma_s^2} \right]^+$$  \hspace{1cm} (3.46)$$

The precoder design for our discussed problem is now concluded in (3.30), (3.35), (3.36), (3.37) and (3.46).

Generally, our proposed statistical CSIT based precoding has better performance compared to the channel independent precoding. But when the CP is sufficient, the SISO-OFDM is a special case in which there is no performance gap between the channel independent precoding and the statistical CSIT based precoding. Because in this case, our channel independent precoding in [27] is $Q_u = I_N$. With this idle precoding, the MSE’s, i.e., the diagonal elements of $\bar{E}$ are already equalized (The proof is given in Appendix A). $tr\{\bar{E}\}$ also cannot be reduced using the statistical CSIT based precoding. This, however, does not hold for a general MIMO-OFDM with sufficient CP as we shall see later in simulations.
3.4 Simulation Results

In this section, we provide some simulations to show the performance of our precoder design based on statistical CSI. The performance of our new precoder in this paper is compared to the performance of our previous channel independent precoder in [27] and the performance of systems with residual IBI in both SISO and MIMO cases. For all the simulation results in the sequel, the SNR at the receiver is accounted. The modulation constellation is BPSK for all the simulations. The proposed precoder based on statistical CSI at transmitter and the channel independent precoder in [27] are referred to as “Stat CSIT” and “Indep. Precoder” respectively in the listed figures. The performance of the newly proposed precoder is also compared to that of the standard SC-FDE, OFDM with sufficient CP and zero padding systems in the SISO case and those standard systems are referred to as “SC-FDE”, “CP-OFDM” and “ZP-only”, respectively.

In Fig. 3.1, we demonstrate the BER performances of these block transmission scheme mentioned above. The channel memory length $L = 16$ in this simulation. The independent information symbols sent in one block, is $N = 64$ for SC-FDE, CP-OFDM and ZP-only which also equals the block size. In addition, sufficient guard intervals, i.e., $v = 16$ CP or ZP symbols are adopted here. Whereas for our channel independent precoding and the precoding based on statistical CSIT, the numbers of independent information symbols are 62, 60 and 56, respectively, with 2, 4 and 8 padding zeros at the end of the block. Accordingly, the CP symbol length are $v = 12, 8, 0$ for each case.

This figure shows that our statistical CSIT based precoding can improve BER performance compared with the previous channel independent precoding, especially when the CP is very short or totally absent. Note that the our channel independent precoding coincides with the SC-FDE when full CP $v = 16$ is adopted, and thus they have the same performance. As mentioned earlier, for the SISO-OFDM case, when the CP is sufficient, the channel independent precoding and the statistical precoding achieve the same performance, so the channel independent curve for full CP also represents the performance of the statistical CSIT based precoder here. One should also
observe that the ZP-only scheme’s performance is superior among all these block trans-
mission schemes, since it collects the full multipath diversity with the MMSE receiver
[64][37].

**Figure 3.1:** MIMO case: BER performances of SC-FDE, CP-OFDM, ZP-only, our
channel independent precoding and the proposed precoding based on statistical CSIT
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In Fig. 3.2, we demonstrate the system performance degradation when more independent information symbols than total number limit required by the Theorem 1 are transmitted using the channel independent precoding and the statistical CSIT based precoding. The channel memory length $L = 16$. We plot the performance for $v = 8$ and the independent symbol number 60 in one block for both the channel independent precoding and the statistical CSIT precoding. This result are compared to the performance for $v = 8$ and sending 62 independent symbols in one block for both schemes, which are the transmissions with residual IBI. Finally, sufficient CP performance, i.e., $v = 16$, is provided as a benchmark. From Fig. 2, we can observe that the statistical CSIT precoding can perform better than the channel independent precoding even with some remainder of IBI.
In the next simulation in Fig. 3.3, we consider the statistical CSIT based precoder in this paper for a MIMO configuration of three transmit antennas and two receive antennas, i.e., $n_t = 3$ and $n_r = 2$. We choose the block size $N = 32$, channel memory length $L = 20$. For both channel independent and statistical CSIT based
precoders, the results of insufficient CP length $v = 8$ and sending 62 independent information symbols are provided, compared to the performance of full CP, i.e. $v = 20$, and sending 64 independent symbols. And another comparison for these two precoding schemes is between the transmissions with IBI. The results for sending 62 independent information symbols with CP length $v = 6$ are shown in dashed curves, which are the transmission with IBI. In Fig. 3, we notice that for the case of transmission with IBI, the statistical CSIT based precoder has better performance than the channel independent precoder, though the error floor occurs for both precoding schemes. For the cases of transmission without IBI, when $v = 8$, i.e., the CP is insufficient, the statistical CSIT precoder outperforms the channel independent precoder obviously. When $v = 20$, i.e., the CP is sufficient, the statistical CSIT precoder has slightly better performance when the SNR is high.
Then in Fig. 3.4, we switch to a $4 \times 4$ MIMO configuration. Channel memory length is $L = 12$. Set the block size $N = 32$. When 128 information symbols are transmitted with insufficient CP length $v = 6$, IBI exists. In this case, the statistical

Figure 3.3: MIMO case: BER performances of statistical CSIT precoding and the channel independent precoding
CSIT based precoder is better than the channel independent precoder shown in dashed curves. Both dashed curves have error floor when the SNR is high. When we go to the IBI free cases, if an insufficient CP is used, i.e., $v = 6$ and sending 116 information symbols, we can see that the performance of the statistical CSIT based precoder is superior to that of the independent precoder. If a sufficient CP is used, the statistical CSIT based precoder outperforms as well.
Figure 3.4: MIMO case: BER performances of IA based precoding of different CP lengths and different numbers of information symbols

3.5 Conclusion

In this paper, we continue our discussion in [27] on the precoding for MIMO-OFDM systems with insufficient CP. Instead of the channel independent precoding in
our previous work [27], new precoder based on the channel statistics at the transmitter is proposed. This design retains the property of IBI separation as what we have discussed in the channel independent precoding. Combined with the IBI zero forcing operation at the receiver, more data symbols are transmitted in the MIMO-OFDM system, and thus higher spectral efficiency is achieved. An interference free equivalent channel can be constructed from the compound of the zero-forcing and channel matrices. Toward this equivalent channel, an optimized precoder design has been carried out aiming at minimizing the maximal MSE of all the data streams. Substantial gains compared to the unoptimized channel independent precoding can be seen from the simulation results.
Chapter 4

FULL DUPLEX DELAY DIVERSITY RELAY TRANSMISSION USING BIT-INTERLEAVED CODED OFDM

4.1 Introduction

In recent years, relay-assisted wireless communication system has been undergoing extensive development in both industry and academia [43]. One of the most attractive benefits of relaying is the exploitation of the innate cooperative diversity to combat channel fading and boost the communication reliability, by combining multiple duplicates of signal from independent paths at the destination, see for example, [58, 57, 30, 34, 23, 11, 3]. By receiving, processing, and retransmitting radio signals, relay networks offer an energy efficient and low cost solution to expand coverage of wireless connections. The two most typical relaying protocols are amplify-and-forward (AF) [30, 34, 23, 11, 3, 31] and decode-and-forward (DF) [30, 21, 31, 24]. The AF protocol outperforms the DF counterpart in terms of less computational demand and shorter processing delay.

An in-band full-duplex relay performs concurrent reception and transmission in the same frequency band, hence improving the spectral efficiency significantly [55, 53, 52, 51, 38, 39] over that of the half-duplex relaying. However, practical realization and implementation of full-duplex networks still confront numerous challenges. One of the most noticeable problems is the self-interference (SI) [55, 53, 52], which directly results from the concurrent transmission and reception at the same frequency. The strong SI looped back from the transmitter at the relay node can easily diminish the throughput gain of the full-duplex relay system. A substantial amount of effort has been paid to the SI suppression techniques. First of all, physical isolation of the relay’s transmit and receive antennas, for instance, directional antennas, or sufficient large separation
distance between transmit and receive antennas, should be taken to partially remove
the SI. A combination of RF interference cancellation, baseband digital interference
cancellation as well as some other additional cancellation mechanisms, are also required
to suppress the SI to a fairly low level, see for example [55, 53, 52, 51, 38, 39, 12, 48].
Experiment reports, such as [12, 22], show that at least 110 dB of SI suppression
can be achieved by employing both isolation and interference cancellation techniques.
Although the SI can be minimized by interference suppression techniques, residual
self-interference still poses a main issue in reality and residual SI management is an
indispensable requirement in the designs of all practical full-duplex relay networks.

Based on different treatments over the residual SI, current literatures in the
full-duplex relaying with SI are mainly in two categories:

1. The first category of papers focus on how to mitigate the SI efficiently. One of the
representative works is reported in [53, 52], where the SI is suppressed to such an
infinitesimal level that it can be simply regarded as additional relay noise. In the
aforementioned works, SI is modeled as recursive loopback interference from the
relay transmit signal to its receive signal. Time domain cancellation and spatial
domain suppression and their combination are proposed to cancel the SI as much
as possible.

2. The second category of papers only require partial cancellation of SI and treat
the residual SI as a useful signal component rather than additional noise. Repre-
sentative works can be found in [38, 39], where the SI is also modeled as recursive
loopback interference and the SI is intended not to be cancelled entirely. The
residual SI is treated as a self-coding and used to form a space-time code struc-
ture in the destination received signal. The advantage of this technique is that
the SI is deemed as signal and adequately utilized to provide benefits in terms of
full cooperative diversity.

Our proposed scheme is inspired by the idea from the second category of works,
since the residual SI is bearing desired information and thus residual SI management
should be able to take advantage of the interference to enhance the robustness of the
full-duplex relay networks. A relay assisted cooperative system can be regarded as a
virtual MISO system. For MISO systems, delay diversity techniques can be used to in-
crease the system robustness[59, 17]. For MISO systems employing OFDM modulation,
several variants of delay diversity (DD) and cyclic delay diversity (CDD) techniques
can be adopted to exploit the frequency diversity [32, 4, 40]. In the scope of full duplex relay systems, the spatial diversity offered by the distributedly located source antenna and the relay transmit antenna can be exploited by using OFDM and DD. Interestingly, in the relay network the necessary processing delay at the AF relay node provides a natural resource of delay spread. This delay spread can be fully exploited to provide more robustness to the relay system. Moreover, power allocation always plays an important role for the robustness of OFDM systems. Power allocation can be implemented either individually among subcarriers [38, 33] or all subcarriers can have equal power and different portions of power can be allocated respectively to source node subcarriers and relay node subcarriers[24]. We also consider the power allocation problem in order to further guarantee the robustness of the system performance of our full-duplex relaying system, where different amounts of power are allocated to source node and relay node, respectively.

Our paper contributes to the study of full-duplex OFDM relaying in the following aspects:

- Firstly, we carry forward the idea of utilizing residual SI as useful signal rather than noise. The direct link coefficient, relay link coefficient and the residual SI are altogether modeled as a virtual multipath channel at the destination, which is a novel idea for the full-duplex OFDM relay system and facilitates fully utilizing the residual SI as a beneficial signal component.

- Based on our proposed system model, the necessary CP length at the source node is discussed. Generally, if more residual SI is modeled as the virtual multipaths at the destination, a more extended CP is required and thus less interference is introduced to the proposed system.

- Next, we also propose a block-based AF relay protocol to realize the DD OFDM at the destination node. With the help of this protocol, the full-duplex relay link can act as an extra diversity branch to provide enhanced robustness to our proposed full-duplex relay system.

- In addition, we utilize bit-interleaved coded modulation (BICM) OFDM to collect the diversity order of two in the AF relay system. Simulation results show the effectiveness of our proposed scheme.

- Finally, we also discuss the power allocation problem for our proposed full-duplex relay communication system with a total sum power constraint on the source and
relay transmission powers. Simulation results demonstrate that the proposed power allocation performs better than equal power allocation.

The remainder of the paper is organized as follows. The full-duplex signal model is described in Section II. The DD OFDM full-duplex relay scheme is proposed in Section III. Some simulation results to verify the error probability performance of the proposed system are demonstrated in Section IV. Finally, this paper is concluded in Section V.

Notations: Lowercase letters are used to denote scalars. Lowercase bold letters and uppercase bold letters stand for vectors and matrices, respectively. $(\cdot)^T$, $|\cdot|$, and $E\{\cdot\}$ denote transpose, modulus, and expectation.

4.2 Signal Model

![Dual-hop full-duplex relay network](image)

**Figure 4.1:** Dual-hop full-duplex relay network

In this section, we consider a dual-hop relay assisted communication system. As illustrated in Fig. 4.1, the relay system consists of a single antenna source node ($S$), a single antenna destination node ($D$), and a relay node ($R$) with one transmit antenna and one receive antenna. In-band full-duplex mode is employed, which allows for simultaneous transmission and reception at the relay node. The source node transmits a stream of data symbols to the destination node via two links, i.e, the direct source-to-destination link, and the dual-hop relay link. At the receive antenna, the relay
node receives the signal from the source node, and in the meantime it amplifies and transmits the previous received signal to the destination via its transmit antenna. The concurrent transmitted signal at the relay loops back and interferes with the received signal. Although interference cancellation techniques, for example, successive interference cancellation or adaptive filtering can be utilized to suppress the loopback interference, a non-negligible residue of the loopback interference inevitably exists and may decrease the error probability performance of the relay system.

Both path loss and small-scale fading are considered in modeling the relay system. All the path loss coefficients, including from the source node to the destination node $\alpha_{SD}$, from the source node to the relay node $\alpha_{SR}$ and from the relay node to the destination node $\alpha_{RD}$, are positive constants. In addition, assume that there is no path loss for the loopback interference channel due to the comparatively small propagation distance. The relay system has three quasi-static, frequency flat communication channels, namely, the source-to-relay channel $h_{SR}$, the relay-to-destination channel $h_{RD}$ and the direct source-to-destination channel $h_{SD}$. In this paper, we mainly focus on single tap channels, i.e., $h_{SR}$, $h_{RD}$ and $h_{SD}$ are all assumed zero mean complex Gaussian scalar random variables with unit variance. The loopback residual self-interference channel is modeled as a frequency flat channel and denoted by $\Delta h_{SI}$, which is assumed to be zero mean complex Gaussian with variance $\sigma_{SI}^2$, i.e., $\Delta h_{SI} \sim CN(0, \sigma_{SI}^2)$. The relay node is assumed to have no channel state information of all associated channels. But the relay node is able to estimate the average power of the residual self-loopback channel. The information of average power of the residual self-loopback channel will be fed back to the source node as a reference to add cyclic prefix (CP) with an appropriate length. Furthermore, perfect symbol and carrier synchronization are assumed in all the nodes.

The source node transmits signal $x(i)$ in the $i$-th time slot with average symbol energy $\mathbb{E}\{|x(i)|^2\} = 1$ and average transmit power

$$P_s = \gamma P,$$  \hspace{1cm} (4.1)
where $\gamma \in (0, 1)$ is the power allocation factor and $P$ is the total relay system power consumption. The relay receives signal $r(i)$ while transmits signal $t(i)$ concurrently with an amplification factor $\beta$. The received signal at the relay consists of the signal transmitted from the source and the loopback interference and the received noise. Thus, the received signal at the relay is represented by

$$r(i) = \sqrt{P_s} \alpha_{SR} h_{SR} x(i) + \Delta h_{SI} t(i) + n(i),$$  \quad (4.2)

where $n(i)$ is the AWGN at the receive antenna of the relay, which has zero mean and average variance $\mathbb{E}\{|n(i)|^2\} = \sigma_R^2$. Upon reception, the relay can amplify and forward the signal with a power of

$$P_r = (1 - \gamma)P. \quad (4.3)$$

The received signal is re-transmitted by multiplying an amplification factor $\beta$, which is often chosen to normalize the received signal power [26]. In our signal model, we choose an amplification factor $\beta$, which is given by

$$\beta = \frac{\sqrt{P_r}}{\sqrt{P_s} \alpha_{SR}^2 + P \sigma_{SI}^2 + \sigma_R^2} = \frac{\sqrt{(1 - \gamma)P}}{\sqrt{\gamma P} \alpha_{SR}^2 + P \sigma_{SI}^2 + \sigma_R^2}. \quad (4.4)$$

In (4.4), the denominator of $\beta$ serves for normalizing the received signal in (4.2) so that the normalized signal has an average power of one and the numerator of $\beta$ serves for relay power allocation so that the transmitted signal at the relay has power $P_r$.

The transmitted signal at the relay is a delayed version of $\tau \geq 1$ symbols due to the relay processing delay[54]. The transmitted signal at the relay is given by

$$t(i) = \begin{cases} 0, & \text{for } 0 \leq i \leq \tau - 1 \\ \beta r(i - \tau), & \text{for } i \geq \tau. \end{cases} \quad (4.5)$$

We assume without loss of generality that the interference cancellation in full-duplex relay takes a processing delay of one symbol period, i.e., $\tau = 1$. For $i \geq 1$, by recursively
implementing (4.2) and (4.5), the transmit signal at the relay can be represented by the summation of infinite echo of the received signal at the relay, i.e.,

\[
t(i) = \beta \sum_{j=1}^{\infty} (\Delta h_{SI} \beta)^{j-1} \left[ \sqrt{P_s} \alpha_{SR} h_{SR} x(i-j) + n(i-j) \right].
\] (4.6)

However, it is not practical to think of infinite terms of feedback in the transmit signal \(t(i)\), because the magnitude of residual interference, namely \(|\Delta h_{SI}|\), is fairly small and \(|(\Delta h_{SI})^j \beta^{j+1}|\) is insignificant for a large \(j\). As a consequence, we only need to retain the first \(J\) terms of loopback interference in (4.6) as the effective loopback multipath channel, where \(J\) is chosen such that most of the energy, for example, 99.9\%, is contained in the first \(J\) terms. Regard the rest of infinite trivial interference terms as noise. Then (4.6) can be alternatively expressed as,

\[
t(i) = \beta \sum_{j=1}^{J} (\Delta h_{SI} \beta)^{j-1} \sqrt{P_s} \alpha_{SR} h_{SR} x(i-j) + \tilde{n}(i),
\] (4.7)

where \(\tilde{n}(i)\) is given by

\[
\tilde{n}(i) = \beta \sum_{j=J+1}^{\infty} (\Delta h_{SI} \beta)^{j-1} \sqrt{P_s} \alpha_{SR} h_{SR} x(i-j) + \beta \sum_{j=1}^{\infty} (\Delta h_{SI} \beta)^{j-1} n(i-j). \] (4.8)

It can be viewed that in (4.7) that \(t(i)\) is the output of \(x(i)\) passing through an effective residual self-interference channel \(h_{RSI}\), which has \(J\) non-zero paths. \(h_{RSI}\) can be given by

\[
h_{RSI} = \sqrt{P_s} \alpha_{SR} h_{SR} \left[ \beta, \beta^2 \Delta h_{SI}, \ldots, \beta^J (\Delta h_{SI})^{J-1} \right]^T \\Delta
\]

\[
\Delta = [h_{RSI}(0), h_{RSI}(1), \ldots, h_{RSI}(J-1)]^T. \] (4.9)

At the destination node, the received signal can be represented by

\[
y(i) = \sqrt{P_s} \alpha_{SD} h_{SD} x(i) + \alpha_{RD} h_{RD} t(i) + \eta(i),
\] (4.10)

where \(\eta(i)\) denotes the AWGN with zero mean and average variance \(\mathbb{E}\{|\eta(i)|^2\} = \sigma^2_D\).
We can rewrite the received signal expression (4.10) by substituting \( t(i) \) with its expression in (4.7),

\[
y(i) = \sqrt{P_s} \alpha_{SD} h_{SD} x(i) \\
+ \sqrt{P_s} \alpha_{SR} h_{SR} \alpha_{RD} h_{RD} \sum_{j=1}^{J} (\Delta h_{SI})^{j-1} \beta^j x(i - j) \\
+ \tilde{\eta}(i),
\]

(4.11)

where \( \tilde{\eta}(i) \) is the equivalent noise and is given by \( \tilde{\eta}(i) = \alpha_{RD} h_{RD} \tilde{n}(i) + \eta(i) \). It is observed from (4.11) that the destination received signal \( y(i) \) is essentially the convolution of the transmit signal \( x(i) \) and a virtual multipath channel \( h \in C^{(J+1) \times 1} \) of \( J+1 \) paths, which is represented by (4.12).

\[
h = [\sqrt{P_s} \alpha_{SD} h_{SD}, \alpha_{RD} h_{RD} h_{RSI}(0), \alpha_{RD} h_{RD} h_{RSI}(1), \ldots, \alpha_{RD} h_{RD} h_{RSI}(J - 1)]^T
\]

(4.12)

### 4.3 Block Based Full-Duplex Delay Diversity Transmission

In this section, we propose a block based full-duplex DD transmission scheme by partitioning the continuous transmitting streams of data symbols into blocks of \( N \) symbols and by implementing CP insertion and removal at the source node and destination node, respectively. In our scheme, there are three factors which are crucial to the DD transmission, namely, CP length, relay processing delay and the relay processing. By employing CP with an appropriate length, positively utilizing the delay introduced at the relay and also the proposed relaying scheme at the relay node, we manage to transform the AF relay assisted communication system into a DD block based transmission system.

#### 4.3.1 Full-Duplex Delay Diversity Transmission

Let us start with the source node transmission. The source node signal processing is illustrated in Fig. 4.2.

**A.1 Source Node Implementation**

As shown in Fig. 4.2, a stream of uncoded information bits \( \{u_m\} \) is sent into a binary convolutional code (BCC) encoder and the output of the encoder is
a stream of coded bits \( \{c'_m\} \). \( \{c'_m\} \) is then separated into \( K \) segments \( \{c^{(k)}_m\} \) of \( bN \) bits, \( k = 1, 2, \ldots, K \). Each segment is interleaved by a block interleaver \( \Pi \). The interleaver should be designed in accordance with the rules in [2]. Concatenate all these \( K \) bit interleaved sequences to form a single bit stream \( \{\tilde{c}_m\} \). The bits in \( \{\tilde{c}_m\} \) are grouped into \( b \)-bit segments and mapped onto \( 2^b \)-ary modulation symbols using the Gray labelling, i.e., \( d(1), d(2), d(3), \ldots \), which are selected from a finite signal constellation \( \mathcal{A} \).

The modulated data symbols are subsequently divided into blocks with block length \( N \). The \( k \)-th data block \( \mathbf{d}_k \) is given by

$$
\mathbf{d}_k = [d_k(0), d_k(1), \ldots, d_k(N-1)]^T,
$$

(4.13)

where \( d_k(n) \) is the \( n \)-th symbol in the \( k \)-th block. Frequency domain data block \( \mathbf{d}_k \) is transformed into time domain data block \( \mathbf{x}_k \) by implementing \( N \)-point IDFT, which is represented by

$$
\mathbf{x}_k = \mathbf{F}_N \mathbf{d}_k,
$$

$$
= [x_k(0), x_k(1), \ldots, x_k(N-1)]^T,
$$

(4.14)

where \( \mathbf{F}_N \) denotes the normalized IDFT matrix of order \( N \), i.e., \( [\mathbf{F}_N]_{i,j} = (1/\sqrt{N}) \exp(-j2\pi(i-1)(j-1)/N) \), for \( i = 1, 2, \ldots, N \), and \( j = 1, 2, \ldots, N \).

For the DD processing, the relay node needs to transmit the cyclic delayed version of the blocks transmitted at the source node. But the relay in essence is a
repeater and only repeats the signal it receives from the source node. To realize the transmission of a cyclic delayed data block requires the selection of both a proper CP length at the source node and a time delay at the relay node.

Let’s now take a close look at (4.11), where the received signal $y(i)$ at the destination node is the linear convolution of the transmitted signal $x(i)$ at the source and the virtual multipath channel $h$ with delay spread of $J$ symbols. It is obvious that a CP with minimum length of $J$ symbols is required at the source node, if we are attempting to convert the linear convolution of the transmit signal $x(i)$ and the multipath channel $h$ into a circular convolution of the transmit data block $x_k$ and the multipath channel $h$. Thus, the CP length $L_{CP}$ in the full-duplex AF relay system is required to be greater than or equal to the number of loopback multipath, which is given by

$$L_{CP} \geq J. \quad (4.15)$$

The $k$-th CP prepended block $\tilde{x}_k \in C^{(N+L_{CP})\times 1}$ is formulated by prepending $L_{CP}$ CP symbols to each of the data block $x_k$, which is given by,

$$\tilde{x}_k = [x_k(N - L_{CP}), \ldots, x_k(N - 1), x_k(0), x_k(1), \ldots, x_k(N - 1)]^T$$

$$\triangleq [\tilde{x}_k(0), \tilde{x}_k(1), \ldots, \tilde{x}_k(N + L_{CP} - 1)]^T, \quad (4.16)$$

where the data symbols and the cyclic prefix are re-denoted by $\tilde{x}_k(i)$ indexed from 0 to $N + L_{CP} - 1$. $\tilde{x}$ is transmitted sequentially via the transmit antenna at the source node.

A.2 Relay Node Implementation

In the next, we discuss the relay processing, which is illustrated in Fig 4.3. During the transmission of the $k$-th CP prepended block at the source node, the relay stores each received symbol except the last one and re-transmits at its transmit antenna in the next time slot with an amplification factor $\beta$. The relay does not forward the last received symbol because the next time slot is allocated to transmit the symbol for
next transmission block. The special attention has been paid to the transmission of
the first symbol and the reception of the last symbol in each block. In the first time
slot of each block, because the relay is required to delay its transmission to increase
the number of multipath in the equivalent circulant channel matrix at the destination
and the channel $h_{SD}$ has only one tap, we need to set the first transmitted symbol
in each block to be zero, which is also the processing delay of $\tau = 1$. Therefore, the
transmitted symbols during the $k$-th block can be represented by
\begin{equation}
\tilde{t}_k(i) = \begin{cases} 
0, & \text{for } i = 0 \\
\beta \tilde{r}_k(i-1), & \text{for } i = 1, 2, \ldots, N + L_{CP} - 1,
\end{cases}
\end{equation}
(4.17)
where $r_k$ is the received signal at the $i$-th time slot, $0 \leq i \leq N + L_{CP} - 2$, during the
transmission of the $k$-th block.

Note that the necessary delay at the relay node actually provides the delay
diversity. With CP insertion and removal and also the above relaying protocol at the
first and the last time slots, delay diversity is finally transformed into the multipath
diversity at the destination as we shall see later.

Since the received signal at the relay is the combination of the transmitted signal
from the source node, the loopback interference from the transmitter of the relay and
the additive noise, $\tilde{r}_k(i)$ can be given by (4.18).
\[ r_k(i) = \begin{cases} \alpha_{SR} h_{SR} \tilde{x}_k(i) + n_k(i), & \text{for } i = 0, \\ \alpha_{SR} h_{SR} \tilde{x}_k(i) + \sum_{j = \max\{1, i-J+1\}}^{i} h_{RSI}(i - j) \tilde{x}_k(j - 1) + \bar{n}_k(i), & \text{for } i = 1, 2, \ldots, N + L_{CP} - 1, \end{cases} \tag{4.18} \]

In (4.18) by defining \( n_k(i), i = 0, 1, \ldots, N + L_{CP} - 1 \), to be i.i.d. complex Gaussian with zero mean and variance \( \sigma_R^2 \), we can use \( \bar{n}_k(i) \) to represent the overall additive noise,

\[ \bar{n}_k(i) = \begin{cases} \sum_{j=0}^{i} (\Delta h_{SI} \beta)^{i-j} n_k(j), & \text{for } i = 0, 1, \ldots, J \\ \sum_{j=0}^{i} (\Delta h_{SI} \beta)^{i-j} n_k(j) + \sum_{j=0}^{i-J-1} (\Delta h_{SI} \beta)^{i-j} \alpha_{SR} h_{SR} x_k(j), & \text{for } i = J + 1, \ldots, N + L_{CP} - 1. \end{cases} \tag{4.19} \]

Since the last information symbol \( x_k(N - 1) \) has already been contained in the CP portion and has been forwarded by the relay node, the relay node receives the last symbol in the \( k \)-th transmission block but does not transmit, which will not destroy the circulant structure in the time domain equivalent channel matrix after the CP removal later. After forwarding the signal in the last symbol interval, the relay node clears all the stored signal. This processing can help to prevent interfering the next transmission block. The relay processing is summarized in the following Algorithm 1.
Algorithm 1 AF Relay Processing

OFDM symbol $k = 0, 1, 2, \ldots$

if $i = 0$ then
  $\tilde{t}_k(0) = 0$
  $\tilde{r}_k(0) = \alpha_{SR} h_{SR} \tilde{x}_k(0) + n_k(0)$
end if

for $i = 1, 2, \ldots, N + L_{CP} - 1$ do
  $\tilde{t}_k(i) = \beta \tilde{r}_k(i - 1)$
  $\tilde{r}_k(i) = \alpha_{SR} h_{SR} \tilde{x}_k(i) + \sum_{j=\max(1, i-J+1)}^{i} h_{RSI}(i-j) \tilde{x}_k(j-1) + \tilde{n}_k(i)$
  if $i = N + L_{CP} - 1$ then
    Clear the stored signal
  end if
end for

A.3 Destination Node Implementation

Since the relay transmission (4.17) follows the general principle (4.6), the received signal model (4.11)-(4.12) applies here. Without loss of generality, let us only consider the first block and the received signal at time slot $i$, $0 \leq i \leq N + L_{CP} - 1$, is given by

$$\tilde{y}_k(i) = \sqrt{P_s} \alpha_{SD} h_{SD} \tilde{x}_k(i) + \sqrt{P_s} \alpha_{SR} h_{SR} \alpha_{RD} h_{RD} \sum_{j=1}^{i} (\Delta h_{SI})^{j-1} \beta^j \tilde{x}_k(i-j) + \tilde{\eta}_k(i),$$

where we define $\tilde{x}_k(i) = 0$ for $i < 0$, $\eta_k(i)$ is AWGN distributed as $CN(0, \sigma_D^2)$, $\tilde{\eta}_k(0) = \eta_k(0)$, and $\tilde{\eta}_k(i) = \eta_k(i) + \alpha_{RD} h_{RD} \beta \tilde{n}_k(i-1)$ for $i = 1, \ldots, N + L_{CP} - 1$.

The $k$-th received block $\tilde{y}_k$ includes $N + L_{CP}$ symbols, we have

$$\tilde{y}_k = [\tilde{y}_k(0), \tilde{y}_k(1), \ldots, \tilde{y}_k(N + L_{CP} - 1)]^T.$$  \hspace{1cm} (4.21)

The first $L_{CP}$ symbols of $\tilde{y}_k$ are the CP symbols and they are removed at the destination node according to (4.20). After the CP removal, the information symbols remained from the direct path, i.e., the first term in the right hand side of (4.20) are
\( \tilde{x}(L_{CP}), \tilde{x}(L_{CP}+1), \ldots, \tilde{x}(N + L_{CP} - 1) \), i.e., \( x(0), x(1), \ldots, x(N - 1) \); the information symbols remained from the second term of the right hand side of (4.20), corresponding to the path \( \sqrt{P_s} \alpha_{SR} h_{SR} \alpha_{RD} h_{RD} \beta \), are \( \tilde{x}(L_{CP} - 1), \tilde{x}(L_{CP}), \ldots, \tilde{x}(N + L_{CP} - 2) \), i.e., \( x(N - 1), x(0), \ldots, x(N - 2) \); and so forth, the information symbols remained from the \((J + 1)-th\) term of the right hand side of (4.20), corresponding to the path \( \sqrt{P_s} \alpha_{SR} h_{SR} \alpha_{RD} h_{RD} (\Delta h_{SI})^{J-1} \beta^J \), are \( \tilde{x}(L_{CP} - J), \tilde{x}(L_{CP} - J + 1), \ldots, \tilde{x}(N + L_{CP} - J - 1) \), i.e., \( x(N - J), x(N - J + 1), \ldots, x(N - J - 1) \). One can see from the above analysis, all the original information symbols \( x(0), x(1), \ldots, x(N - 1) \) are included in every path in the received signal (4.20).

Thus, if we denote the received signal after the CP removal by \( y_k \in \mathbb{C}^{N \times 1} \), we have

\[
y_k = \tilde{H}_k x_k + \tilde{\eta}_k, \tag{4.22}
\]

where \( \tilde{H}_k \in \mathbb{C}^{N \times N} \) is a circulant matrix and its first column is the virtual multi-path channel \( h \) in (4.12) padded by \( N - J - 1 \) zeros, i.e., \( [h^T, 0, \ldots, 0]^T \) and \( \tilde{\eta}_k = [\tilde{\eta}_k(L_{CP}), \ldots, \tilde{\eta}_k(N + L_{CP} - 1)]^T \) is the additive noise.

Transforming the received signal to the frequency domain by implementing the \( N \)-point DFT on \( y_k \), we have

\[
z_k = F_N^H y_k = H_k d_k + \nu_k \tag{4.23}
\]

where

\[
H_k = F_N^H \tilde{H}_k F_N = \text{diag}(H_k(0), H_k(1), \ldots, H_k(N - 1)) \tag{4.24}
\]

is the diagonal frequency domain channel matrix with the subcarrier coefficients on the main diagonal and \( \nu_k = F_N^H \tilde{\eta}_k \) is the \( N \times 1 \) noise vector in the frequency domain.

An estimate of the transmitted block, i.e., \( \hat{d}_k \), can be obtained by per-subcarrier zero-forcing or MMSE equalization. After de-mapping, the interleaved coded bit sequence \( \{\hat{c}_m\} \) is acquired. Then we get the coded bit sequence \( \{\hat{e}_m'\} \) by passing \( \{\hat{e}_m\} \)
through the de-interleaver $\Pi^{-1}$. The estimate of the uncoded bit sequence $\{\hat{u}_m\}$ by decoding the coded sequence $\{\hat{c}_m\}$. Following the design criteria of BICM [2], the full diversity order of two can be achieved on the error performance of $\{\hat{u}_m\}$.

### 4.3.2 Power Allocation Scheme

For the same relay topology, if it is half duplex, the equal power allocation is commonly used, i.e., selecting the power allocation factor $\gamma = 0.5$ so that $P_s = \gamma P = P/2$, $P_r = (1-\gamma)P = P/2$. However, for the full-duplex system, there is an additional self-interference path and equal power allocation may not be optimal anymore.

One alternative approach is to adjust the transmit power $P_s$ and the relay power $P_r$ under a total sum power constraint aiming at equalizing the average channel variance of the direct channel and the average tap variance of the strongest channel tap of the residual self-interference channel. Since in our model $\mathbb{E}\{|h_{SD}|^2\} = \mathbb{E}\{|h_{SR}|^2\} = \mathbb{E}\{|h_{RD}|^2\} = 1$, the overall average channel variance of the direct channel $\lambda_{SD}$ and the overall average channel variance of the strongest relay channel tap $\lambda_{Relay,1}$ are represented respectively as

$$
\lambda_{SD} = \gamma P \alpha_{SD}^2,
\lambda_{Relay,1} = \frac{\gamma P \beta^2 \alpha_{SR}^2 \alpha_{RD}^2}{\gamma P \alpha_{SR}^2 + \sigma_{SI}^2 + \sigma_R^2}.
$$

Let

$$
\lambda_{SD} = \lambda_{Relay,1},
$$

we can solve for the power allocation factor $\gamma^*$ in the proposed method, which is represented by

$$
\gamma^* = \frac{P \alpha_{SR}^2 \alpha_{RD}^2 - \alpha_{SD}^2 (\sigma_{SI}^2 + \sigma_R^2)}{P \alpha_{SR}^2 (\alpha_{SD}^2 + \alpha_{RD}^2)}.
$$

The transmit power $P_s$ and the relay power $P_r$ can be computed by using $\gamma^*$ in (4.1) and (4.3), respectively. The proposed power allocation balances the power strength of
the direct channel and the strongest relay channel tap and thus it is conjectured that this power allocation method can provide near optimal performance.

4.4 Simulation Results

In this section, computer simulations are conducted to evaluate the error probability performance of the proposed DD OFDM scheme in the full-duplex relay system.

In the simulations, we utilize a simulation setting which resembles closely the 3GPP LTE downlink transmission. OFDM symbols with 1024 subcarriers are used. The subcarrier frequency spacing is 15 kHz. The CP length is $L_{CP} = 16$ if no other CP lengths declared. The rate-$1/2$ convolutional code with Viterbi decoding is used with information size 8000 bits, generating matrix $(133, 171)$ in octal format, and constraint length 7. This convolutional code has a free distance $d_{\text{free}} = 10$. The Viterbi algorithm traceback length is 64. Coded bits are interleaved with a $32 \times 64$ block interleaver and thus interleaving is performed within one OFDM symbol to avoid an extended delay requirement to initialize decoding at the destination node. The path losses are assumed as $\alpha_{SD}^2 = 0.2$, $\alpha_{SR}^2 = 0.8$ and $\alpha_{RD}^2 = 1$. The signal to noise ratio at the relay and at the destination are denoted by $SNR_R$ and $SNR_D$ respectively.

We first have a coded BER comparison of five cases: The first two are our proposed full-duplex DD OFDM scheme with $\sigma_{SI}^2/\sigma_{RD}^2 = -40$ dB and $J = 2$, and with $\sigma_{SI}^2/\sigma_{RD}^2 = -2$ dB and $J = 8$, respectively. For these two cases, the effective residual SI multipath length $J$ is respectively chosen so that over 99.9% of the energy is contained in the first $J$ paths. The third case is full-duplex OFDM without the source-to-destination link, and the fourth one is the direct source to destination coded OFDM transmission via a two-path channel with power delay profile $[0.8, 0.2]$, which is referred to as the “2-path coded OFDM” in Fig. 4.4. The last one is the half-duplex counterpart to our full-duplex DD OFDM. In our simulation, the half-duplex transmission employs two time slots to transmit one time domain sample of the OFDM signal, and hence employs 16-QAM modulation and the same convolutional encoder for a fair comparison. For our proposed full-duplex DD OFDM schemes, the proposed
Figure 4.4: Coded BER comparison of full-duplex OFDM without the source-to-destination link, full-duplex DD OFDM, 2-path coded OFDM, and half-duplex OFDM

power allocation is used. For full-duplex OFDM without the source-to-destination link case, equal power allocation is used. QPSK modulated symbols are carried on all subcarriers. In this simulation, $SNR_R$ and $SNR_D$ are assumed to be the same. It can be seen from Fig. 4.4 that in the high SNR region the slopes of the two curves of our proposed DD OFDM scheme are the same as that of the 2-path coded OFDM scheme, which indicates that our proposed scheme for the full-duplex transmission can also achieve a diversity order of two. For the proposed full-duplex DD OFDM scheme, we choose $J = 8$ for the $\sigma^2_{SI}/\sigma^2_{RD} = -2$ dB SI level and choose $J = 2$ for
the $\sigma_{SI}^2/\sigma_{RD}^2 = -40$ dB SI level, because a longer $J$ is generally required to avoid the detrimental SI effect if the SI power is high. The case of full-duplex DD OFDM with $\sigma_{SI}^2/\sigma_{RD}^2 = -2$ dB has a slightly inferior performance in coded BER contrasted with that of full-duplex DD OFDM with $\sigma_{SI}^2/\sigma_{RD}^2 = -40$ dB, because the former one subjects to higher level of noise at the full-duplex relay. The performance gap between the full-duplex DD OFDM and the 2-path coded OFDM is largely attributed to the composition of the relay link, which is a concatenation of two flat fading links. Lastly, it is observed that the half-duplex BER curve has the same slope as that of the full-duplex DD OFDM but performs 6 dB worse than the case of full-duplex DD OFDM with -2 dB SI due to higher order modulation.

In the next simulation, the coded BER curves our proposed DD OFDM scheme are demonstrated in Fig. 4.5. $\sigma_{SI}^2/\sigma_{RD}^2 = -40$ dB. The $SNR_R$ is fixed at 25 dB. The modulations are QPSK, 16QAM and 64QAM. The proposed power allocation is employed in this simulation. We can see that error floors appear on all three curves in the high SNR range due to the fixed SNR, i.e., $SNR_R$, at the relay.

In the next, we show the effect of selection of different effective residual SI lengths under a high level of SI. $\sigma_{SI}^2/\sigma_{RD}^2 = -2$ dB. In Fig. 4.6, $J = 1, 2, 4$ are considered, where no SI is also considered as a reference. QPSK is used. It is worthwhile pointing out that the CP length used in this simulation is different from the initial setting. The CP length is $L_{CP} = 2$ for the no SI case. For the rest cases with SI, we let $L_{CP} = J = 1, 2, 4$. We can see that when $J = 1$, the BER curve has an obvious error floor when the SNR is greater than 25dB, because the selected effective residual SI paths length is too short. Too much SI is contributed to the overall noise at the relay and thus eventually enhances the noise level at the destination. When $J = 2$, the BER error floor occurs at a higher SNR and the error floor is approximately a level of magnitude lower than that in the first case. When $J = 4$, the BER error floor is further reduced, because more effective residual SI is utilized rather than being interference. As a result, an adequate effective residual SI multipath length $J$ and accordingly the CP length $L_{CP}$ are obliged to keep the SI at a negligible low level.
Lastly, we evaluate our proposed power allocation method by comparing its performance to the performances of an exhaustive search over power allocation factor $\gamma$. In this simulation, the power allocation factor $\gamma$ is swept from 0.1 to 0.9 with a step size 0.1. The proposed power allocation utilizing a power allocation factor calculated by (4.28). Its BER performance is compared to that of all other power allocations with $\gamma$ ranging from 0.1 to 0.9. Note that the performance of equal power allocation is illustrated by the BER curve with $\gamma = 0.5$. $\sigma_{SI}^2/\sigma_{RD}^2 = -40$ dB. The modulation is QPSK. The simulation results in Fig. 4.7 indicate that the proposed power allocation method outperforms the equal power allocation. The performance

Figure 4.5: Coded BER versus $SNR_D$ with $SNR_R = 25$ dB
gain is approximately 0.6 dB when the SNR is in the medium to high region. In this figure, the two curves that perform best correspond to $\gamma = 0.7$ and $\gamma = 0.8$. The curve which represents the proposed power allocation method is also very close to these two curves with best BER performance, which indicates the power allocation method can approach near optimal performance.

### 4.5 Conclusion

In this paper, one DD OFDM scheme in full-duplex relay communication systems with one source node, one relay node, and one destination node is considered. We
Figure 4.7: BER comparison for different power allocations, including the proposed power allocation and power allocations with $\gamma$ ranging from 0.1 to 0.9
demonstrate that the full-duplex relay system can be equivalently transformed into a two-antenna DD system by adding CP with an appropriate CP length and using the proposed block based AF relay protocol. The source to destination link and the relay link are two independent transmission links and thus provides spatial diversity. The proposed DD OFDM scheme can transform the system spatial diversity into frequency diversity, which is collected by using bit-interleaved coded OFDM in this paper. Finally, the simulation results validate the performance of the proposed scheme.
Chapter 5

CONCLUSIONS AND FUTURE WORKS

5.1 Conclusions

OFDM has been of great interest for both wireless and wireline communications because of its high data rate communication capability and its robustness to multipath delay spread. However, OFDM systems are much more fragile to a variety of impairments, which mainly cause interference to the OFDM system. Insufficient CP is one of the major sources of impairments which gives rise to severe interference to both point-to-point OFDM systems and cooperative OFDM systems. Self-interference is another source of interference to full-duplex OFDM systems. This dissertation mainly investigates wireless communication techniques which enable reliable communication when either the OFDM systems have insufficient CP or the full-duplex relay OFDM systems are greatly impaired by self-interference. For the OFDM systems with insufficient CP, effective precoding schemes are provided in order to take advantage of the signal structure to eliminate interference and to achieve higher bandwidth efficiency. For the full-duplex OFDM systems with self-interference, a novel signal model is proposed in order to fully utilize the self-interference to increase the system robustness. Moreover, the CP requirement in the full-duplex relay OFDM communication is also discussed. The result is insightful for further studies on the area of full-duplex relay OFDM communication. The detailed contributions of this dissertation are concentrated as follows:
5.1.1 Channel Independent Precoding Design For MIMO OFDM With Insufficient CP

In this paper, we proposed a channel independent precoding for MIMO-OFDM systems with insufficient CP by using the notion of interference nulling that has been also actively used in interference alignment lately. We showed that our proposed precoding is more bandwidth efficient than the conventional zero-padded or CP added MIMO systems, such as, ZP-only, CP-OFDM and SC-FDE systems, when the number of receive antennas is not more than the number of transmit antennas. When the number of receive antennas is more than the number of transmit antennas, it was shown that the IBI in an MIMO-OFDM system can be completely eliminated without any CP or zero-padding or precoding, when the OFDM block size is not too small. The key reason behind these is that instead of making the IBI disappears completely in the conventional sufficient CP or ZP based block transmission systems, the IA based channel independent precoding proposed in this paper aligns the IBI interference subspace disjoint from the signal subspace and then the zero-forcing operator is applied to eliminate the IBI while maintain the signal. Although we only considered CP based block transmission systems in this paper, the theory developed in this paper can be easily generalized to ZP based block transmission systems.

5.1.2 A Robust Precoder Design Based On Channel Statistics For MIMO-OFDM Systems With Insufficient Cyclic Prefix

In this paper, we continue our discussion in the previous chapter on the precoding for MIMO-OFDM systems with insufficient CP. Instead of the channel independent precoding in our previous work in the previous chapter, new precoder based on the channel statistics at the transmitter is proposed. This design retains the property of IBI separation as what we have discussed in the channel independent precoding. Combined with the IBI zero forcing operation at the receiver, more data symbols are transmitted in the MIMO-OFDM system, and thus higher spectral efficiency is
achieved. An interference free equivalent channel can be constructed from the compound of the zero-forcing and channel matrices. Toward this equivalent channel, an optimized precoder design has been carried out aiming at minimizing the maximal MSE of all the data streams. Substantial gains compared to the unoptimized channel independent precoding can be seen from the simulation results.

5.1.3 Full Duplex Delay Diversity Relay Transmission Using Bit-Interleaved Coded OFDM

In this paper, one DD OFDM scheme in full-duplex relay communication systems with one source node, one relay node, and one destination node is considered. We demonstrated that the full-duplex relay system can be equivalently transformed into a two antenna DD system by adding CP with an appropriate CP length and using the proposed block based AF relay protocol. The source to destination link and the relay link are two independent transmission links and thus provides spatial diversity. The proposed DD OFDM scheme can transform the system spatial diversity into frequency diversity, which is collected by using bit-interleaved coded OFDM modulation in this paper. Finally, the simulation results validated the performance of the proposed scheme.

5.2 Future Works

In this section, we briefly discuss some possible interesting works that can be done in the future for the full-duplex relay OFDM communications. We point out possible research topics and discuss viable solutions which may enlighten further studies on these topics.

5.2.1 The Incorporation Of Self-Interference Cancellation In Full-Duplex Relay OFDM Communications

In our current study of the full-duplex relay OFDM communication, the self-interference is assumed to be the residual component which is the inevitable residue
after certain interference cancellation method has been applied. Since the realistic interference cancellation method is not included in our full-duplex relay OFDM communication scheme, the performance evaluation is not very complete in the sense that the actual power level of the residual interference can not be accurately assessed and therefore we must consider both a strong residual interference scenario and a weak residual interference scenario. The system performance will be more convinced if a realistic self-interference cancellation technique is incorporated into the entire system design. We believe that digital interference cancellation/mitigation techniques should be paid sufficient attention since digital interference cancellation/mitigation can be implemented in a very flexible manner. Especially, massive MIMO digital interference cancellation/mitigation could be a very promising technique to handle the self-interference at the full-duplex relay and can suppress the self-interference very efficiently so that the OFDM communication can be very reliable via the full-duplex relay communication link.

5.2.2 More Complicated Full-Duplex Relay Networks

Our work only considers the simplest full-duplex relay system, which comprises of a single source node, a single relay node, and also a single destination node. We provide a very efficient solution for OFDM communication over this full-duplex relay system. The results show that the self-interference can be successfully managed and the full diversity can also be achieved. Our current work can surely serves as a seminal work to inspire more studies on more complicated and more realistic applications. However, this simple system model can not directly provide more direct result for more complicated applications due to the very simple topology of the system model. Researchers can definitely consider more complicated system models which could involve more relay nodes. With more relay nodes in the full-duplex relay OFDM communication systems, a higher level of cooperative diversity may be achieved which renders the system even better robustness. Moreover, several destination can also be included in
the system model so that diversified novel schemes can be proposed. Different robustness can be applied to different destination nodes based on a system quality of service requirement. Massive MIMO can also be incorporated to provide spatial domain multiplexing so that different spatial streams of data can be directed to different destination nodes. However, when more relay nodes, destination nodes and massive MIMO are incorporated into the system model, there will be new challenges in these more complicated systems, for example, more interference sources inside the system model. Thus, new schemes should propose effective methods to fully suppress the interference or even take advantage of the interference. We believe that numerous meaningful and interesting researches can be conducted toward more complicated full-duplex relay system models. The future research results can be very beneficial options for the current 5G communication applications.
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Appendix A

PROOF OF THE IDENTICAL MSE’S FOR FULL CP SISO-OFDM WITH CHANNEL INDEPENDENT PRECODING

For the SISO-OFDM case, when the CP is full \( v \geq L \), the equivalent channel matrix \( \mathbf{H}_{eq} \) is a circulant matrix with the first row \([h(0), 0, \ldots, 0, h(L), \ldots, h(1)]\) and the first column \([h(0), \ldots, h(L), 0, \ldots, 0]^T\). The covariance matrix \( \mathbf{R}_c = \mathbb{E}\{\mathbf{H}_{eq}^H \mathbf{H}_{eq}\} \) is also circulant.

We are interested in the MSE’s of all data streams, i.e., the diagonal values of \( \mathbf{E} \) in (3.23) with channel independent precoder \( \mathbf{Q}_u = \mathbf{I}_N \). To be explicit, write

\[
\mathbf{E} = \left[ \frac{1}{\sigma_s^2} \mathbf{I} + \mathbf{R}_c \right]^{-1} = \left[ \mathbf{\tilde{R}} \right]^{-1},
\]

(A.1)

where \( \mathbf{\tilde{R}} = \frac{1}{\sigma_s^2} \mathbf{I} + \mathbf{R}_c \). Since \( \mathbf{\tilde{R}} \) is also a circulant matrix, so is its inverse \( \mathbf{E} \) [10]. As a result, the diagonal elements of \( \mathbf{E} \) are identical.
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