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ABSTRACT

Events of different types and scopes are happening every day and influencing

nearly every aspect of people’s life. In order to obtain information about the events to

understand them, search is usually the tool to use. Therefore, it is crucial to provide

adequate support for event related information. News and microblogs are two popular

information sources to be searched. In this work, we focus on providing effective

search techniques for event related queries. The challenges of event related information

seeking on these two sources, as well as the inadequacy of the existing methods in

terms of overcoming the challenges, are discussed. Based on this, we propose a unified

framework to assist event related search interests on news and microblogs that not

only includes novel techniques to address the challenges, but also bridge the retrieval on

them to better satisfy the search interests, meaning to leverage background information

from news to refine the results on microblogs.

On news retrieval, we argue the importance of background information and that

it is essential to provide dedicated background information retrieval support. Through

analyzing background information from temporal and semantic perspective, a time

filter and an aspect based background retrieval model are proposed. Experiments on

the TREC News Track data set illustrate that these two methods can work in concert

to provide statistically significant improvements over a competitive baseline. Further

analysis demonstrates the usefulness of the individual components of the model, such

as aspect identification and aspect language model estimation.

On microblog retrieval, due to the lack of long term search interest support and

the unsatisfactory pseudo relevance feedback performance, a novel relevance signal

called query collectivity is proposed, which measures relevance by using the collective

presence of multiple query terms. For long term search interests, this measure is used

xi



to detect the time periods (e.g. days) when there is no relevant information and

informs the system to not return any results. However, when the measure is employed

for pseudo relevance feedback, expansion terms are selected in a conservative fashion,

and the measure is able to only select them for queries when there is a potential of

improving the retrieve effectiveness. Experiment results on TREC Microblog data sets

show that the measure achieves advantageous performances on both tasks.

Besides concentrating on enhancing the retrieval for different genres individually

for event related searches, we also propose to bridge the two types of retrieval by

leveraging the background aspects from news to re-rank the initial retrieval results

on microblogs on a per aspect basis to provide an option of exploring microblogs in

finer granularity. We carefully design an experiment and its results suggest that the

news aspects can represent meaningful event related search interests and, with the

help of language models of the aspects that can be obtained from the background news

retrieval, initial microblog results can be effectively re-ranked for the aspects.
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Chapter 1

INTRODUCTION

Different events, small and big, are happening around the world every day,

ranging from the opening of a restaurant chain at a new location to scandals of a

national political figure. A person needs to be well informed about some of the events

that are related to him or her in order to make important decisions, such as picking

a place for the next family gathering or voting in the next national election. To

satisfy event related information needs, users usually formulate the needs as queries

and search them on some information sources. Arguably, two of the most important and

frequently used ones are news and microblogs. On one hand, news offers well written

and well researched articles about the event(s) that can provide basic information

about an event, such as the “five w’s” (who, what, when, where, why), to help readers

know what happened, as well as contextual and background information that can help

readers better understand the events. Microblogs, on the other hand, can provide

similar information but in a more timely fashion due to its immediacy nature. Besides,

if an event is an ongoing or breaking event, compared with news, microblog is a more

suitable information source to monitor the development of the event as well as observe

public opinions about the event.

However, there are challenges, either in general or event-specific, that might

not be addressed adequately by existing techniques. On the news side, there is a

lack of support for retrieving background information, which is an important type of

information need for events. On the microblog side, relatively long term interests

are not intensively studied in the literature and classic ad-hoc retrieval techniques

might not be sufficient. Moreover, some of the existing techniques, such as pseudo
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relevance feedback, do not seem to enjoy similar success that they have on document

retrieval [65, 65].

Besides these challenges, we also argue that there are potential benefits of bridg-

ing news and microblog retrieval for event related queries. Not only can searches on

news help the retrieval on microblogs, but also the relevant information on these two

sources can complement each other. As a result, in this work we design a unified sys-

tem which consists of a news retrieval pipeline and a microblog retrieval pipeline to

handle the event related information seeking on these two sources. In the system, we

propose novel techniques to solve the challenges mentioned above, and to bridge the

event related retrieval on the two sources.

1.1 Background Information Retrieval for Events on News

On the news side, we argue that ad-hoc retrieval methods might not be sufficient

for event related search interests since they lack the support for retrieving background

information. Fox, a professional journalist and editor, wrote in his book of news writing

that background information of an event is the “factual information that a reader needs

to fully understand a story” [18]. He further explains that it can be as simple as basic

information of the event, such as personal information of the people involved. It also

can be connections between the reported event and other related events. Background

information may certainly be important to be provided alongside the information of the

event since it could help explain the history behind the event or some long-term trends

that the event is involved in. For instance, given an event about a new development

of a major criminal case, readers may certainly want to know previous developments

and the origin of the case, without which the story about the new development might

be meaningless. Another example is that, given the news event of a wildfire which

scorched more than 7,000 acres in September 2020 that was caused by a gender reveal

party 1, readers may also be interested in a story that such a party accidentally caused

1 https://cnn.it/3c3vZKg
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a devastating wildfire two years ago 2. These two stories together can help readers to

understand the danger of using fireworks in a dry forested area during a gender reveal

party.

Despite the importance of background information, the amount of it provided

by merely using traditional ad-hoc retrieval techniques might not be sufficient for the

readers. If an event related query is searched using some classic ad-hoc retrieval meth-

ods, it is likely that articles closely related to the event, such as the reporting of the

event or opinion pieces about the event, are returned. Although they usually contain

background information, due to the fact that the focus of them is not to explain clearly

the background, there may be an only limited amount of background information. For

instance, in the criminal case example above, a reader may still need to read the initial

reporting of the case in order to obtain enough details to fully understand the origin

of the case. Moreover, in order to not break the flow of the main story, a technique for

mentioning background information called information weaving is often used in news

writing, which introduces background information in subordinate clauses, while de-

scribing the main story in the main clause [19]. It is clear that if a piece of background

information is mentioned in this way, the details of it are limited.

Thus, in the news retrieval pipeline of the proposed unified framework, we fo-

cus on using the mentioning of the background information in the articles reporting

the event to retrieve more details of background information. This is accomplished

by introducing an event background retrieval step following an initial ad-hoc news re-

trieval step. First, the articles reporting or discussing events are identified from the

initial results through a rule based method to extract the mentioning of background

information from. For clarity, these articles are called event articles and the results

of the second background retrieval step are called background articles. As suggested

by the definition, background information is multi-faceted. Therefore, we propose an

aspect based background retrieval framework which identifies the aspects of background

2 https://cnn.it/2RtI3Lh
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in event articles, retrieve news articles of background information for the aspects, and

estimate the importance of the aspects so the results of different aspects can be merged.

The retrieval part is handled by existing retrieval techniques and we focus on aspect

identification and aspect importance estimation. For aspect identification, we pro-

pose an entity graph based method motivated by our intuitions that first, the usage

of different entities indicates the mentioning of different aspects; second, frequently

co-occurring entities are likely to belong to the same aspect. More specifically, an en-

tity graph is built given an event article to represent the co-occurrence information of

entities among the paragraphs in the article. The graph is segmented using Louvain

method [6] so that entities closely connected to each other (i.e. co-occur frequently

with each other) are grouped together and deemed as belonging to the same aspects.

Aspect labels are then assigned to paragraphs based on the entities in the paragraphs

and which aspects these entities are members of. In order to retrieve background in-

formation for the aspects, the language models of the aspects then are estimated from

the paragraphs with corresponding aspect labels using either L-LDA [41], which is an

existing method that leverages labels for the latent Dirichlet allocation (LDA) process,

or a proposed method L-PLSA, which is inspired by L-LDA and is a modified version

of PLSA [29, 21]. Regarding aspect importance, we propose two ways of measuring

them, which are based on how closely they are related to the event, and how unclear

or lack of details their descriptions are in the event articles. Background articles of

different aspects are then merged based on their importance.

Besides the aspect based background retrieval framework, the temporal char-

acteristics of background information are also leveraged to further improve the effec-

tiveness of background information retrieval. We argue that, intuitively, background

information is more likely to be information about events that happened prior to the

event that is being searched. Based on this intuition, when retrieving background arti-

cles given an event article, a simple time filter is proposed to filter out articles published

after the publication of the event article.

The rule-based event article identification method as well as the two background
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retrieval methods are then tested and analyzed on the background linking task of the

2018 and 2019 News Track, which are designed for background retrieval. Experiment

results show the rule based method can identify event articles with high precision and

recall. Moreover, both background retrieval methods seem to be useful for background

retrieval. Not only does our intuition about the background information being historic

seem to be true, but also the simple time filter method can improve the effectiveness of

background information retrieval against a competitive baseline. In addition, for the

aspect based background retrieval framework, it is also observed that, if appropriate

aspect importance estimation methods and aspect language model estimation methods

are chosen, the performance can be further improved. Component analyses indicate

that the entity graph based aspect identification method helps confine the aspect lan-

guage model estimation to the paragraphs that describe the corresponding aspects,

which, in turn, offers more accurate estimates of the aspect language models.

1.2 Long Term Search Interest Support and Pseudo Relevance Feedback

Improvement on Microblogs

In addition to news, microblog is another information source that can provide

valuable information if a user is interested in a news event. However, classic ad-hoc

retrieval might not be optimal since it lacks the support for long term search interests

regardless of whether the query is event related or not. Due to the nature of the topics

that a user is interested in, some of them are only actively discussed on microblogs for a

short period of time, an example of which is a sports team winning the championship of

a tournament. For these topics, one-time ad-hoc searches might be sufficient. However,

some topics are expected to have relatively long-lasting discussions. An example is the

death of an American black man George Floyd under police custody 3. The discussion

on microblogs around it lasted for a sustained period of time instead of in a short

spike. According to a report from the Pew Research Center [39], after the video of

the death of George Floyd surfaced, the usage of the hashtag “#BlackLivesMatter”,

3 https://en.wikipedia.org/wiki/Killing_of_George_Floyd
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which is often used alongside discussion of the death of African Americans caused by

police brutality, soared on Twitter and the high level of usage sustained for more than

10 days. Therefore, in order to keep up with the newly available information for such

a topic, if the classic ad-hoc retrieval paradigm is adopted, a user then needs to search

the same query periodically with a relatively short time window (e.g. a day). It might

not be a reasonable practice and seems unnecessary to request a user to perform the

same action periodically. Thus, besides ad-hoc search, it may be desirable for a system

to provide an option to automatically perform a search periodically for the users and

daily search seems to be a reasonable frequency.

However, although many topics can have long-lasting popularity on microblogs,

not all of them are as significant as the death of George Floyd. As a result, there might

not always be new relevant information for them every day for a sustained period of

time. For instance, if a user wants to follow a sports team during a tournament, the

team might be intensively discussed during the days when they play. However, when

they do not, the discussions may shift to the teams that do play. This phenomenon

of the lack of relevant information for a certain period of time on microblogs is first

discovered in TREC 2015 Microblog Track and a day with no relevant information is

called a silent day [25]. If a system performs a search in a silent day and returns the

irrelevant results to the users, it may waste the time and effort of the users to read

the irrelevant results. This, in turn, may hurt the user experience and confidence of

the system. Thus, it would be necessary to detect silent days and return no results for

these days. Silent day detection is an essential part of the microblog retrieval pipeline

of the proposed framework. We envision that in practice, users are given the option of

searching a query one time or once per day until it is canceled. If the latter choice is

chosen, the system will perform silent day detection and return results when the day

is non-silent. It is important to note that although we design the system using daily

search as the frequency, different frequencies such as hourly or monthly searches can

be easily adopted.

Although the above system is able to provide periodical searches for relatively

6



long term interests which complements ad-hoc retrieval, there is another drawback of

classic ad-hoc retrieval methods for microblog retrieval that it cannot address. We

argue that classic pseudo relevance feedback methods are not as effective on microblog

retrieval as they are on document retrieval, which might be a result of the ineffective-

ness of the classic retrieval signals on microblog retrieval. Unlike document retrieval,

microblog retrieval mainly deals with shorter text. As a result, retrieval signals such as

term frequency (TF) and document length are not very effective [56]. Term frequen-

cies are usually one for all terms, and the variance of the lengths of microblog posts

might be insignificant. Inverse document frequency (IDF), on the other hand, becomes

the dominant factor for ranking microblog posts. This can be problematic especially

under pseudo relevance feedback settings. Pseudo relevance feedback methods, such

as RM3 [1], are widely used as a means to improve the performance on basic retrieval

functions. Generally, they use basic retrieval functions to perform a round of retrieval.

Expansion terms from the top documents of the results are combined with original

query terms to perform another round of retrieval. It is clear that the quality of the

expansion terms is essential to the effectiveness of the second round of retrieval. The

scores of the documents in the first round correlate to the influence of them in select-

ing expansion terms. Due to the dominant impact of IDF on microblogs, an irrelevant

microblog post containing a single high IDF query term can have a score only slightly

lower than a relevant one containing the same term as well as other low IDF query

terms. As a result, the difference in their impact on selecting expansion terms might be

smaller than ideal. This may in turn lead to similar contributions of these two posts to

the expansion terms, causing irrelevant terms from the irrelevant post to be selected.

Thus, there may be a need for additional retrieval signals that can better differentiate

irrelevant microblog posts from relevant ones. Based on the above example, signals

favoring posts that cover multiple query terms might satisfy this need.

As a result, we propose a new type of retrieval signals, i.e, query collectivity,

which can be used to model the relevance based on the collective presence of multiple

query terms. Specifically, we propose a general scoring function for query collectivity
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and instantiate two types of measures based on the function. The first type of the

measures is called phrased-based weighted information gain (PWIG), which is inspired

by the weighted information gain [62]. It is designed to infer relevance by only using

the sum of the information gain of the appearances of groups of query terms instead

of that of single terms. The second type of the measures is called local query term

coherence (LQC). It evaluates the degree of query collectivity by computing how often

the query terms collectively occur. These two types of signals can be used for not only

pseudo relevance feedback, but also silent day detection since the latter also requires

the assessment of relevance. Therefore, on the microblog side of the framework, we

focus on investigating the usefulness of the proposed signals on silent day detection

and pseudo relevance feedback.

For silent day detection, the task is naturally formulated as a classification

problem. The proposed measures PWIG and LQC are used as features and compared

with features based on state-of-the-art query performance predictors. Besides, we

introduced another baseline that was proposed for missing content detection, a similar

problem to silent day detection but concerning documents. Experiments are conducted

on multiple TREC microblog collections [36, 25, 26, 24], and results show that using

the proposed measures alone can outperform both sets of baselines.

For pseudo relevance feedback, the proposed measures are used to directly select

expansion terms in a very conservative way. A non-query term is only selected if, by

adding it to the original query, the proposed measures for the expanded query, such

as PWIG and LQC, increase compared with that of the original query. It might be

argued that terms chosen in such a more restricted way are more likely to be related to

the original query. The pseudo relevance feedback experiments are conducted on the

same sets of microblog data, and statistically significant improvements over traditional

pseudo relevance feedback baseline is observed when the proposed method is able to

select expansion terms.
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1.3 Bridging News and Microblog Retrieval for Event Related Search

In addition to proposing novel techniques dedicated to different information

sources, we also try to leverage the information from the news to bridge the two types

of information for search interests pertaining to events. More specifically, we propose

to use the aspects inferred from news articles to perform retrieval on microblogs. In-

formation from news is chosen since news articles are generally of higher quality and

more informative compared to microblog posts. Besides, for an event related query

searched on microblogs, there can be multiple aspects of the underlying information

need, similar to the background of an event. More importantly, we also argue that

some of the more important aspects for an event query on microblogs overlap with

the background aspects which can be inferred from the event articles. For instance, in

the reporting of the death of George Floyd, the killing of an African American woman

Breonna Taylor by police officers around two weeks before is often mentioned 4. If

a reader wants information about George Floyd’s death, he or she might also be in-

terested in learning about the shootings of Breonna Taylor. Thus, for event related

queries, aspects from news could provide finer granularity for searches on microblogs if

the retrieved microblog posts can be re-ranked and re-organized for individual aspects.

Moreover, microblog posts are more likely to be opinionated, which is complementary

to the factual background information from the news. In order to test the usefulness

of the aspects mined from news articles on microblogs, we design an experiment that

first ranks the aspects from multiple top documents from the background retrieval step

of the news pipeline with the aspect weights, which are estimated by the proposed as-

pect importance estimation method, as well as the document relevance scores, which

are produced by the first news retrieval step. Top aspects then are used to retrieve

microblog posts individually. The average performance of the retrieval results for top

aspects shows statistically significant improvement over that of a baseline that retrieves

microblog posts for each of the top documents. This seems to indicate that the top

4 https://bit.ly/3cTiIVe
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aspects from news articles can represent different and more specific information needs

on microblogs.

The following chapters of the thesis are organized as follows: the existing work

to the proposed framework is discussed in chapter 2. It is followed by chapter 3 in

which the overall design of the framework is described. In chapter 4 and 5, the news

and microblog retrieval pipeline of the framework is discussed. Finally, in chapter 6,

we summarize the thesis and examine possible future directions.
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Chapter 2

RELATED WORK

In this thesis, we propose a unified framework to support event related informa-

tion seeking. It consists of a news retrieval pipeline and a microblog retrieval pipeline.

The literature related to both the retrieval on the genres and the specific techniques

used in the pipelines are discussed.

2.1 General Ad-Hoc Retrieval Techniques

Both pipelines perform basic retrieval tasks by leveraging classic ad-hoc retrieval

models, such as BM25 [43, 42], language modeling [60], and F2EXP [16]. BM25 is a

classic retrieval function which assumes that documents and queries are “bag-of-words”,

meaning only the number of occurrences are considered but word orders are not. The

relevance probability of a document given a query is decided by the importance of the

terms in the query and the eliteness or aboutness of the document to the terms. The

aboutness is measured as the term frequency in the document whereas the importance

is measured as inverse document frequency described in Equation 2.1. The scoring

function of BM25 is shown below:

IDF (qi) = ln

(
N − n (qi) + 0.5

n (qi) + 0.5
+ 1

)
. (2.1)

In the equation, qi represents one of the n terms in the query and n(qi) represents the

number of documents in the collection containing qi. N , on the other hand, denotes

the number of documents in the collection. Moreover, the score of the document is also

normalized by the length of the document with respect to the average length of the
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documents in the collections, which is considered the standard length of a document.

The scoring function of BM25 is shown below:

ScoreBM25(D,Q) =
n∑
i=1

IDF (qi) ·
f (qi, D) · (k1 + 1)

f (qi, D) + k1 ·
(

1− b+ b · |D|
avdl

) , (2.2)

in which Q and D denote the query and the document, respectively. IDF (qi) is com-

puted following Equation 2.1. The term frequency of a term qi in the document is

noted by f (qi, D). |D| denotes the length of the document and avdl denotes the

average document length. k1 and b are free parameters.

Similar to BM25, language modeling also makes the “bag-of-words” assump-

tion. However, it assumes that a document is generated by a multinomial distribution

of words (i.e. language model). The model is estimated by maximum likelihood esti-

mation combined with various smoothing methods. We adopted the smoothing method

with Dirichlet prior since existing work seems to suggest it is more effective than other

smoothing methods [60]. More specifically, the smoothed model is computed via max-

imum a posterior estimation by assuming a Dirichlet distribution of the words as the

prior, and the Dirichlet distribution is generated by using the term collection frequen-

cies, meaning the appearances of terms in the collection (i.e. p(qi | C)). The relevance

of a document for a query is decided by the likelihood of the query being generated

by the smoothed language model of the document. Following the notations above, the

scoring function of language modeling with Dirichlet smoothing is shown below:

ScoreLM(Q,D) =
n∑
i=1

f(qi, Q) log
f (qi, D) + µp(qi | C)

|D|+ µ
, (2.3)

in which f(qi, Q) is the query frequency of qi and µ is the free parameter of the Dirichlet

prior.

F2EXP is proposed by axiomatic analysis of the existing retrieval models [16].

More specifically, existing models are decomposed into three components, which are

Primitive weighting function, Query growth function, and Document growth function.
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A set of axioms, or constraints and desirable properties, of the functions, are proposed.

More desirable implementations of these functions in terms of the compliance of the

axioms are combined to form new retrieval models. F2EXP is one of the models

proposed in this way and achieves state-of-the-art effectiveness on multiple benchmark

data sets. Its detailed implementation is shown in Equation 2.4 with a similar notation

of the previous models. In addition, dfqi is the document frequency of qi, whereas s

and k are free parameters.

ScoreF2EXP (Q,D) =
n∑
i=1

f(qi, Q)× f(qi, Q)

f(qi, Q) + s+ s · |D|
avdl

×
(
N + 1

n(qi)

)k
(2.4)

The above mentioned retrieval models are often considered state-of-the-art and

are widely adopted by popular Information Retrieval tools for both academic [57, 35, 51]

and industry [28] use. Therefore, these methods are investigated as the underlying

retrieval functions for both pipelines.

2.2 News Retrieval

2.2.1 News Retrieval for Event Queries

There is little previous work investigating methods dedicated to general news

article retrieval. Rather, news article collections are often used to investigate general

ad-hoc retrieval techniques [3, 58]. However, there are a few studies regarding news

retrieval for event queries for various search tasks. For instance, Bechberger et al. [4]

propose a learning-to-rank based method for personalized event news recommendation.

Another study that may be more related to background news article retrieval focuses

on leveraging the article from one news source (e.g. Reuters) with editorially assigned

labels of an event to cluster articles from other news agencies [9]. Although both

their work and this thesis attempt to recommend additional news articles given some

seed news articles related to an event, one difference is that our method does not

involve the help of manual labels of the seed articles. More importantly, the tasks are

fundamentally different between these two lines of work. In their work, the objective is
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to cluster similar news for the same event. In this thesis, however, the objective is to

recommend news for background, which, according to the definition, might be about

different but related events.

To the best of our knowledge, this work is the first to specifically design methods

for background news retrieval for event related queries. Background retrieval was first

formally investigated in the background linking task of the 2018 TREC News Track [47],

and subsequently in its iterations in 2019 and 2020. In this task, a system is required

to return background articles for a given query article. However, past participants

tackled it as a regular ad-hoc retrieval problem. For instance, Ding et al. use different

part of the query articles as query and investigate different retrieval methods, such as

pseudo relevance feedback with Rocchio or RM3 [1] as well as BERT [14] based result

re-ranking [15]. Similarly, Missaoui and MacFarlane try to also use pseudo relevance

feedback methods but focus on selecting named entities instead of regular terms [32].

However, our work designs a method dedicated to background retrieval that focuses

on using aspects.

2.2.2 Graph Based Method

In previous work, in order to rank text units of documents, such as words or sen-

tences, graphs are built for documents to leverage the associations between them, such

as co-occurrence or similarity. For instance, Litvak and Last [27] uses stemmed words

as nodes and add direct edges between two words if one precedes another in a sentence.

In order to rank the nodes, a supervised method is proposed, which uses features such

as in and out degrees of the nodes as well as the frequencies of the corresponding words.

Besides, they apply the HITS algorithm [23], which is unsupervised and leverages the

incoming and outgoing edge information of the nodes. Mihalcea and Tarau [31], on the

other hand, design the TextRank graph-based ranking algorithm, which is similar to

PageRank [37] with edge weights taken into account. It is tested on building graphs to

rank keywords or sentences in a document. For keyword ranking, a word graph similar

to the previous method is built for a document, but undirected edges representing word
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co-occurrences are used. Edge weights are set to be the same for all edges. Unlike the

previous two studies, Boudin [8], instead of proposing new methods, evaluates different

centrality measures for ranking keywords with a word graph. TextRank as well as other

classic centrality measures such as degree and betweenness are investigated.

The success of the previous work of leveraging word co-occurrences in the form

of graph motivates us to use it for aspect identification method as well as aspect

importance estimation. Similar to ranking keywords, based on our observation word

co-occurrences can also be useful for aspect identification since words belonging to the

same aspect are likely to frequently co-occur. However, instead of using any words,

in this work, only entities are used since they may be more discriminative and are

unlikely to be shared among aspects. Besides aspect identification, the entity graph is

also used to weight the entity nodes with centrality measures, which is used for aspect

importance estimation.

Specifically for aspect identification, the Louvain method proposed by Blondel

et al. [6] is used to segment the entity graph into aspects. This method groups nodes

of the graph into communities by maximizing modularity, which is a measure that

evaluates partitions of a graph. It rewards edges within the same communities while

penalizes those across different communities and the weights of the edges decide the

magnitude of the rewards or penalties. This measure reflects our intuition that in the

entity graph of a news article, entities of the same aspects should co-occur often (i.e.

with high-weight edges in between) whereas entities of different aspects should not co-

occur or co-occur less often (i.e. with no edges in between, or the edge weights are low).

More specifically, this method first starts with singleton communities and iteratively

merges communities with one of their neighbor communities that maximizes the gain

of modularity. This process results in small communities, and each of them is grouped

into one node and the edges between two communities are merged as one edge whose

weight is the sum of the individual weights. The first step as well as this merging step

is repeated until no modularity gain can be further achieved.
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2.3 Microblog Retrieval

2.3.1 Silent Day Detection

Silent day detection is closely related to adaptive filtering [50] since both of them

need to determine whether to deliver any information to users. However, the major

difference is that adaptive filtering often deals with long-term information needs that

have judged relevant samples. As a result, the commonly used methods often can use

the judged data to build an interest model based on an information need. However, in

microblog retrieval, the information needs usually are of shorter term interests. Most

interests, in particular those event-driven queries, would not last very long. Thus, there

is often no training data for the queries, making it difficult to directly apply existing

adaptive filtering methods.

Another research problem related to silent day detection is query performance

prediction, which predicts the performance of a query in the absence of the relevance

judgments [44, 12, 38, 2, 11, 62, 61, 46, 59, 10, 54]. Silent day detection can be tackled

by predicting the performance of the set of microblog posts published in a day with

respect to the query. However, directly using query performance prediction methods

on silent day detection might not be suitable. The scenario of no relevant tweets is

often not considered by these methods. Moreover, existing predictors often use single-

term based retrieval signals. As mentioned earlier, these signals are not as effective on

microblogs and therefore may lead to the mislabeling of silent days as non-silent days.

The most similar task to silent day detection might be missing content detection [59].

Nevertheless, it deals with document collections instead of microblog collections.

The concept of silent day was first introduced in the 2015 Microblog Track [25].

The main evaluation metrics in the track heavily penalize systems that return results

on silent days. Indeed, previous work [52] shows that the performance of a participating

system of the track is dominated by its ability to detect silent days. However, silent

day detection was usually tackled indirectly by posing a threshold for single tweets,

which is either time based [34] or score based [64]. This paper directly addresses the

problem of silent day detection.
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2.3.2 Pseudo Relevance Feedback

Pseudo relevance feedback (PRF) is a technique used to alleviate the query-

document vocabulary mismatch problem in order to improve the retrieval effectiveness.

It could be particularly useful in micoblog retrieval due to the short nature of microblog

posts. Pseudo relevance feedback assumes that the top retrieved results are relevant

and selects expansion terms from them to perform another round of retrieval. Various

pseudo relevance feedback methods have been proposed. For instance, Fang et. al. [17]

used mutual information between query terms and terms in the top results to select

terms that are semantically related to the query. Abdul-Jaleel et al., likewise, propose

RM3 which uses the query and top documents in the result to estimate a relevance

language model of the query [1]. More specifically, the relevance model P (w | R) is

estimated based on the query likelihood of the top documents and the documents’

language models, which is illustrated below:

P (w | R) =
∑
D∈R

P (w | D). (2.5)

The top terms in this model are then added to the query. This method is also

selected as a point of comparison since past research has illustrated that it can fre-

quently help to improve the retrieval performances significantly. Although existing

PRF methods differ in the way that the scores of the expansion terms are evaluated,

their term scoring functions are based on classic retrieval signals. such as term fre-

quency and inverse document frequency. However, in this work, we employed a query

collectivity based scoring function to conservatively select expansion terms.

Despite the success that pseudo relevance feedback methods enjoy on document

collections, they seem to fail on microblog collections because of the often noisy ini-

tial retrieval results [65, 65]. Previous research tackles this problem in various ways.

Miyanishi et al. [33] proposed a method that involves manually picking a relevant

tweet from top results to select expansion terms from. However, other methods focus

on selecting terms from external resources rather than from the target collection for
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retrieval. A few examples of the external resources are the search results of Google and

knowledge bases such as Wikipedia and DBpedia [63, 65, 7]. The rationale of using

them is that the information quality is generally higher on these resources than that

of a microblog collection so that it is more likely to find relevant information using a

basic retrieval function. Nonetheless, in this work, we investigate how to effectively

select expansion terms under the settings of PRF where no manual effort is involved

and no extra resources are used.

2.4 Bridging News Retrieval with Microblog Retrieval

There have been various attempts to leverage one of the information sources

between news and microblog to assist the retrieval on the other. Phelan et al. [40]

extract tweets from either Twitter’s public timeline or user’s Twitter timeline and build

an index from the tweets. Another index is built on the articles from user provided

RSS feeds. The overlapping terms are then used to retrieve and rank articles from the

RSS index. Moreover, Jonnalagedda and Gauch [22] use the popularity of news topics

on Twitter to recommend news stories to users. More specifically, tweets are sampled

from Twitter and searched on the news collections which assigns cosine similarity scores

to the news articles with respect to the tweets. These scores are aggregated for each

article to produce the popularity scores of articles, which, in turn, are used to rank

the articles. Conversely, a study that is more related to our work tries to link a news

article to social media utterances that implicitly reference it, and Twitter is chosen

as one of the social media [55]. Multiple queries are generated from the article using

its structural elements, such as title, as well as other derived representations, such as

named entities. The queries are used to retrieve social media utterances via query

likelihood model and constraints are implemented to ensure that the utterances are

in close time proximity to the article, and that they are informative. However, unlike

this work, we focus on discovering microblogs posts related to the background of news

articles, which can be connections to other news stories, instead of referencing them.
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Chapter 3

FRAMEWORK DESCRIPTION

In this chapter, we discuss the proposed unified framework for information seek-

ing of event related search interests on news and microblog data. We first offer a high

level view of the system, which is shown in Figure 3.1. The components of it which we

focus on, and propose novel techniques for, are subsequently discussed in detail.

3.1 Framework Overview

As discussed earlier, the framework consists of two parts. The news retrieval

pipeline is depicted in the top half of Figure 3.1, whereas the bottom half of the

figure illustrates the microblog retrieval pipeline. It is important to note that

the framework is designed in a query type agnostic fashion, which means that it can

handle all types of queries regardless of whether they are event related or not. This

also results in the fact that not all paths of the system shown in the figure are taken

for all queries. The paths shown as dashed lines are only taken by some queries under

certain circumstances, which is discussed below.

In the news retrieval pipeline, the “General News Search” step is performed

by classic ad-hoc retrieval techniques, and the results are sent back to the users. In

addition, the result articles are sent to the “Event Background Retrieval” module in

which event articles are identified. If there are event articles among the result articles,

suggesting the query is event related, background articles are retrieved are returned to

the users.

On the other hand, in the microblog retrieval pipeline, silent day detection and

pseudo relevance feedback can be applied in the first step “General Microblog Search”.

Results are returned to the users if the search is ad-hoc or, for daily searches, if the days
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Figure 3.1: Overview

are non-silent. If the query is event related according to the news retrieval pipeline,

the retrieved microblog data are re-ranked and re-organized for different aspects of the

events and shown to the users.

3.2 News Retrieval Pipeline

In the news retrieval pipeline, we focus on “Event Background Retrieval” and

the workflow in it is shown in Figure 3.2. The event articles are identified by the event

article identification method from the results of the first retrieval step. Subsequently,

if there are any event articles, they are used for background retrieval and non-event
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articles are ignored. This is because, as mentioned earlier, we decide to use the men-

tioning of background information in event articles as a guide to retrieve further details

of the mentioned background information. Since there can be multiple aspects of back-

ground, the aspects are identified in the event articles. These aspects are individually

used to find articles of background information. Results from different aspects of the

same event article are merged. However, it is important to note that the background

articles for different event articles are not. The primary reason for it is that there is no

appropriate testing data. However, as shown experimentally in the microblog retrieval

pipeline (which will be discussed later), we propose a reasonable way to weight aspects

across different event articles so that the weights are comparable. Besides, retrieving

background articles on a per event article basis may have its own benefits too. As

argued before, the need of extra background information may be developed when a

user reads background aspects in an event article, and he or she wants to know more

about them. As a result, displaying the links to the background articles about these

aspects in the sidebar of the event article would be more convenient for the user than

aggregating background articles from multiple event articles. This is because the lat-

ter method might include background articles not related to the aspects in the event

article the user is reading, which are not of immediate interests of the readers. In fact,

displaying background articles in the sidebar of an event article is the use case of the

background linking task of the News Track 1, whose data the proposed background

retrieval framework is tested on.

3.3 Microblog Retrieval Pipeline

Besides the news retrieval pipeline, the other half of the proposed framework is

the microblog retrieval pipeline. The first component of it is called “General Microblog

Search”, and the detailed workflow is shown in Figure 3.3. Depending on the temporal

characteristic of the search, microblog data of different time ranges are searched on.

If this search is ad-hoc, it is performed on things published moderately recently (i.e.

1 http://trec-news.org/
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Figure 3.2: Event Background Retrieval
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within several days in the past) on the microblog and the retrieved microblog data

is returned and the subsequent steps proceed if needed. However, if the search is

performed daily, the system checks whether the day is silent before returning any results

to the users. If it is, no results are returned. Otherwise, the search is performed on the

microblog published within the current day, and the following steps are identical to that

of the ad-hoc microblog search. In both search scenarios, the query collectivity based

measures can be used to perform pseudo relevance feedback to further improve the

search effectiveness. It is important to note that the first component of the microblog

retrieval pipeline can be useful for not only event related but also non-event related

queries since the methods we proposed for the component are designed for general

microblog search.

However, the second component of the pipeline “Aspect Assisted Microblog

Result Refinement” is designed specifically for event related queries and the workflow

is shown in Figure 3.4. If the system decides to return microblog results to a user for a

query and there are event articles in the news results, the aspects extracted from the

event articles are used to re-rank and re-organize the microblog respects on a per-aspect

basis to offer users the option of picking the aspects they want to explore.
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Figure 3.3: General Microblog Search
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Figure 3.4: Aspect Assisted Microblog Result Refinement
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Chapter 4

BACKGROUND INFORMATION RETRIEVAL FOR EVENT
RELATED QUERIES

In this chapter, we discuss the background retrieval part of the news retrieval

pipeline which consists of event article identification and background retrieval. For

event article identification, a simple yet effective rule based method is designed which

uses article titles. If event articles are detected in the retrieved articles, background

retrieval is applied. In order to effectively retrieve background articles, based on the

temporal and multi-faceted nature of the background information, two sets of meth-

ods are proposed. From the temporal perspective, a simple yet effective time filter

is applied to constrain the retrieved background articles to be published before the

corresponding event articles. On the other hand, according to the multi-faceted na-

ture of the background information, we propose a probabilistic model that retrieves

background articles depending on the aspects they cover and the importance of the

aspects. Since news retrieval has been intensively studied in the literature, we leverage

existing techniques for retrieving news articles for aspects while focusing on how to

identify background aspects from event articles, and how to weight the aspects. An

entity graph based method is proposed to identify aspects whereas different ways of

weighting aspects are designed based on how clearly they are explained in the event

articles or their relatedness to the event being reported. The proposed methods are

tested on the News Track data sets and analysis is conducted to examine the overall

and each component’s effectiveness.
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4.1 Methodology

4.1.1 Identifying Event Articles

Based on our observation, a rule based method is designed to use the title of

the articles. The rules are described as follow:

• An article is classified as an event article if there is at least one capitalized word
in the title, and the word is consistently capitalized in the body text.

• An article is classified as an event article if the verbs in the title are in the past
tense.

The title is used since it is often a short summary of the main content of the

article. As a result, in an event article, the title often briefly describes the event. Our

rule based method reflects our observation of how the event is described in the title.

The first capitalized word rule is motivated from our observation that, in an event

article, who and where of the “five w’s” of the news often contain capitalized words

and are often mentioned in the titles. Since some words are capitalized for grammatical

reasons, such as the first word of the title, a capitalized word can only be considered if

it is consistently capitalized in the body of the article. In addition to the capitalized

word rule, the verb tense is also considered because an event sometimes is reported

in the past tense. This rule-based method is simple and therefore can be efficiently

executed. Its effectiveness is tested in the experiment section.

4.1.2 A Probabilistic Model for Aspect Based Background Information

Retrieval

As mentioned earlier, given an event, background information is multi-faceted.

In other words, there can be multiple aspects of an event and the background informa-

tion of the event can be about any one of them. Based on the definition of background

information, mentioned previously, we define an aspect of background information of

an event as either an aspect of the details of the event, or another story related to

the event being reported. Two sets of examples of background aspects and their cor-

responding background articles are illustrated in Figure 4.1. The event article of the
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first set of examples in Figure 4.1a is about new species are created as a result of the

mating between grizzlies and polar bears 1, and one of its background aspects and the

corresponding background article is about the interbred between Humans and Nean-

derthals 2. In the second set of examples, the event article is about an incident where

a truck driver was indicted for a human smuggling case at the Mexican border after

many undocumented immigrants died in the trailer of his truck 3. An aspect of the

background is the details of the suffering of the immigrants in the trailer, which corre-

sponds to the background article about one of the immigrants 4. Another aspect is the

increased difficulty of illegal border crossings under the Trump administration of the

U.S., which corresponds to a background article that describes Trump’s immigration

policies 5. As can be seen, the first pair in the second example set is an example of the

aspect being the details of the event, whereas the other example pairs are other news

stories related to the event being reported.

To account for the multi-faceted nature of the background information, a prob-

abilistic model is introduced, which is inspired by a result diversification framework

xQuAD [45]. It is motivated by the intuition that, for an article D to contain back-

ground information of an event article Q with respect to an aspect ai, not only does D

need to discuss the aspect ai, but also D has to be related to Q. More specifically, for

each aspect ai and a document D, the probability Pr(D|ai) can be computed, which

measures the relevance of D given ai using the classic query likelihood estimation. We

call it document aspect likelihood. To ensure that D is related to Q to ensure that D

discusses the aspect in a similar sense as it is in the event article, document relevance

Pr(D|Q) is combined with the document aspect likelihood for ranking documents for

1 https://wapo.st/30InE9K

2 https://wapo.st/3fVXZ3J

3 https://wapo.st/3hwr6uW

4 https://wapo.st/3huWycP

5 https://wapo.st/2OQTueP
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a specific aspect. Similar to xQuaD, the linear interpolation of the likelihoods is used:

βPr (D|Q) + (1− β)Pr(D|ai), (4.1)

where β regulates the influence between the event article and its aspects.

However, the background articles for aspects need to be merged to form a single

ranked list of background documents for the event article. Thus, we introduce Pr(ai|Q)

to indicate the importance of the aspect ai. With this importance component and

the aspect document ranking component mentioned above, we propose the following

probabilistic model for ranking background documents:

Pr(B = 1|D,Q)
def
=
∑
ai∈Q

Pr(ai|Q)(βPr (D|Q) + (1− β)Pr(D|ai)). (4.2)

In the above equation, B is a binary random variable indicating whether a document

D is a background article (1) or not (0). This model simulates the process where a

user reads an event article, discovers the aspects along with the importance of them

presented by P (ai|Q), and rates/ranks other documents based on the aspect importance

as well as how likely the document contains information about the aspects.

The above method is inspired by xQuaD, a result diversification framework,

since result diversification and background information retrieval are similar in that

they attempt to retrieve information for different aspects. Nevertheless, there are

major differences between them in terms of the problem setup. The most salient dis-

tinction is that, in result diversification, the decision of whether a document needs to

be retrieved depends on the documents that are already retrieved and a system prior-

itizes documents covering new aspects that are not clearly discussed in the previously

returned documents. In background information retrieval, however, such dependence is

not assumed. The ranking of the documents only depends on how well the documents

covering the background aspects and how important are these aspects. Admittedly,

it would be desirable to diversify background information. Moreover, the proposed
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Figure 4.1: Examples of background articles

(a)

(b)

aspect based framework arguably fits nicely for the purpose. However, due to the lack

of data for evaluation under such a setup, we leave if for future work.

After defining the model, how different components are implemented needs to be

decided. Two components document relevance Pr(D|Q) and document aspect likeli-

hood Pr(D|ai) can be implemented using existing retrieval techniques such as language

modeling [49, 60]. Thus, our focus is on other parts of the model, which are the aspect

identification and aspect importance estimation.
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4.1.3 Entity Graph Based Aspect Identification and Aspect Language Model

Estimation

It is clear that the aspects are a crucial part of our framework. Only when the

aspects are accurately identified can the framework be effective. Since we approach

retrieving background information for aspects as a classic retrieval task, “queries”

of the aspects, meaning some bag-of-words representations, are required. Therefore,

we specifically try to estimate the language models for the aspects. It can be easily

plugged into classic retrieval frameworks such as language modeling, and it has weights

associating with different words, which could be helpful for the retrieval step.

In order to identify the background aspects in the event articles, how background

information is written needs to be analyzed. Sometimes, a reporter writes aspects in

one or more paragraphs separated from the reporting of the event. However, more fre-

quently, background information is blended with the main story by a technique called

information weaving [19]. By doing so, background information is introduced alongside

the reporting of the mains story without breaking the flow of the story. The second

aspect in Figure 4.1b is an example of that as the background is explained in a subor-

dinate clause while the main clause is about the main story. Therefore, we introduce

an entity graph based method to tackle the task. It is important to note that we define

the term “entities” here as an umbrella term that encompasses both named entities

(such as Trump and Walmart in the above truck driver indictment query article) and

concepts (such as “Humans” and “Neanderthals” in the bear interbred query article)

that have Wikipedia pages associated with them. This is because using only named en-

tities might be insufficient and missing important concepts in identifying aspects, such

as “Humans”. It is important to note that we use the toolkit called DBpedia Spot-

light [13] for entity annotation and not all words or phrases with associated Wikipedia

pages are annotated due to the filtering steps of the toolkit. For a phrase or a word in

the input text (which is called surface form), a list of candidate entities in Wikipedia

is generated. The tool then computes the similarity scores between the text around

the surface form in the input text and the text surrounding the candidate entities in
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Wikipedia. No annotations are generated if all candidate entities’ similarity scores are

low. Other criteria for filtering are considered as well, such as how common the entities

are and whether the difference of the scores of the first and second ranked candidates

is big enough (i.e. whether the best annotation is ambiguous). The filtering steps are

desirable since they can improve the entity annotation quality.

Our observation of the entities in an article with respect to aspects is that

different aspects tend to use different sets of entities and that there is little overlapping

between the entities of different aspects. Nouns, verbs, and other words that are not

as discriminative as entities, however, are more likely to be shared among aspects. For

instance, regarding the truck driver indictment event article, the entity “Trump” is

only used by the aspect describing immigration policies in the Trump era, whereas the

entities such as “Walmart” and the drug cartel “Los Zetas” are used to describe how the

immigrants were smuggled into America as well as the terrible conditions they suffered.

On the other hand, non-entity words such as “immigrants” might be shared by aspects.

Thus, we could separate entities in the event article into several non-overlapping groups,

and each group represents an aspect of the article. Nevertheless, it is not reasonable

to use all entities in the query to identify aspects because, besides aspects, entities

are used in describing the main event of the article as well. These entities need to be

removed before the segmentation of the entities into aspects. Intuitively, the entities of

the event may occur frequently in the article throughout the whole document. Entities

only appear frequently in a small region of the article might be those belonging to

aspects. Thus, we use paragraph frequency, which is the number of paragraphs in

which the entity appears, as the measure to pick the entities for the event. A natural

way of using the paragraph frequency is to rank entities with paragraph frequencies,

and remove top entities that are likely used for describing the event. However, the

usage of entities varies among event articles based on the events they are reporting.

Some events require the use of more entities. Other events may use nouns more often,

such as “immigrants” and “truck” in the trucker indictment case. Therefore, we rank

nouns and entities together by paragraph frequency and heuristically only remove the
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entities among the top five of the ranked list for identifying aspects.

With entities about the event being removed, the next step is to segment the

remaining entities into different aspects. Intuitively, entities of the same aspect often

co-occur in the same paragraphs, and the opposite is often true for entities from differ-

ent aspects. Thus, to leverage the entity co-occurrence information, we follow previous

work [27, 31] and build an entity graph from aspect entities of each event article. In

the graph, the nodes are the entities while the edges represent the co-occurrence rela-

tions of the entities in paragraphs. Moreover, the edges are assigned weights according

to the word distances between the entities in different paragraphs. More specifically

the weight between two entities e1 and e2 in a paragraph p that they co-occur in is

computed as:

W (e1, e2, p) = 1− 1 + # of words between e1, e2

|p|
, (4.3)

where |p| is the word count in the paragraph. It is used so that the weight is normal-

ized and comparable between paragraphs. The edge weight between two entities is the

average of the above weights among all paragraphs that they co-occur. The Louvain

method proposed by Blondel et al. [6] is used to finally separate the entities into as-

pects. This method is designed for community analysis, which attempts to separate

a weighted network into densely connected communities/sub-graphs. It accomplishes

this by approximately optimizing modularity, which measures how edges are concen-

trated within communities instead of between them. It is clear that the method can

segment entities following our intuition of grouping the entities co-occur often into the

same aspects. In Figure 4.2, two example articles and their aspects are shown. More

specifically, the aspects are illustrated in the form of highlighted entities. Entities be-

longing to different aspects are marked with different colors, and we provide a short

description for each aspect for illustration purposes.

After aspects are identified, the language models of them can be estimated.

Using the mined aspects from the entity graph, given a paragraph, it can be labeled

with the aspects whose entities occur in the paragraph. The language model of an
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Figure 4.2: Examples of aspect entities in articles

(a)

(b)
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aspect then can be estimated from the paragraphs belonging to the aspect. There

might be two ways of achieving this. One of them is called Labeled Latent Dirichlet

Allocation (L-LDA) [41]. It is similar to the classic LDA method. The only difference

is that, instead of assuming words in a document can be generated from all the topics,

a document is labeled by a subset of topics and it can only draw topics from the

set when generating words. Under the setting of aspect language model estimation,

paragraphs correspond to “documents”, and aspects correspond to “topics” in L-LDA,

respectively. Following the procedures of L-LDA, the language models for the aspects

can be estimated. Besides aspects, the reporting of the event should be considered as

well. Due to the commonality of the usage of the information weaving technique, we

also assume that the reporting of the event co-exists with all the aspects and assign

the label of the event to all paragraphs.

In addition to L-LDA, we propose another way of leveraging aspect labels of the

paragraphs to estimate aspect language models that is based on Probabilistic Latent

Semantic Analysis (PLSA) [21, 29]. The method is inspired by L-LDA, and it is

assumed that the words of the paragraphs are generated by a mixture model of the

aspect models, the event model, and the collection model 6. However, the aspect models

are constrained to be only those that correspond to the aspects of the paragraphs. As a

result, the method is called Labeled PLSA (L-PLSA). We introduce the notations for the

proposed method. More specifically, we denote ai as the i-th aspect, and, for the sake

of cleaner presentation, we denote the event as a special aspect a0. Given a paragraph

p, the count of word w in it is noted as c(w, p), and its aspects labels are noted as Lp.

Following the settings of the previous method, we assume that each paragraph can be

generated from the event model, which means 0 ∈ Lp ∀p . θi is the language model

of aspect ai and θC is the collection model. A hidden variable zp,w denotes the aspect

model that a word w in paragraph p is generated from. Pr(zp,w = i) is the probability

that the word is generated by θi, while Pr(zp,w = C) is the probability that the word

6 In the previous work [29], this is called “background model” and is estimated from
the whole collection. We call it the collection model to avoid confusion.
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is generated from the collection model. πp,i is the mixing weight for paragraph p to

choose θi for word generation and
∑

i∈Lp
πp,i = 1 ∀p. λC is the mixing weight for θC .

Following the previous work on PLSA [29], we use the EM algorithm to estimate the

aspect language models θi as follows:

E-Step:

Pr (zp,w = i) =


π
(n)
p,i Pr

(n)(w|θi)∑
i π

(n)

d,i′Pr
(n)(w|θi′ )

i ∈ Lp

0 otherwise

(4.4)

Pr (zp,w = C) =
λCPr (w | θC)

λCPr (w | θC) + (1− λC)
∑

i∈Lp
π

(n)
p,j Pr

(n) (w | θi)
(4.5)

M-Step:

π
(n+1)
p,i =


∑

w c(w,p)(1−Pr(zp,w=C))Pr(zp,w=i)∑
i′∈Lp

∑
w c(w,p)(1−Pr(zp,w=C))Pr(zp,w=i′)

i ∈ Lp

0 otherwise

(4.6)

Pr(n+1) (w | θi) =

∑
p c(w, p) (1− Pr (zp,w = C))Pr (zp,w = i)∑

w′
∑

p c (w′, p) (1− Pr (zp,w′ = C))Pr (zp,w′ = i)
(4.7)

The above calculation is very similar to that of the original PLSA and the major

differences are that, when computing Pr(zp,w = i) and π
(n+1)
p,i for a paragraph p, they

are set to zero if p does not have aspect ai assigned to it (e.g. the entities of ai do

not occur in p). Moreover, when performing normalization for them, they are only

marginalized over the set of aspects of p, which is Lp.

4.1.4 Aspect Importance Estimation

Another component of the proposed aspect based background information re-

trieval model that is the focus of this work is to estimate the aspect importance

Pr(ai|Q). The simplest way is to assume the weights of all aspects are the same:

P (ai|Q) =
1

|A|
, (4.8)
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where |A| is the size of all the aspects (i.e. A = {a1, · · · , ak}). Beyond this, we

argue that there can be two interpretations of the aspect importance, and we explain

them and their possible realizations. The first interpretation can be called “clarity”,

meaning how clearly an aspect is discussed or described in the event article. Intuitively,

if an aspect is not explained clearly, the readers may certainly want more details and

contextual information about the aspect. However, directly measuring clarity might

be extremely challenging. It is difficult to mathematically define and measure the

clarity of an aspect in the event article. More importantly, the clarity requirements

of different aspects might be different. The aspects that are more familiar to the

general public, such as Trump’s immigration policies, might require less explanation

for readers. In other words, the clarity requirements for them are lower. Less known

aspects, such as the details of the sufferings of the immigrants, might require a higher

level of clarity. Thus, we employ a simple and heuristic method and leave exploring

more sophisticated techniques in future work. More specifically, we assume that the

familiarity of all aspects to a user is the same prior to him or her reading it, and we

use the amount of content in the event article corresponding to the aspects to measure

their clarity. The intuition behind using the amount of text is that, the fewer words

used to describe an aspect, the more likely readers do not fully understand the aspect,

and the more important it is to provide background information for the aspect. This

amount can be measured by how many words in the event article are used to describe

the aspect via the word-aspect assignment probability Pr(zp,w = i) in L-PLSA. We call

this measure the coverage of aspects. Given an aspect ai, its coverage can be computed

as:

Coverage(ai|Q) =
∑
p

∑
w∈p

Pr(zp,w = i)c(w, p). (4.9)

Since the clarity is negatively correlates to the coverage, the clarity based aspect

importance can be computed as:

Pr(ai|Q) =
1− Coverage(ai|Q)∑
a′i

(1− Coverage(a′i|Q))
. (4.10)
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One is added to the negative of the coverage to ensure the value remains pos-

itive, whereas the clarity based importance is normalized over all aspects to ensure∑
ai∈A Pr(ai|Q) = 1.

Another interpretation of the aspect importance can be called relatedness, mean-

ing how closely related an aspect is to the event being reported. Aspects that are weakly

related to the event might be insignificant and do not need to be understood fully for

the readers. An example of this can be the Trump immigration policy aspect in the

truck driver indictment for a human trafficking case. If an aspect is closely related to

the event, however, it might be essential to provide background information for the

aspect. An example of this could be the details of the sufferings of the immigrants in

the above case. A natural way of measuring relatedness could be using co-occurrence.

In order to do that, we marginalize the aspect component over documents:

P (ai|Q) =
∑
D

P (D|Q)P (ai|Q,D). (4.11)

In theory, the marginalization should be done over all documents. However, it

would be prohibitively expensive. Moreover, existing work shows that by retrieving top

documents using some retrieval function and perform marginalization on this small set

of documents can offer reasonably effective performance [17, 1]. Thus, we also adopt

this paradigm.

For each document D, the right side of Equation 4.11 represents the likelihood

of D being observed given the event article Q, and the likelihood that the aspect ai

is also in D. For the first part P (D|Q), we employ the language modeling approach

by performing maximum likelihood estimation on Q to obtain its language model and

compute the generative probability of D given the language model. For the second

part, we apply Bayes Rule and assume that the aspect prior P (ai) follows a uniform

38



distribution:

P (ai | Q,D) =
P (Q,D | ai)P (ai)∑
a′i
P (Q,D | a′i)P (a′i)

=
P (Q,D | ai)∑
a′i
P (Q,D | a′i)

.

(4.12)

The core part of it, which is P (Q,D|ai), can be computed as the probability

of given the language model θi of aspect ai, the overlapping words of Q and D are

generated, which can be easily computed given the fact that θi is estimated previously.

In addition, the entity graph of the event article can be used to compute the

relatedness of the aspects to the event as well. In the entity graph of an event article,

entities are used to represent aspects and the edges between entities indicate how closely

related the entities are. Therefore, we insert the event into the graph in the form of

nodes, and use the connections between these nodes and entity nodes of the aspects

to measure the relatedness. More specifically, the entities and nouns with the highest

paragraph frequencies, which are removed for constructing the entity graph, are put

back into the graph. The edges among themselves as well as those to the aspect entities

are added back as well. Since the newly added nodes can be either entities or nouns

but belong to the event, we call them event nodes. Intuitively, the relatedness between

an aspect and the event is high if the aspect’s entities are connected to the event nodes,

especially the more important ones. We realize the intuition by the equation below:

R(ai) =
∑
e∈ai

∑
n∈o

1(e, n)I(n). (4.13)

In the above equation, aspect and event are noted as ai and o, respectively.

Their nodes, in turn, are noted as e and n. 1(e, n) is an indicator function whose

value is one only when there is an edge between e and n. Otherwise, its value is zero.

The importance of n is noted as I(n). R(ai) denotes the relatedness of the aspect

ai. The node importance can have multiple implementations. The word count in the

event article can be used. Besides, the graph structure can be leveraged. Following

previous work, centrality based measures, such as degree, closeness, and betweenness,
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can be used [27, 8]. Some of the measures, such as closeness and betweenness require

edge distance instead of edge weights. Since the weights are in the range of 0.0 to 1.0.

One minus the edge weight is used as the edge distance. Moreover, TextRank, which

is proposed by Tarau and Mihalcea [31] for weighting keywords in a document using

the graph structure of a word co-occurrence graph, can also be leveraged. We em-

ploy TextRank as well as several centrality based node importance measures, namely

betweenness, closeness, degree, and eigenvector. The effectiveness of these implemen-

tations is investigated experimentally.

4.1.5 Temporal Perspective of Background Information

In addition to the multi-faceted nature of the background information, the tem-

poral perspective of background information is also analyzed and used to assist the

retrieval of background information. When considering background articles of an event

article, intuitively they are more likely to be information in the past, and therefore are

likely to exist in articles published before the event article. For example, the back-

ground articles of a report of the new development of a major criminal case might be

articles of the origin as well as the previous development of the case. Thus, we propose

a simple time filter to ensure the retrieved results to be articles published before the

event article.

4.2 Experiment

The proposed news retrieval pipeline is investigated under the settings of the

background linking task in 2018 and 2019 TREC News Track [47], which is designed

specifically to investigate how to fulfill the information need of background informa-

tion. More specifically, we investigate the effectiveness of the rule based event article

detection method as well as the two proposed methods that are designed to facilitate

the retrieval of background information, which are the time filter and the aspect based

background information retrieval model.
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4.2.1 Data and Experiment Setup

Both years of the News Track have a common task called background linking.

Unlike ad-hoc retrieval settings that use keyword queries, this task provides a list of

query articles and requires a system to retrieve articles containing background infor-

mation given a specific query article. It is clear that such a setup is desirable to test

the proposed background retrieval method on, but the query articles are not restricted

to event articles. This also enables us to test the event article detection method on

the tracks’ data. Since there are no appropriate keyword queries associated with the

event articles, the proposed rule based method is tested on how accurately it can detect

event articles. Moreover, as argued before, if a relevant article of a keyword query is

an event article, it is likely that the query article itself is event related.

The two years’ of the track have 50 and 60 background linking query articles

for 2018 and 2019, respectively. Moreover, they use the same news collection which

consists of 608,180 news articles published in the Washington Post from January 2012

through August 2017 7. Duplicate documents is a known issue of the collection and

we follow the de-duplication procedure proposed by Bimantara et al. [5]. Document

files are processed in lexicographic order of their file names, and if an article has

the same title, was published on the same date, and shares the same authors as an

article encountered previously, this article is considered duplicate and discarded. It

is important to note that the track organizers also provide a script for de-duplicating

documents, but we follow the above procedure since it provides better effectiveness.

After this step, documents published in the sections of “Opinion”, “Letters to the

Editors”, and “The Postś View” are also excluded following the track guideline. These

types of articles are not considered background since they are opinion pieces instead

of focusing on presenting factual information. Because the proposed aspect based

background retrieval framework requires entity annotations of Wikipedia entities, we

use DBpedia Spotlight [13] to annotate entity mentions in title and content (which

7 https://trec.nist.gov/data/wapost/
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is document body) fields. Besides detecting the text string of entity mentions, the

toolkit also provides the Wikipedia titles correspond to the entities, which are called

canonical forms. Since the same entity can be mentioned in different ways in the text,

we replace all entity mentions in the original documents with their canonical forms to

avoid the mismatching problem. Moreover, the canonical forms can be multi-words,

and thus each canonical form is treated as a single word at index time. The processed

title and content fields as well as the publication timestamps are indexed using the

Indri toolkit [51]. The official metric ndcg@5 is adopted for evaluation.

4.2.2 Event Article Detection

The effectiveness of the event article detection is investigated first since the latter

background retrieval step depends on the results of it. We manually label the 110 query

articles and there are 66, or 60%, event articles. The numbers of event and non-event

articles are reasonably balanced, which is desirable for evaluation. Evaluating the

output of the proposed rule based event article detection method against the manual

labels, an f1 score of 0.84 is observed on event articles with the precision and recall

being 0.81 and 0.86, respectively. This illustrates that the method is not only simple

but also effective.

4.2.3 Method Order and Retrieval Baseline

There are two sets of methods proposed for background retrieval for event arti-

cles: the time filter and the aspect based background retrieval framework. Since they

do not depend on each other, it is important to define the order they are applied.

Due to efficiency concerns, the aspect based framework is implemented in a re-ranking

manner. More specifically, some methods are first used to perform a round of retrieval

to obtain a reasonable pool of background article candidates. These candidates are

subsequently re-ranked based on the proposed framework. Thus, it is reasonable to

apply the time filter first since it can be efficiently executed.
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A retrieval baseline is required to apply the time filter on and there are two

essential components of the retrieval baseline which should be decided: the “query”

and the retrieval model. We use all the words in the event article, meaning all entities

and non-entity words, as the query and investigate the proper retrieval model settings.

The all word query is chosen since it is simple yet achieving reasonably effective perfor-

mances on the background linking task of past News Track’s. Several retrieval models

are tested, namely f2exp [16], bm25 [43] and language modeling [60]. We perform a grid

search on their parameters and evaluate the effectiveness of these parameter settings

on all queries. More specifically, s in f2exp is tuned within the range of [0.1, 1.0] with

a step size of 0.1; b in bm25 is tuned within the range of [0.1, 1.0] with a step size of

0.1; and µ in language modeling with Dirichlet smoothing is tuned within the range

of [500, 5000] with a step size of 500. Language modeling with Dirichlet smoothing is

picked since not only does it offer the best ndcg@5, the performance is stable when

its parameter µ is set greater than 1000 (less than 2% difference). Thus, we use it as

the basic retrieval function throughout our experiments and set µ to be 2500. This

baseline is called AW for the rest of the chapter as all words in the event article are

used.

4.2.4 Time Filter

In this section, we investigate the temporal aspect of the background informa-

tion. First, analysis is conducted to test our intuition that background information is

more likely to be information published prior to the query article. In order to do that,

the judgment data for the two years’ of News Track is merged and, for each query

article, the percentage of background documents published before it is computed. The

percentages are grouped as all, event, non-event based on whether their corresponding

query articles are event articles or not. The percentages of the groups are shown as

box plots in Figure 4.3. As can be seen, the plot largely confirms our intuition. Half of

the query articles, regardless of their types, have no less than 80% of their background

articles published prior to them, and this percentage is around 65% for two-thirds of
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all the query articles. However, the tendency is more pronounced for non-event arti-

cles. All non-event query articles have more than 50% background articles published

before the query articles. For event query articles, however, there are a handful of them

that have more than 50% background articles written after. A possible explanation

is that, in non-event articles such as an opinion piece or investigative reporting, the

background tends to be the things that are commentated on or are investigated, which

are more likely to be already published about in the past. For event articles, however,

background can be new revelations of the event after the initial reporting, which are

therefore published afterward.

Based on this observation, a time filter is applied on top of AW to ensure that

all returned documents are published before the corresponding event articles. This

method is named TF. The comparison of the average ndcg@5’s on whether the filter is

applied for different article types of two years’ of News Track data is shown in Figure 4.4

with the black error bars indicating confidence intervals on the level of 95%. As can

be seen, TF improves the performances for both event and non-event articles. With

the help of the filter, the ndcg@5 increases from 0.4896 to 0.5159, and from 0.5002

to 0.5417 for event and non-event articles, respectively. The difference, however, is

only statistically significant for non-event articles at the level of 95% according to the

Wilcoxon signed-rank test. This is not surprising due to the fact that non-event articles

tend to have more background articles published in the past. These improvements

also transfer to statistically significant increases if both types are considered. The

experiment illustrates that the time filter could be beneficial in practice for background

information retrieval.

4.2.5 Aspect Based Background Retrieval for Event Articles

In this section, we investigate the usefulness of the proposed aspect based back-

ground retrieval framework, and that of its three components: entity graph based

aspect identification, aspect language model estimation, and aspect importance esti-

mation, which are the focus of this work.
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Figure 4.3: The box plot of the percentages of background articles published earlier
than the corresponding query articles for different article types

Figure 4.4: The comparison on the effect of the time filter for different article types
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4.2.5.1 Framework Performance

In this set of experiments, we aim to test whether the proposed aspect based

background retrieval framework can help background retrieval for event articles. As

mentioned previously, it is employed in a re-ranking manner. The initial results to be

re-ranked is produced by TF since it is slightly better than AW on event articles, and

AW is used as a baseline for comparison.

Besides AW, in order to better understand the usefulness of the entity graph

based aspect identification, a set of other baselines are also implemented which have

different aspect estimation methods. More specifically, instead of using the entity graph

based aspect identification to assign aspect labels to paragraphs, it is assumed that

there are five aspects (this number is empirically chosen) for each event article and each

paragraph of the article can be generated by all of these aspects. Language models of

the aspects are then estimated accordingly. This results in two baselines: PLSA and

LDA, which respectively use LDA or PLSA on all paragraphs.

The baselines, as well as variants of the proposed background retrieval frame-

work with different implementations of the components, are applied to the judged event

articles in the two years’ of News Track data and their effectiveness is reported in Ta-

ble 4.1 as ndcg@5. Only judged event articles are used here since the purpose of this set

of experiments is to show the effect of the proposed method on articles that are indeed

event related. Experiments on the query articles that are detected to be event articles

by the event article detection method will be discussed later. The hyperparameters,

such as λC of L-PLSA and PLSA that controls the influence of the collection model,

and β in Equation 4.1 that balances the document aspect likelihood and document rel-

evance are set by 5-fold cross-validation and the average effectiveness over the 5 folds

are reported in the table. For the proposed method, different variants are implemented

with the same aspect identification method but different combinations of aspect lan-

guage model estimation methods (e.g. L-PLSA and L-LDA) and aspect importance

estimation methods. For the latter, the average aspect weighting, clarity based aspect

weighting, and co-occurrence based relatedness weighting are noted as Avg, Clarity,
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Table 4.1: Effectiveness (ndcg@5) of different component combinations. † indicates
statistically significant difference against the TF baseline with p < 0.05 according to
the Wilcoxon signed-rank test.

TF 0.5178
PLSA+ Avg 0.5077 LDA+ Avg 0.5116

PLSA+ Clarity 0.4889 LDA+ Clarity N/A
PLSA+RelaCO 0.5078 LDA+RelaCO 0.5164
L-PLSA+ Avg 0.5323 L-LDA+ Avg 0.5132

L-PLSA+ Clarity 0.5339 L-LDA+ Clarity N/A
L-PLSA+RelaCO 0.5239 L-LDA+RelaCO 0.5175
L-PLSA+Relawc 0.5233 L-LDA+Relawc 0.5191
L-PLSA+Relaclo 0.5248 L-LDA+Relaclo 0.5130
L-PLSA+Relabet 0.5159 L-LDA+Relabet 0.5177
L-PLSA+Reladeg 0.5313 L-LDA+Reladeg 0.5168
L-PLSA+Relaeig 0.5323† L-LDA+Relaeig 0.5174
L-PLSA+RelaTex 0.5338† L-LDA+RelaTex 0.5164

and RelaCO. On the other hand, the graph based relatedness methods are noted by

the node importance methods as follows: Relawc for word count, Relaclo for closeness

centrality, Relabet for betweenness centrality, Releig for eigenvector centrality, Reladeg

for degree centrality, and RelTex for TextRank. Since the aspect weighting method

Clarity requires the percentage of the coverage of the aspects in paragraphs, which

is a byproduct of PLSA and L-PLSA, it cannot be used in combination with LDA or

L-LDA. Similarly, the entity graph based aspect weighting methods are not used with

PLSA and LDA since, unlike their proposed counterparts, entity graphs are not used.

As can be seen in the table, the proposed framework can be effective if proper

implementations of the components are chosen. Combining L-PLSA with either Relaeig

or RelaTex can bring statistically significant improvements over the TF baseline. How-

ever, baselines that leverage the proposed retrieval framework but do not employ aspect

identification perform worse than TF. This might indicate that using entity graphs to

identify aspects is helpful since it enables the language model estimation of the aspects

to be performed in a more targeted fashion.

When comparing the proposed aspect language model estimation methods by
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looking at the table column-wise, it seems that L-PLSA provides more accurate esti-

mation. Statistically significant improvements can only be achieved by using L-PLSA.

Moreover, with the same aspect weighting methods, L-PLSA generally outperforms

L-LDA.

On the other hand, when comparing the aspect weighting methods by looking

at the table row-wise, there can be multiple observations. First of all, surprisingly,

the simple Avg method achieves relatively high effectiveness among different aspect

weighting methods if proposed language model estimation methods are in use. Per

query analysis, nevertheless, indicates that it lacks robustness. When Avg is combined

with L-PLSA and L-LDA, the number of queries whose performances are hurt is either

close to or higher than the number of queries whose performances are boosted. This

might be expected since Avg does not distinguish between aspects and assumes that

they are equally important. A similar lack of robustness can be observed for Clarity.

This is unsurprising as well since the underlying assumption of it can be violated

moderately often. Clarity assumes that the less amount of text that is used for an

aspect, the aspect is less likely to be described clearly, which results in a need for more

information of the aspect. However, the reason why the authors do not cover the aspect

in detail might be that the aspect is not important. The best aspect weighting method

type seems to be relatedness based, especially those using entity graphs. However, some

node weight methods seem to be advantageous than others. A possible explanation

is that some of them, such as closeness and betweenness, can overly favor nodes that

connect to aspects that contain more entities nodes than others. For instance, the

closeness of a node is related to the shortest paths from it to other nodes in the graph.

If a node of the event is well connected to an aspect with many nodes, the shortest

paths of it to the nodes in the aspect might be smaller than that of other event nodes,

which leads it to receive high closeness. This, in turn, would result in high importance

to the aspect. However, the local structure of the graph has less impact on the measures

such as eigenvector centrality and TextRank since they are built on the assumption

that if a node is connected to important nodes, the node itself might be important,
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which has a weight smoothing effect.

4.2.5.2 Usefulness of Aspect Identification and Aspect Language Model

Estimation

In this section, we analyze the effect of the entity graph based aspect identifi-

cation and aspect language model estimation, which are two important components of

the proposed news retrieval pipeline. The quality of the identified aspects can be mea-

sured by whether the entities assigned to each aspect form a meaningful theme as well

as whether the aspect label assignment to the paragraphs correctly corresponds to the

locations of the aspects in the event article. Likewise, the accuracy of aspect language

models estimation can be measured by how accurate they represent the words used

to describe the corresponding aspects. Both of the evaluation methods would ideally

involve manual efforts. However, due to the limit of resources, we try to evaluate both

at the same time by assessing the background retrieval effectiveness of using individual

aspects. It is arguably true that the retrieval effectiveness with only one aspect reflects

the quality of the aspect as well as its language model accurately.

Based on the evaluation idea described above, we implement a procedure which

consists of two steps: background retrieval for individual aspects and top aspects se-

lection. More specifically, at the first step, for each aspect of an event article, a back-

ground article list is produced by re-ranking the results of TF using the framework

specified in Equation 4.1 with only the language model of this aspect in use and the

aspect importance Pr(ai|Q) discarded. After the first retrieval step, the top N aspects

in terms of their background article lists’ ndcg@5 are picked and these top ndcg@5’s

are averaged for comparison. Only a subset of aspects is picked since, given an event

article, there may not be too many aspects that a reader is interested in. We vary N

from one to five since this range seems to reflect the number of important aspects for

a given article based on our observation. The weight regulator β between the aspect

and the event article in the first step also depends on N. For each N, β is picked to

be the one that offers the best average performance for all event articles. Optimal β
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is chosen to limit the effect of the retrieval model on the retrieval performance so that

the average ndcg@5 of top N aspects can serve as a more accurate proxy of the quality

of the picked aspects.

Four methods are included in this set of experiments, which are called L-PLSA,

L-LDA, PLSA, LDA. For L-PLSA and L-LDA, similar to the previous section, aspects

are identified using the entity graph based method whereas the language model esti-

mation is achieved by L-PLSA and L-LDA, respectively. Likewise, PLSA and LDA,

which serve as baselines, set the number of aspects as five with no aspects labels, and

the language models are estimated as their names indicate. The evaluation procedure

described above is subsequently applied to the mined language models of these meth-

ods. Since L-PLSA and PLSA are different than the other two methods in that they

contain a model parameter λC which controls the impact of collection language model

(i.e. Equation 4.5). Thus, they are compared first with λC varies from 0.1 to 0.9 with

a step size of 0.1. The average performances of top N aspects are shown in Figure 4.5.

In the figure, the x-axis indicates the value of N, which is the number of top aspects,

and the y-axis indicates the average ndcg@5. As can be seen, L-PLSA seems to be

advantageous compared to PLSA. The former outperforms the latter for every λC at

every N value. Moreover, L-PLSA seems to be a slightly more robust method with

respect to λC as the variance in average performances at different N value tends to be

smaller in L-PLSA, especially when N is small.

After these two methods using different variants of PLSA are compared, we also

compare them against L-LDA and LDA. For simplicity and clarity, instead of showing

the performances on all λC values, the best and worse performing λC ’s are chosen for L-

PLSA, and PLSA and they are denoted using the subscripts high and low, respectively.

The average ndcg@5 over different N’s for them, as well as that of L-LDA and LDA,

are shown in Figure 4.6. The most salient observation may be that the methods with

the proposed aspect identification method, which are L-PLSAhigh, L-PLSAlow and L-

LDA, consistently outperform the baselines for all N values. When comparing different
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Figure 4.5: Average ndcg@5 with different λC for PLSA and L-PLSA at different N
values

(a) PLSA (b) L-PLSA

Figure 4.6: Average ndcg@5 for different aspect identification and language model
estimation methods at different N values
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language model estimation methods among the proposed methods, it seems that L-

LDA offers virtually the same performance as the worst L-PLSA setting, although as

N increases, all proposed methods are virtually indistinguishable. This may suggest

that L-PLSA could estimate language models more accurately. This is in accordance

with the observation on the overall framework performance in Table 4.1, in which the

best performing method uses L-PLSA.

4.2.6 End-to-End Pipeline Effectiveness

So far, the effect of different components of the proposed news retrieval pipeline

is studied, such as the accuracy of the event article detection as well as the effectiveness

of the time filter and the aspect based background retrieval model. Therefore, in this

section, we investigate the end-to-end usefulness of the whole pipeline. That is, given a

query article, it is classified as event or non-event via the event article detection method.

If it is detected as an event article, the time filter as well as the aspect based background

retrieval framework is applied. Otherwise, only the time filter is applied. It is important

to note that in the aspect based background retrieval framework, the aspect language

model estimation method and the aspect important estimation method are L-PLSA

and RelTex, respectively. This is due to the fact that this combination performs the

best not only on the true event articles, but also in the end-to-end settings. We name

this end-to-end method as EE. It is compared with baselines AW (which uses language

model as the retrieval function and all words in the event article as the query) and TF

(same as AW but no time filter applied) in terms of average ndcg@5 in Figure 4.7,

and the confidence intervals at the level of 95% are shown as error bars. As can be

seen, on the detected event articles, which is determined by the event article detection

method, EE outperforms AW and TF, and the improvements are both statistically

significant at the level of 95% according to the Wilcoxon signed-rank test. However,

similar to the findings on true event articles in Figure 4.4, TF alone cannot bring

significant improvement on AW. It might suggest that, due to the high accuracy of the

event detection method, event articles are correctly identified and the performances on
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Figure 4.7: The effectiveness of the end-to-end pipeline

them are increased with the help of primarily the aspect based background retrieval

framework and also the time filter. In addition, although non-event articles is not a

focus of the work, we also include them in the comparison combined with the event

articles since the time filter also seems to be helpful on them, which is illustrated in

Figure 4.4. Unsurprisingly, on all query articles, EE is also advantageous against the

other two methods with statistically significant improvements.

4.3 Summary

In the chapter, we investigate the event background retrieval in the news re-

trieval pipeline of the proposed unified framework. We propose a simple rule based

method to detect event article. Experiment results illustrate that it can accurately

detect the event articles with high recall. Moreover, in terms of retrieving background

information for events, a simple time filter on the publication time is introduced and

an aspect based background retrieval framework is designed to leverage the mention-

ing of background information in the event articles to find more details of the men-

tioned background aspects. Experiment results show that the time filter provides small

53



improvements for event articles, and significant improvements on non-event articles.

Additionally, for the aspect based background retrieval framework, we experimentally

show that it is effective in retrieving background information. Further analysis indi-

cates the usefulness of its components. The entity graph based aspect identification

seems to be able to accurately identify aspects and improve the aspect language model

estimation accuracy by corresponding correctly the aspect language models to be es-

timated with paragraphs of the aspects. Moreover, some of the aspect importance

estimation methods which rely on entity graphs, such as RelaTex, are shown to be

effective. With the help of different components, the whole pipeline brings end-to-end

statistically significant improvements against a competitive baseline on not only event

articles, but also non-event ones.

54



Chapter 5

MICROBLOG RETRIEVAL

In this chapter, we discuss the microblog retrieval pipeline of the framework.

First, we discuss how general microblog retrieval can be improved by leveraging the

proposed query collectivity based measures on silent day detection and pseudo relevance

feedback. How we plan to leverage these measures for these tasks are explained. Silent

day detection is formalized as a classification problem, and the proposed measures are

used as features. On the other hand, the measures can be used in pseudo relevance

feedback to directly select feedback terms. Unlike traditional pseudo relevance feedback

methods, which select terms from top retrieved documents based on the estimated

relevance of the documents and the importance of the terms in the documents, the

query collectivity based measures directly choose terms that, when combined with

existing query terms, can lead to the increase the measures. Based on the design of

the usages for the proposed measures on these two tasks, a general scoring function

for the measure is proposed. According to the function, two realizations of it, which

are phrase-based weighted information gain (PWIG), and local query term coherence

(LQC), are discussed. Experiments are conducted to evaluate the usefulness of the

measures on both tasks.

Besides only using microblogs, how the background aspects identified from news

articles in the news retrieval pipeline can be leveraged to bridge news retrieval and

microblog retrieval specifically for event queries are discussed. More specifically, to

achieve this, we propose a search process in which event queries are searched on news

and microblogs using a classic retrieval method. Following the procedure described

in the previous chapter, aspects are identified from the result news articles. Their

weights with respect to the articles as well as their language models are estimated.
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The language models are then used alongside the original query to re-rank the results

from the microblog side for the aspects. Additionally, in order to help prioritize more

important aspects, we propose a weighting scheme to assign cross-article comparable

weights to aspects based on the weights of the aspects obtained from the news retrieval

pipeline and the estimated relevance of the articles. Top terms of the language models

can also be provided to the users to help them choose the aspects they are interested

in. An experiment to evaluate such a paradigm is conducted on a mixture collection

consisting of a news collection and multiple tweet collections.

5.1 Query Collectivity Assisted Microblog Retrieval

5.1.1 Silent Day Detection

We first define the problem of silent day detection. Let Q denote a query and

C denotes all microblog posts of a day. The random variable S represents whether

the day is silent (1) or not (0). The problem of silent day detection is to estimate the

following probability:

P (S = 1 |Q,C). (5.1)

Because silent day detection requires a system to make a binary decision, it is formu-

lated as a classification problem and the proposed query collectivity measures are used

as features.

Based on the definition of silent day detection, it is natural to compute the

measures on all microblog posts C. However, this might not be an effective choice. The

differences between a silent and a non-silent day can be as small as a few, or even a

single, relevant posts. Such differences might not lead to changes on collection wise

measures that are significant enough to be detected. Instead, a possibly better solution

is to use a retrieval function to retrieve a list of results first as a sampling method to

obtain microblog posts that are more likely to be relevant, and compute the proposed

measures on the list. If the retrieval function is able to retrieve some relevant posts for

a non-silent day, the differences of the relevance measures between the retrieved lists
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of a silent and a non-silent day may certainly be easier to detect than that on all the

posts of the days.

In addition, existing work also seems to suggest that compute the measures

on the retrieved lists might be preferred. Missing content detection [59] is a similar

problem to silent day detection that requires a system to detect the non-existence of

relevant information on a document collection with respect to a query. The state-of-

the-art method of it also leverages retrieval functions to obtain result lists first and

bases the predictions on the lists. Another line of research that is also similar to silent

day detection is query performance prediction [44, 12, 38, 2, 11, 62, 61, 46, 59, 10, 54],

which estimates the difficulty to retrieve relevant results for a query. In fact, silent days

can be deemed as an extreme case of query difficulty. There are two types of query

performance prediction methods: pre-retrieval predictors and post-retrieval predictors.

The difference is that the latter leverages some retrieval function to obtain a list of

documents, and the prediction is conducted on the list with respect to the query.

Pre-retrieval predictors, however, rely on collection wise measures. Previous research

indicates that post-retrieval predictors generally provide better predictions over pre-

retrieval predictors [62, 12, 11]. Based on the above two reasons, given a query and

microblog posts of a day, we perform retrieval on all the posts of a day for the query to

obtain a result list, and compute the proposed query collectivity measures on the list.

5.1.2 Pseudo Relevance Feedback

Another retrieval problem we try to improve by using the query collectivity

measures is pseudo relevance feedback. More specifically, the proposed measures can be

used as a way to directly select expansion terms. Following the assumption of pseudo

relevance feedback, we assume top-ranked documents LK of some retrieval function

are relevant, and try to select expansion terms from these feedback documents. The

selection criterion is whether adding a term to the original query can lead to an increase

of the proposed measures, and how much is the increase. Operationally, given a query

Q, we can first compute the query collectivity measures on LK for Q. For each term t
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that occurred in LK but is not a query term, it is added to the query, and the measures

for the expanded query is computed again on LK . The term that leads to the highest

increase of the measures is selected. This procedure is conducted iteratively until no

terms can be found to further increase the measures.

5.1.3 Query Collectivity Measures

Based on the usages of query collectivity measures on silent day detection as

well as pseudo relevance feedback, we formulate the general scoring function of query

collectivity as follow:

S(T, L) =
∑
C∈T

S(C,L), (5.2)

where T is a set of terms and L is a list of documents. Di is a document in L.

C is a group of terms in T instead of a single term. As mentioned earlier, both

tasks use the list of top-ranked results for the query. Therefore, L represents such a

list. However, T represents different term groups for different tasks. For silent day

detection, T represents all query terms since the objective is to measure the relevance

of L for the query. For pseudo relevance feedback, on the other hand, initially the

measures are computed for the query Q. Subsequently, T represents the expanded

query in the iterative process which consists of a new non-query term t combined with

either the original query Q, or the expanded query from the previous iteration. We

propose two types of instantiations of the function, which are phrase-based weighted

information gain (PWIG), and local query term coherence (LQC). We discuss

them in detail below.

5.1.3.1 Phrased-Based Weighted Information Gain (PWIG).

The first measure is called phrase-based weighted information gain (PWIG). It

infers relevance from the collective query term appearances. This measure is inspired

by weighted information gain (WIG) [62], which is a query performance predictor that

estimates the performance of a list of retrieved results for a query without the use
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of relevance judgments. It accomplishes the prediction by estimating the relevance of

the retrieved results via summing up the relevance gains of single or collective query

term appearances in the results. It has two components that measure the collective

term appearances: sequential dependence (considering term order) and full depen-

dence (without considering term order) features. The collection frequency is used to

determine the weights of single and collective term appearances. We remove its single

term appearance gains and adopt its multi-term appearance gains. Moreover, different

weights are introduced for sequential and full dependency features. More specifically,

given a query Q, we denote its sequential dependence feature set and full dependence

feature set as S(Q) and F (Q), respectively. Let the union of S(Q) and F (Q) be noted

as R(Q). ξ denotes either a sequential dependence feature or a full dependence feature.

The probabilities of ξ occurs in a document D and the whole collection C are denoted

as P (ξ|D) and P (ξ|C). Given a list L containing K documents Di ∈ {D1, D2, ..., DK},

PWIG is computed as follow:

PWIG =
1

K

∑
Di∈L

∑
ξ∈R(Q)

λξlog
P (ξ|Di)

P (ξ|C)
, if |R(Q)| > 0, (5.3)

where

λξ =


λ√
|R(Q)|

, ξ ∈ F (Q)

1−λ√
|R(Q)|

, ξ ∈ S(Q)

. (5.4)

Essentially, PWIG infers relevance from the existence of multiple terms instead of single

terms. For single term queries, WIG is computed instead.

5.1.3.2 Local Query Term Coherence (LQC).

Local query term coherence (LQC), however, measures how coherent the query

terms are. The rationale behind it is that if the query terms are closely related (i.e.

co-occur often) in a list of documents, it is more likely that the list is relevant. More

specifically, the sub-coherences are computed, which are the coherences of the subsets
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of query terms. Sub-coherences are aggregated as the coherence of the query. More

specifically, given a query Q, we denote all possible multi-term subsets of the query as

F (Q). We use the appearance of such a subset ξ ∈ F (Q) as an indication of coherence

among the query terms in ξ. The proportion of the documents containing ξ in a list of

K documents indicates the degree of coherence between these query terms in the list:

C(ξ) =
# of documents containing ξ

K
. (5.5)

Intuitively, the appearance of more query terms collectively means a higher

degree of coherence since the probability of more query terms randomly co-occurring

is lower than that of fewer terms. Therefore, ξ are grouped by their sizes. More

specifically, we denote all the query term subsets with size i as Fi(Q) where i can take

the value from 2 to the length of the query |Q|. Then the coherence Ci(Q) aggregating

all query term subsets with length i can be computed as:

Ci(Q) = A({C(ξ) : |ξ| = i}). (5.6)

The function A() can be Max, Average, or Binary. Binary means that the value

of A() is 1 as long as one of the coherences is not zero, or 0 otherwise. This function

is sensitive to the change from no subset appearances to one appearance. We use a

weighted sum of the coherences of query term subsets of different lengths as the raw

LQC (rLQC):

rLQC =

|Q|∑
i=2

log(i)× Ci(Q) (5.7)

It is important to note that the weight of each size is the logarithm of the size.

This way of assigning weights favors long query term subsets without overly penalizing

the weights of short ones when the query is long. The final value of LQC normalizes

rLQC by the ideal LQC, which is the rLQC of an ideal document list in which every

document contains every query term.
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5.1.4 Evaluation

In this section, we test how effective the proposed measures are on both silent

day detection and query expansion on TREC collections.

5.1.4.1 Data

All the experiments for the proposed query collectivity measures are conducted

over the same set of TREC collections. The set includes the collections used in TREC

2011 and 2012 Microblog Track [36, 48], TREC 2015 Microblog Track [25] and TREC

2016, 2017 Real-Time Summarization Track [26, 24]. These collections all consist of

tweets crawled from Twitter, which a popular microblog platform. As a result, they are

appropriate for testing pseudo relevance feedback on microblog retrieval. Moreover, in

the latter three collections, silent days were introduced and evaluated. Although silent

days were not discussed in the TREC 2011 and 2012 Microblog Track, they exist in

the collection of the tracks. Therefore, it is suitable to evaluate silent day detection on

them as well.

Tweets in all these tracks were crawled using Twitter streaming API. When

active, it offers a 1% sample of all tweets posted at the time. The crawling period is

40 days in total, which resulted in 39,095,813 tweets. The total number of queries is

254. The queries in these collections were created by track organizers to reflect possible

search interests related to the events that occurred during the crawling periods. We

used the title field of the queries, which typically contains a handful of words. For each

tweet, only text, tweet id, and timestamp were preserved and non-English tweets were

discarded. Although experiments for both silent day detection and pseudo relevance

feedback are conducted on the same set of tweet collections mentioned above, they are

processed differently for each task, which will be discussed later.
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5.1.4.2 Experiments for Silent Day Detection

5.1.4.2.1 Experiment Setup

For testing silent day detection, the tweet collections are grouped into three sub-

collections based on the queries that they use and the details of them are described

below.

• TREC2011&2012 : This collection includes the data sets used in TREC Mi-
croblog Tracks of 2011 and 2012 [36, 48]. It was crawled during the period
from January 24, 2011 00:00:00 UTC to February 8, 2011 23:59:59 UTC, which
resulted in 4,833,223 tweets. 50 topics were used. Since the topics were times-
tamped, queries were not valid for all 16 days. There were 1344 query-day pairs,
among which 355 were silent query-day pairs.

• TREC2015&2016 : This collection includes the data sets used in TREC 2015
Microblog track and TREC 2016 Real-Time Summarization track [25, 26]. These
two similar tracks require participating systems to post relevant tweets according
to users’ interest profiles in real time or at the end of each day. Data from these
two tracks were merged together since there is query overlap. This collection was
crawled in the same way as TREC2011&2012. There were two crawling periods
that were from July 20, 2015 00:00:00 UTC to July 29, 2016 23:59:59 UTC, and
from August 2, 2016 00:00:00 UTC to August 11, 2016 23:59:59 UTC. In total
25,968,078 tweets were crawled. There were 51 topics used in 2015 and 56 used
in 2016, which resulted in 1070 query-day pairs, among them 257 were silent
query-day pairs.

• TREC2017 : This collection is the data set used in TREC 2017 Real-Time Sum-
marization Track [24]. The problem setting, data collecting process, and query
format are the same as that of the TREC2015&2016. The crawling period is from
July 29, 2017 00:00:00 UTC to August 5, 2017 23:59:59 UTC. In total, there were
8,294,512 tweets and 97 topics, which resulted in 776 query-day pairs. Among
them, 137 were silent query-day pairs.

In total, there are 3,190 query-day pairs including 749 silent query-day pairs,

and tweets from the same day were grouped into a single-day corpus.

For retrieving the initial results list for the proposed measures to be computed

on, we use the axiomatic retrieval method f2exp [16] as the baseline retrieval method

in the experiments. It is important to note that any other retrieval functions can also

be applied. For silent day detection, we use Naive Bayes as the classification method.

In our preliminary study, we have tried other classification methods such as SVM and
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logistic regression and found that they perform worse than the Naive Bayes methods. A

possible explanation is that our data set is skewed (only about 20% of the samples are

positive), methods robust to unbalanced data, such as Naive Bayes, tend to outperform

those that are not.

In order to illustrate the utility of the query collectivity based measures on silent

day detection, we conduct the following experiments. First, we directly measure how

effective the proposed methods are in detecting silent days by using them as features for

the classification method. Afterward, the detectors were applied to the e-mail digest

scenario of Microblog Track and Real-Time Summarization (RTS) Track to illustrate

its usefulness for the real life application when recognizing silent days is important.

Finally, we also evaluate the proposed methods on missing content detection [59] a

similar problem but in a different domain.

5.1.4.2.2 Classification of Silent Days

We first implemented several baselines to compare our methods against. We

first implemented a simple score threshold based method ST which decides whether

a day is a silent day to a query by checking the highest score of the tweets of the

day for the query against a score threshold. If the score is lower than the threshold,

the day is classified as a silent day. This method is similar to those implemented

by some top-ranked participants of TREC Microblog and RTS tracks to indirectly

address the silent day problem by using per-tweet score threshold [64]. In addition,

due to the similarity between silent day detection and query performance prediction,

three query performance prediction based baselines, which are QPPd, QPPm, and

QPPc, are built. QPPd consists of 12 state-of-the-art query performance predictors

for document retrieval, such as WIG [62]. Whereas QPPm employs 8 state-of-the-art

query performance predictors for microblog retrieval, such as query term coverage and

top term coverage [44]. The complete lists of features of these methods can be found

in Table 5.1. QPPc uses the combination of the predictors (20 predictors in total) in

QPPd and QPPm. Additionally, we implemented a baseline Tree which is a decision
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tree based method for missing content detection [59]. Missing content detection tries

to detect queries with no relevant information in a document collection. It is a problem

that is very similar to silent day detection and the difference is the type of collections.

However, we did not incorporate query performance predictors into Tree, or the other

way around, due to the unique feature format of Tree. Tree is based on the intuition

that, for a query, if all the query terms rank similar sets of documents to be most

relevant, the query might be “easy” and more likely to have some relevant documents.

More specifically, it breaks each query into single-term subqueries. The subqueries are

searched against the collection. The IDF of the query term in the subqueries, as well

as the overlap between the search results of the subqueries and that of the original

queries, are computed to form score tuples of (single query term IDF, the number of

overlap). These tuples are sorted based on the IDF values and are used to train a

decision tree model. Starting from the root, the decision tree takes a tuple at a time

based on the IDF order at each node, and the multiplication of the two items in the

tuple is checked against a threshold associated with the node to decide which branch

to take. Not only the difference in feature forms between Tree and query performance

predictors (a score tuple vs. a single value) but also the specialized decision tree for

the Tree method leads to our decision of not incorporating one method into another.

Proposed query collectivity measures, on the other hand, were incorporated

into two methods TR and TR + QPPc. In TR, only PWIG and LQC were used.

TR + QPPc, however, used the combination of TR and QPPc. For LQC features, all

three aggregation functions Max, Average, and Binary were used. It is important to

note that, for a fair comparison, all features were tuned with the area under the curve

(AUC) of the receiver operating characteristic (ROC) curve for optimal parameter

settings.

In order to test how useful the proposed measures are for silent day detection,

we designed two experiments. First, we performed 10-fold cross-validation for all meth-

ods in which all query-day pairs from the three tweet collections built for silent day

detection were merged and divided into 10 equal size folds. We used 10-fold to avoid
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Table 5.1: Features of different baselines

Method Features

QPPd

average inverse document frequencies [2]
simplified clarity [61]
sum of variances of the term weights of top-k documents [61]
maximum and average term relatedness [20]
query clarity [10]
standard deviation of top-k scores [38, 12]
normalized standard deviation of top-k scores [12]
normalized query commitment [46]
weighted information gain [62]
query feedback [62]
top score of the retrieved list [54]

QPPm
average, median, upper and lower percentile of query term coverage [44]
average, median, upper and lower percentile of top term coverage [44]

bias and to ensure the number of folds is enough for meaningful tests of statistical

significance. In every fold, there are 319 query-day pairs. This experiment tested the

methods’ performances on predicting silent days for old queries that the methods had

seen and were trained on. The F1 score was used as the performance metric and the

results are shown in Figure 5.1. In addition, the confidence intervals at the confi-

dence level of 95% using the Wilcoxon signed-rank test are shown in the form of the

black error bars on top of the bar for F1 scores for each method. As can be seen,

when comparing more sophisticated baselines, QPPm, QPPc, and Tree all outperform

QPPd. This is not surprising since QPPm and QPPc contain features dedicated to

microblog retrieval. Moreover, Tree was designed for detecting the non-existence of

relevant information. However, further investigation shows no statistically significant

differences between QPPm, QPPc, and Tree at the 95% confidence level according to

the Wilcoxon signed-rank test. When comparing all baselines, an interesting observa-

tion is that even the simple score threshold baseline ST performs similarly to the best

baseline QPPc with no statistically significant difference.

The effectiveness of the proposed query collectivity measures on silent day de-

tection may be proven by this experiment. Methods containing them, such as TR and

TR+QPPc, outperform all baselines considerably with an improvement over the best

baseline QPPc more than 25%. The advantages of TR and TR + QPPc are also sta-

tistically significant. However, the difference between TR and TR+QPPc is not. It is
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Figure 5.1: 10-fold cross-validation performances for different methods

interesting that, despite being designed to detect the absence of relevant information,

Tree performances significantly worse than TR and TR+QPPc. A possible explana-

tion is that Tree uses the number of overlapping documents of top results between the

original query and its single-term subqueries. Given the short nature of tweets, term

document frequency is usually one for any term. Therefore, the ranking of the tweets

for a single term subquery is likely to be dominated by the lengths of the tweets, which

may not reflect the relevance order. As a result, the count of overlapping tweets of top

results subsequently may not reflect the agreement on relevant tweets, which violates

the underlying assumption of the method.

In the second experiment, we aimed to test the proposed detectors on the case

of predicting silent days for unseen queries. We believe such a scenario occurs very

often in real life. As the world constantly changes, new search interests are developed

by the users. In this experiment, we conducted a modified version of 10-fold cross-

validation used in the previous experiment where we divided queries into 10 equal size

folds so that there is no query overlap among them. The performances as F1 scores

are reported in Figure 5.2. A similar situation as the first experiment is observed.

QPPm, QPPc, and Tree are all better than QPPd. ST also performs as well as

these better baselines. On the other hand, TR and TR + QPPc are still the best-

performing methods, and the difference between them and the baselines are statistically

insignificant. It is interesting that in both experiments, adding QPPc to TR hurts
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Figure 5.2: Performances for testing on unseen queries

the performances. We computed the mutual information with the nearest-neighbor

method between the features in QPPc and day labels. Low mutual information is

observed for several features with some close to 0. Therefore, adding these features

might not be desirable. Based on the two experiments of testing proposed features,

it can be concluded that the proposed query collectivity measures exhibit superiority

over existing query performance prediction methods and the missing content detection

method. For future applications that require silent day detection, it is advised to use

TR.

5.1.4.2.3 Effectiveness on Tweet E-mail Digest

Besides silent day classification, another way to examine the effectiveness of the

proposed measures is to incorporate the TR silent day detector for the tweet e-mail

digest scenario of TREC 2015 Microblog Track [25], and TREC 2016, 2017 Real-Time

Summarization Track [26, 24]. In these tracks, a system’s ability to detect silent days

can substantially impact its performance [52]. A participating system is supposed to

submit up to 10 tweets for a query-day pair if there are relevant tweets in that day,

or 0 otherwise. The main evaluation metric is ndcg@10-1 for 2015 and 2016 [25, 26]

which rewards systems that can ”keep silent” for silent days by the perfect score (1)

for the days of the query. Submitting any tweets in a silent day would result in a score

of 0. In non-silent days, ndcg@10 is computed instead. In 2017, however, the main
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evaluation metric is ndcg@10-p, which penalizes systems according to the number of

returned tweets on silent days. In our experiment, we used ndcg@10-1 for all three

years since we investigate silent day detection as a classification task. It is possible

to choose the number of tweets to return based on its probability of being silent as it

would be more suitable for ndcg@10-p. We plan to explore this direction in the future.

We built a baseline method called unfiltered, which retrieves 10 tweets for every

query on every day using f2exp. Another baseline method, filteredQPP was imple-

mented by applying QPPm on unfiltered’s output to filter out silent days and return

no results for them. We chose QPPm since it is the best baseline when testing on

new queries. It is important to note that QPPm used for one year was trained on

the collection we created excluding the queries of the year. The last method is called

filteredTR, which is very similar to filteredQPP . The only difference is that the feature

set TR was used instead of QPPm. The performances of these methods as well as that

of the best participating runs (e.g. TRECbest) for each year in terms of ndcg@10-

1 [25, 26, 24] are reported in Figure 5.3. The confidence intervals at 95% according to

the Wilcoxon signed-rank test are shown as the back error bars. It is important to note

that confidence intervals are not reported for TRECbest since we can only obtain the

performance numbers from the TREC overview papers and do not have access to the

actual run files. As can be seen, with the help of TR, filteredTR outperforms unfiltered

and filteredQPP for all year, although the increases are statistically significant on 2016

and 2017 but not on 2015. When compared with TREC’s best runs, filteredTR can

offer comparative performances for 2015 and 2016. In 2017, it even outperforms the

TREC best run. It is important to note that we only used the generic f2exp as the

retrieval method. Nevertheless, some of the best runs’ retrieval methods were further

tinkered for microblog retrieval [64, 53] 1. For instance, techniques such as query ex-

pansion with external resources and word embedding were used in 2015’s best run [64].

Due to the consistently promising results of our method, it can be concluded that

1 We did not find the TREC report of the best run of 2016
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Figure 5.3: ndcg@10-1 of e-mail digest scenario of microblog tracks

the query collectivity measures are very useful and could enhance the effectiveness of

real-world microblog retrieval systems significantly if silent days need to be addressed.

5.1.4.2.4 Additional Analysis

Since the proposed silent day predictors seem to be useful in the microblog

retrieval domain, we also want to test whether they can be generalized to the document

retrieval domain. Therefore, we examined them for missing content detection [59]. As

discussed earlier, this problem is very similar to silent day detection, and the major

difference is that a document collection is used.

The TREC collection Disk4&5, used for missing content detection in the previ-

ous research [59] was used. The Tree and TR method mentioned in the earlier section

were tested on this collection. The performances are reported as F1 scores in Fig-

ure 5.4. As can be seen, TR is significantly worse than Tree. A potential explanation

is that for the LQC features in TR, the distance between query terms in a document is

ignored. This means that in the same document, no matter how much text there is be-

tween query terms, these terms are considered as related with respect to the document

by LQC. This approach seems to be not always appropriate for document collection.

However, it might be suitable for tweet collections due to the 140 character limit. To

confirm this explanation, we modified the LQC features by adding size constraints

when counting related query terms and applied the modified TR method, which is
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Figure 5.4: Performances (F1) of missing content detection on Disk4&5

Table 5.2: Effect of size constraints on LQC features

Method Microblog Disk4&5
TR 0.501 0.476

STR 0.494 0.606

called STR, for both missing content detection and silent day detection. The results

are shown in Table 5.2. We observed that, with the addition of the size constraints, the

performance of TR can be boosted significantly (from 0.476 to 0.606) for missing con-

tent detection. Moreover, the size constraints do not seem to affect TR’s performance

on silent day detection. These observations confirm our assumptions.

The results of the experiments in this section as well as that of earlier sections

about Tree on silent day detection suggest that applying methods for the task of

detecting the non-existence of relevant information in a cross-domain fashion may not

be appropriate. Not only does Tree fail in silent day detection, but also TR without

size constraints tends to be ineffective in missing content detection. This discovery

indirectly shows the value of our proposed measures since, to the best of our knowledge,

they are the first measures designed for silent day detection for microblog retrieval.
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5.1.4.3 Pseudo Relevance Feedback

5.1.4.3.1 Experiment Setup

In addition to silent day detection, we also conduct experiments to evaluate the

effectiveness of the proposed query collectivity measures for pseudo relevance feedback.

However, instead of grouping the tweet collections based on whether there is a query

overlap, a setting similar to classic ad-hoc retrieval is used where year corpora are built

by grouping all tweets for the same year, which results in 4 year corpora: 2011, 2015,

2016, and 2017. Queries of tracks of different years are searched on their corresponding

year corpora.

Similar to silent day detection, we use f2exp [16] as the baseline retrieval method.

After retrieving the first round of retrieval results, we apply the proposed measures to

select expansion terms. There are two types of proposed methods: PWIG and LQC.

LQC has three score aggregation functions Binary, Max, and Average as described

before. This results in four different query collectivity based feedback methods which

we denote as PWIG, LQCb, LQCm, LQCa. For all of these methods, we employ a

greedy algorithm to generate expanded queries. More specifically, we incrementally

grow the original query by selecting one expansion term at a time that maximizes the

increase of the corresponding relevance measure for the expanded query. The algorithm

stops when there is no term that can increase the measure. In the expanded queries,

original query terms and expansion terms are given different weights to regulate the

impact of them on the retrieval results. Following the convention used in query ex-

pansion methods, we introduced a parameter β to balance the term weighting between

original query terms and expansion terms. The weights of the original query terms

are set to β and that of the expansion terms are set to 1 − β The proposed pseudo

relevance method is compared with two baseline methods: f2exp [16] (no feedback)

and RM3 [1], a state-of-the-art pseudo feedback method. RM3 estimates a relevance

model from the top-ranked documents from an initial ranked list, top terms are then

selected from the relevance model to expand the original query. More details can be

found in Section 2.3.2 in related work. The performance metric ndcg@10 is used for
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evaluation following TREC setup [25, 26, 24].

Regarding the parameter setting, the parameters in the basic retrieval function is

fixed to the same values used in previous subsections. For both RM3 and the proposed

methods, the number of feedback documents is set to 10 and they differ on the number

of feedback terms. This number is set as 10 for RM3. For the proposed collectivity

based expansion methods, however, we do not need to specify the number of expansion

terms. The methods’ iterative expansion term selection will automatically stop if no

additional terms can increase the measures. The parameter of β is tuned, and the best

performance is reported unless otherwise stated.

5.1.4.3.2 Retrieval Effectiveness

Compared with state of art pseudo relevance feedback methods, one unique

characteristic of our proposed method lies in its strict requirement in selecting terms.

Most existing methods generate a long list of ranked terms and select only top terms

as expansion terms. The number of expansion terms is often set as a fixed parameter

for all queries. As a result, these methods might hurt the performance for some queries

in which their top-ranked terms are not as high quality as in other queries. In fact, for

those queries, it might be better not to expand any terms, but existing pseudo relevance

feedback methods often are unable to do so since the parameters are set to the same

values for all queries. On the contrary, our methods are much more conservative and

restrictive in term selection due to the usage of query collectivity measures, and an

expansion term is selected only when it can increase the query collectivity measures.

As a result, our methods are able to not select any expansion terms for some queries.

In fact, when they are able to select expansion terms, the number of expansion terms

is often one.

Based on the discussion above, in the first set of experiments, we examine when

the proposed methods can find expansion terms, whether the terms are effective in

improving the performance. Table 5.3 shows the performance improvement of the

proposed methods with respect to the baseline method (i.e., f2exp). Please note that
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Table 5.3: Performance improvements over queries where the proposed methods can
select expansion terms.

Measures used for term selection Performance Improvement
PWIG +1.6%
LQCb +15.6%
LQCm +6.5%
LQCa +4.9%

Table 5.4: Performance comparison over all queries when only one term is expanded

Methods 2011 2015 2016 2017
f2exp 0.303 0.387 0.164 0.344
RM31 0.305 0.390 0.167 0.342
LQCb 0.312 0.404 0.163 0.346

the performance is computed over only a subset of queries where our methods are

able to select expansion terms. Although we find out that our methods on average

can find expansion terms for only 10% of queries, the selected expansion terms are

clearly useful. Among all the measures, LQCb gives the best performance with the

performance improvement close to 16%. This improvement is very encouraging since

the it comes from only one expansion term. In the rest of the paper, we will focus on

the LQCb method.

The second set of experiments is to compare the effectiveness of our method

with RM31, which uses the state of the art feedback method RM3 with the number

of expansion terms set to 1. Since the proposed method selects at most one term, we

want to see whether the quality of the selected expansion terms is better than the top

one selected by RM3. Table 5.4 shows the performance comparison. It is clear that

our proposed method can outperform RM31 over 3 out of 4 collections, indicating the

effectiveness in selecting the most useful expansion terms. Moreover, we also examined

the expansion terms selected by these two methods manually. For some queries, both

methods select the same expansion term. For example, for query “political campaigns

and social media”, both methods select “American” as an expansion term. In other
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queries, such as “health insurance for disabled children”, the proposed method is able

to select more useful expansion terms (i.e., “afford”) than the one selected by RM3

(i.e., “individual”). As a result, LQCb has its ndcg@10 as 0.469 for this query whereas

that of RM31 is only 0.290.

As can be seen so far, the advantage of the proposed method is its ability to

select more useful expansion terms if it can find any, and its disadvantage is that

it cannot find any expansion terms for many queries. In order to better utilize its

advantage, we propose to combine it with existing query expansion methods such as

RM3. Please note that we use RM310 (i.e. RM3 with 10 expansion terms) instead of

RM31 because it leads to better performance.

The simplest combination strategy is to use the proposed method when it can

find expansion terms and RM3 otherwise. This strategy is denoted as CombineLQC .

Intuitively, this combination can only be effective if the two methods LQCb and RM310

are complementary to each other in terms of the subset of the query that they perform

well. We conducted some analysis and it turns out that this assumption holds. In

the analysis, all queries are partitioned into two groups based on whether LQCb can

find expansion terms or not. The average performance differences of LQCb and RM310

against f2exp in both groups are reported in Figure 5.5. Based on the figure, we can see

that when there are expansion terms from LQCb, using these terms can be significantly

better than using those from RM310. Moreover, RM310 seems to be able to boost the

performance against f2exp when LQCb cannot expand the query.

An alternative combination strategy is based on the query length. The strategy

is proposed based on our observation that the query length is related to the performance

improvement of these two methods. In particular, we compare the average performance

differences of RM310 and LQCb against f2exp across various query lengths and depict

them in Figure 5.6. As can be seen, when there are less than or equal to 3 query

terms, LQCb is generally better than RM310. Conversely, when there are more than

3 query terms, RM310 performs the better. We closely examined the expansion terms

of LQCb which revealed that when the query is long (e.g. has more than three terms)
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Figure 5.5: Improvements over f2exp for the two groups of queries

Figure 5.6: Performance differences between query expansion methods and f2exp across
different query lengths

it is harder for query collectivity to guarantee that the expansion terms are relevant

to the whole meaning of the query instead of only a partial aspect of it. For instance,

there is a query “Johns Hopkins Lyme disease study” which contains two important

aspects: Johns Hopkins hospital and Lyme disease study. However, LQCb selected

the term “Dr” which is the doctor title. It is closely related to “Johns Hopkins” but

not to “Lyme disease study”. Therefore, the result tweets are steered towards Johns

Hopkins hospital, which results in the degradation of the performance. Based on the

above discussion, we propose a second combination method denoted as CombineLN ,

which uses the query length as a filter. If the length is greater than 3, RM310 is used.

Otherwise, LQCb is used.

The average performances among for these two new methods as well as that
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Table 5.5: Compare different ways of combining LQCb and RM310

Methods ndcg@10
f2exp 0.304

RM310 0.310
LQCb 0.310

CombineLQC 0.314†
CombineLN 0.317†

of LQCb, RM310, and f2exp are shown in Table 5.5 in which † indicates statistical

significance according to the Wilcoxon signed-rank test with p < 0.05. The results are

based on all the queries over all collections. It can be seen that although RM310 and

LQCb have higher ndcg@10 than f2exp, the differences are not statistically significant.

However, both ways of combining them illustrate statistically significant gain over

f2exp. Therefore, it can be concluded that although either LQCb or classic query

expansion method RM310 alone does not exhibit strong advantages over the non-

feedback method f2exp, they can be complementary to each other and show significant

improvement when working in concert.

5.1.4.3.3 Additional Analysis

Besides the above two sets of experiments, additional analysis is conducted to

gain more insights of using query collectivity measures for pseudo relevance feedback.

First, we investigate the impact of the parameter β, which regulates the weights be-

tween the original query terms and expansion query terms. It is tuned from 0.1 to 0.9

with a step size of one, and the average ndcg@10 across the queries that LQCb can

find expansion terms are shown in Figure 5.7. As can be seen, the method is relatively

stable when β is higher than 0.5 in which cases the ndcg@10’s are around the best

value of 0.17. However, ndcg@10 decreases sharply when β is low and close to 0.1. The

unstable performances on the lower end might not be an issue since setting β with such

a low weight would lead to the expansion terms having dominantly larger influence on

the retrieval over the original term, which seems to be often unreasonable.
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Figure 5.7: Average ndcg@10 for different values of β for LQCb

In addition to parameter sensitivity, we also investigate whether LQCb, a pseudo

relevance feedback method that seems to be useful for microblog retrieval, can be gen-

eralized to document retrieval. More specifically, LQCb is tested on the Disk4&5

document collection. It is important to note that we used Mean Average Precision

at 1000 (map@1000) instead of ndcg@10 as the performance measure for Disk4&5 be-

cause it is usually the metric for document collections and Disk4&5 in particular [1].

Our experiment results illustrate that LQCb does not seem to boost the performance

of f2exp as they could for microblog retrieval. This might be due to the fact that the

initial retrieval results for document retrieval are not as noisy as they are for microblog

retrieval and the assumption that these results are relevant is more likely to be held.

Thus, a more aggressive expansion method such as RM3 can bring significant improve-

ment since many useful terms are included. This can also be proven by our experiment

results that RM310, which selects more expansion terms, outperforms RM31. LQCb,

however, is designed to be conservative to combat the noisy initial retrieval results

on tweets and it only has expansion terms for 17 out of 250 queries for Disk4&5. As

a result, it is unsurprising that its performance does not seem to be advantageous
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against baselines. Nonetheless, it would be interesting to see how it performs on diffi-

cult document collections where basic retrieval methods such as f2exp can hardly find

any relevant documents. We leave this to future work.

5.2 Bridging News and Microblog Retrieval Using Background Aspects

for Event Queries

In this section, instead of focusing solely on microblog retrieval, we propose to

leverage the background aspects mined from event articles in the news retrieval pipeline

to bridge news and microblog retrieval for event queries. That is, if the same event is

searched on both news and microblogs, the background aspects identified in news are

used to re-rank the retrieval results on the microblogs. This method not only provides

the possibility for the users to explore the microblog posts with finer granularity, but

also can complement the background information from news, which is fact-based, with

often opinionated microblog posts.

5.2.1 Methodology

For re-ranking microblog posts of a query Q for an aspect ai that is identified

from news, following the formula 4.1 for ranking background articles for aspects, a

microblog post T is assigned with a score using the equation below:

S (T | ai, Q) = γS (T |Q) + (1− γ)S(T |ai), (5.8)

in which both S (T |Q) and S(T |ai) can be computed using existing ad-hoc retrieval

techniques with T and Q being represented by their text and ai being represented by

its estimated language model. γ balances the weight between the original query and

the aspect.

We envision that microblog posts are re-ranked using the above model in a

uniform way, but are presented differently for the two sources. On the news side,

similar to the background articles, the microblog posts re-ranked for an aspect can

be shown in the sidebar alongside the corresponding aspects. Alternatively, instead
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of showing the posts by default, they can be hidden initially and users are given the

option to show them if they are interested in the aspects. By rendering microblog posts

physically close to the corresponding aspects, when users read an aspect that they are

interested in, relevant microblog posts can be obtained with minimum efforts.

On the microblog side, however, the re-ranked microblog posts are shown after

the initial retrieval results for the query are presented. More specifically, aspects are

ranked based on their importance to the query, and text descriptions of the aspects

are shown to the users. Users then can pick the aspects for which the microblog posts

are re-ranked and shown. These two components might be required for the method to

be useful since they both can assist users in choosing the aspects to explore. Ranking

aspects can promote those that users are more likely to be interested in at the top,

whereas presenting text descriptions seems to be necessary since users need a way to

understand the aspects before picking those that they want to explore.

The presentation of the microblog posts for news articles does not require extra

processing besides microblog post re-ranking. On the microblog side, however, the

importance of aspects needs to be estimated and the text descriptions need to be

generated. Although in the news retrieval pipeline section, the methods for estimating

aspect importance within an article are discussed, since there can be multiple articles

related to the event, additional processing steps are needed to normalize the aspect

importance so that they are comparable across articles. To accomplish this, a method

is proposed as shown below:

Pr (ai | Q) = Pr (ai | Q,D)
Pr(Q | D)∑

D′∈R Pr (Q | D′)
. (5.9)

In the above equation, Q represents an event related query whereas R represents

a set of event article retrieved for Q. D denotes a document in R, and ai denotes

an aspect in D. Pr (ai | Q,D) represents the weight of the aspect in the document

with respect to the query, which is the output of the aspect importance estimation

described in the news retrieval pipeline. On the other hand, Pr(Q | D) is the relevance

probability of the document to the query, which can be approximated by the scores for
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the document of the underlying retrieval function. This weighting method is built on

the intuition that if an aspect is important to a document with respect to the query,

and the document is likely relevant to the query, the aspect is likely to be important

to the query.

Besides the cross-article aspect importance, another critical part of the method

is the text descriptions of aspects. We follow the previous work [30] and choose to use

top terms from the language models of the aspects since it could help users to establish

a reasonable understanding of the aspects.

5.2.2 Data and Experiment Setup

To the best of our knowledge, there are no collections appropriate for testing the

effectiveness of using background aspects in news to guide microblog retrieval. Thus,

we try to use existing news and microblog collections to design an experiment that

the proposed method can be appropriately tested. It is natural to reuse the tweet

collections used for silent day detection and query expansion previously, which include

the tweet collections of TREC 2011 and 2012 Microblog Track [36, 48], TREC 2015

Microblog Track [25] and TREC 2016, 2017 Real-Time Summarization Track. For news

collection, the Washington Post collection used in the news retrieval pipeline is selected.

However, since they are built separately for different purposes, proper data processing

needs to conducted so that the data are suitable for the experiment. Moreover, based

on the data, the experiment needs to be properly designed to appropriately test the

proposed method.

5.2.2.1 Data Processing

At the first step of processing the data, we focus on the time alignment between

the queries and the two collections. Since the proposed method is designed for event

related keyword queries, which exist in the tweet collections but not in the Washington

Post collection, queries from the tweet collections are used. However, searching them

freely on the collections without any time restrictions may not be appropriate. Instead,
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it is essential to ensure that the queries are searched on tweets and news published

around the time the event happened. Intuitively, given an event, it is likely that

the discussions about it on Twitter as well as the news coverage for it are intensive

in close time proximity of the event. However, when the time distance is relatively

long, such as a month, there might not be relevant information on Twitter or news

regarding the event. The tweet collections were designed with the consideration of

time. Each individual collection contains tweets published in a time span of about 10

days, and the queries for testing on the collections are ensured to have some relevant

tweets. Therefore, it is reasonable to assume that the events of the queries happened

around the time span of the corresponding collections, and it may be appropriate to

search the queries only on their corresponding collections. This, in turn, requires the

news articles published within or near the same time spans of the tweet collections

to be searched on. The Washington Post collection contains news articles published

from 2012 to 2017, which overlaps in time with the TREC tweet collections in 2015,

2016, and 2017. Therefore, the tweet collections from these three years are used. Tweet

collections used in TREC 2011 and 2012, however, are not included in our experiment 2.

Moreover, given a query from a tweet collection, it is searched only on news articles

that are published within the time window from the last day of the time span of the

corresponding tweet collection to one month prior to ensure that the news articles

aligned with the tweets.

Besides time alignment, a query filtering step is also adopted since not all queries

can be used. Some of them are not event related. Even for event queries, there might

not always be relevant news articles for them, such as the query “Hershey, PA quilt

show”. Possible explanations are that the news collection is only from one source

(Washington Post) which limits the variety of the news being covered. Moreover,

some of the events are not significant enough to receive news coverage. Non-event

queries can be identified by the event query detection method discussed in the news

2 TREC 2012 microblog track reused the tweet collection in TREC 2011
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retrieval pipeline, whereas the queries without relevant articles can be identified by

the Tree method mentioned in the silent day detection section, which is proposed to

identify queries without relevant information in a news collection. For news retrieval,

following the news retrieval pipeline, language modeling is used as the retrieval function.

Moreover, the Tree method is trained on Disk4&5. After these filtering steps, 18 are

left for testing.

5.2.2.2 Experiment Design

The proposed method involves ranking aspects across news articles and showing

the top terms of their language models for users to pick aspects to explore, as well as

re-ranking microblog posts for individual aspects. Thus, for it to be useful, several

conditions need to be satisfied. First, the aspects should represent potential users’

search interests with respect to the event, and their language models should be effective

in retrieving microblog posts for these search interests. Additionally, the aspect ranking

mechanism should be able to promote the more important aspects that users are likely

to be interested in. Last but not least, the top terms of the language models should

be able to provide a meaningful understanding of the aspects. To evaluate the last

condition, human judges are required to read the top terms of the aspects’ language

models as well as the tweets to determine the meaningfulness and informativeness of

using top terms to represent the aspects. Due to the limit of the resources, we are

not able to conduct such an evaluation. Instead, we show examples of top terms of

language models and the retrieved relevant tweets for the corresponding aspects to

demonstrate that the condition is satisfied. For evaluating the first two conditions, we

focus on designing an experiment that uses the relevance judgment as well as semantic

clusters of the relevant tweets in the tweet collections.

Semantic clusters are generated by assessors via grouping relevant tweets that

cover similar information of the query. These clusters can be viewed as tweet groups

representing the same subtopics of the query. If an aspect identified from the news

can correlate to a semantic cluster and its language model is effective in assisting the
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retrieval of the tweets of the cluster, it may certainly prove that the aspect is useful and

the estimation of its language model is accurate. Moreover, if this can be observed for

top-ranked aspects of an event query, the effectiveness of the aspect ranking algorithm

is demonstrated. Thus, the experiment is designed as follows. The methods described

in the news retrieval pipeline are used to identify aspects as well as estimate the weights

and language models for the aspects. The proposed cross article aspect weighting and

aspect based re-ranking methods discussed in this section are used to rank aspects

and retrieve tweets for the top N aspects. For each of the N aspect, the retrieval

performance measured by ndcg@10 is computed for all semantic clusters of the query,

and the one that receives the highest ndcg@10 is picked; the best cluster ndcg@10’s are

then averaged among the top N aspects to serve as a measure of the overall effectiveness

of the proposed aspect based microblog re-ranking paradigm. The measure is called

cluster average ndcg@10. It is clear that if the measure is high, it may indicate that

the aspects correctly correspond to the semantic clusters, and the language models are

useful in retrieving tweets for the aspects.

To conduct this experiment, following the previous retrieval settings on the

tweet collections, f2exp is used. Top 100 tweets retrieved by f2exp for the queries are

used for per-aspect re-ranking. Moreover, the parameters of the proposed paradigm,

such as the weight regulator γ in Equation 5.8 that controls the influence of the original

query and the aspect language model, as well as λ for estimating language models in

L-PLSA, are set using 5-fold cross-validation. The number of top aspects N varies from

1 to 10 with a step size of 1 to cover the likely range of the number of aspects that a

user might be interested in. Due to the fact that our method relies on aspects from the

news, it is called ASP for brevity. In addition, a baseline is implemented to compare

the proposed method against. The baseline is similar to the proposed method except

the fact that it uses top N documents instead of aspects for re-ranking tweets, and the

weights of a document is decided by the retrieval score of the document on the news

collection (same as in Equation 5.9 without the aspect weight Pr (ai | Q,D) ). Since

documents are used, this baseline is called DOC.
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Figure 5.8: Cluster average ndcg@10 for different number of top aspects N

5.2.3 Evaluation

The cluster average ndcg@10 for top N aspects/documents are plotted in Fig-

ure 5.8 in which the † symbol indicates that the difference between the two methods

at an N value is statistically significant according to the Wilcoxon signed-rank at the

level of 0.05. As can be seen, ASP outperforms DOC for every N value. Moreover, the

improvements are statistically significant for half of the N values. This may certainly

suggest that not only can aspects correspond to subtopics of the event queries, but

also that the language models of the aspects are effective in re-ranking the tweets for

the aspects. In addition, the generally downward trend of the cluster average ndcg@10

may suggest that the cross-article aspect weighting method is able to assign higher

weights to the more important aspects.

Besides the quantitative evaluation conducted above, examples of top terms of

the language models of aspects and the top tweets re-ranked for the aspects that are

also relevant are shown to illustrate the usefulness of the top terms for helping the users

to understand the aspects. More specifically, we show examples of queries, the top 5

terms of the aspect language models of the queries, and the relevant tweets among the
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top results re-ranked for the aspects in Table 5.6. The common words between the top

5 terms and relevant tweets are highlighted. As can be seen, the top terms are indeed

informative. For the first query “Philippines Marawi ISIS”, which is about the battle

between the Philippine and ISIS in the city of Marawi, which is known as the Siege

of Marawi 3. The top terms of the two example aspects indicate that the aspects are

about the involvement of the Philippines President Duterte in the war and the details of

the siege, respectively. This also reflects on the retrieved relevant tweets of the aspects.

Similarly, for the query “drones vs. commercial airliners”, the top terms of the example

aspect shows that it is about the Federal Aviation Administration regulation of the

drones. The example relevant tweet, as a result, mentions newly proposed federal laws

about drones.

5.3 Summary

In this chapter, our two major efforts for improving microblog retrieval for event

related queries are discussed. First, we propose query collectivity measure, a relevance

signal focusing on the collective presence of the query terms, and its two realizations

phrase based weighted information gain and local query coherence. The measure is

then used to improve the general microblog retrieval, including silent day detection

and pseudo relevance feedback. Silent day detection is formulated as a classification

problem and the proposed signals are used as features. Experiment results show the

effectiveness of them as they outperform the feature sets of existing query performance

predictors. Moreover, they also exhibit superiority against the state-of-the-art missing

content detection method. In terms of pseudo relevance feedback, on the other hand,

the proposed signals are used to select expansion terms in a more conservative fashion.

We experimentally illustrate that the proposed signals are able to select terms that are

truly related to query terms as the variant LQCb significantly improves over the non-

feedback baseline as well as a state-of-the-art baseline RM3 on queries when the signal

could find expansion terms. Two ways of combining LQCb with RM3 to perform are

3 https://en.wikipedia.org/wiki/Battle_of_Marawi
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Table 5.6: Examples of top terms of aspect language models and the top-ranked tweets
for the aspects

Query Top 5 Terms Example Relevant Tweets

Philippines
Marawi

ISIS

Duterte
Philippines
president Marawi
war

groupies, fist-bump greet Duterte
in visit to war zone in Marawi war

Duterte to troops on second visit to Marawi:
‘stay alive, fight cool’

Philippine
Marawi
militants besiege
martial

Philippines: only 60 militants fighting in
Marawi siege

drones vs.
commercial

airliners
drones FAA US
aviation airspace

US commercial #drones face complex
#regulation under FAA reg’s, new proposed

fed law http://t.co/kjnsykyx3b

also introduced to further improve the retrieval effectiveness based on either the length

of the query or whether LQCb can find any expansion terms. Both of them are shown

to be useful and their improvements over the non-feedback baseline are statistically

significant.

Besides improving microblog retrieval in general, we also designed a method to
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leverage the background aspects from news articles to bridge the news retrieval and

microblog retrieval for event queries specifically. To accomplish that, a ranking func-

tion is introduced to incorporate both the keyword queries of events and aspects from

news to re-rank microblogs for each aspect. Moreover, an aspect weighting scheme is

proposed to compare and rank the aspects from different articles so that more impor-

tant aspects can be prioritized. Experiments are designed to combine an existing news

collection with tweet collections with several processing steps such as time alignment

and query filtering. Semantic clusters of the tweet collections are used to evaluate the

proposed cross-genre search paradigm and the results seem to indicate the usefulness

of the aspect based re-ranking method and the aspect ranking scheme. In addition,

examples of the top terms of the language models of the aspects as well as the relevant

tweets of the semantic cluster corresponding to the aspects are shown, which seem to

suggest that presenting the top terms can further assist users in choosing aspects to

explore by helping users to understand the aspects.
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Chapter 6

CONCLUSION AND FUTURE WORK

In this thesis, we propose a unified framework to support event related informa-

tion seeking on news and microblogs. It is built on top of the existing ad-hoc retrieval

paradigm but includes novel techniques to address the different challenges for event

related retrieval on these two different genres.

In event related news retrieval, the importance of background information is

discussed. Two methods are proposed to effectively retrieve background information,

which are a simple time filter and the aspect based background retrieval model. The

time filter is motivated by our intuition that background information is likely to be

information in the “past”. Statistical analysis validates our intuition. Moreover, ex-

periment results show that the time filter is indeed helpful.

In addition, we also propose to use the background aspects of the event articles

to retrieve background information. More specifically, queries are searched on news

and event articles are detected by a simple rule based method that uses the titles of

articles. Aspects in the event articles are identified by an entity graph based method

and the method also produces paragraph labels of the aspects. These labels are then

used to estimate the language models of the aspects. Besides, in order to estimate the

importance of the aspects, we propose two interpretations of the aspect importance,

which are clarity and relatedness. Experiments are conducted on two years’ of TREC

News Track data. The results show that the rule based event article identification

method can accurately identify event articles with high recall. Moreover, various label

assisted language model estimation methods, as well as different implementations of

the aspect weighting methods, are tested, which illustrates that with appropriate selec-

tion of the implementations of these two methods, statistically significant improvement
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can be achieved for background retrieval on event articles over a competitive baseline.

When the aspect based background retrieval model is combined with the time filter,

further improvements are observed. This suggests that not only are these two meth-

ods effective in retrieving background information, but their improvements are also

additive.

Besides the news retrieval pipeline, the microblog retrieval pipeline is the other

important part of the proposed framework. In this pipeline, we propose a novel rele-

vance signal called query collectivity measure to improve microblog retrieval in general.

Compared with classic relevance signals, the query collectivity measure is a stricter rel-

evance signal that uses the collective presence of multiple query terms instead of the

appearance of individual terms to infer relevance. This characteristic enables it to be

more capable of distinguishing relevant information from noise.

Two instantiations of it, which are phrase based weighted information gain and

local query coherence are proposed. They are applied to silent day detection as well

as pseudo relevance feedback for microblog retrieval. Promising results are shown on

both tasks. For silent day detection, the proposed measures are used as features and

they can outperform the feature set consisting of state-of-the-art query performance

prediction methods. Moreover, they also seem to be advantageous against the state-

of-the-art method for missing content detection, which is a similar task on document

collections.

For pseudo relevance feedback, on the other hand, the proposed measures are

used to directly select expansion terms from the initial retrieved results. Experiments

show that it is a conservative method that only select expansion terms for a subset

of queries. For this subset, performance improvement is observed over a non-feedback

baseline and a state-of-the-art pseudo relevance feedback baseline RM3. Further ex-

periments indicate that the proposed method can be combined with RM3 to choose

the appropriate feedback method for different queries. Such combinations lead to sta-

tistically significant improvement in average for all queries.

Not only do we try to enhance the news and microblog retrieval individually, we
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also show that aspects from the news can be useful in retrieving microblog posts for

the background aspects. More specifically, language models of the aspects are used to

re-rank the initial microblog retrieval results for the aspects. We also propose a cross-

article aspect weighting method to ensure the weights among aspects from different

articles are comparable. These weights are then used to rank the aspects to help users

to pick more important aspects. To further assists the selection of aspects, we also

hypothesize that showing the top terms of the language model would be helpful since

it could provide some basic level of understanding of the aspects. Experiments are

conducted on the combination of existing news and microblog TREC collections with

extra processing steps. Results seem to suggest that the news aspects can indeed be

used to re-rank and organize the microblog posts in a meaningful way. Examples of

top terms of aspect language models as well as relevant tweets suggest that the top

terms can provide a sensible understanding of the aspects to the users.

There can be multiple interesting research directions for the two types of search

for event related queries. On news retrieval, for instance, how to retrieve background

information for an aspect that is missing in the event article can be complementary

to this work since we only investigate how to leverage the existing aspects. Because,

according to the definition of background information, it could be connections of the

reported event to a related event, it might be interesting to perform a fuzzy search

based on the “five w’s” of an event to discover the new aspects. For instance, given an

event, another similar event that happens at the same location but at a different time,

or involves the same action conducted by the same people but at a different location,

might be related and therefore used as an aspect.

Moreover, the time filter is applied to ensure the retrieved background articles

are published before that of the event article. It would be interesting to analyze

the differences between the background articles published before and after the event

articles, and whether the differences can lead to different solutions.

On the microblog retrieval side, although we indirectly prove the usefulness of

news aspects in providing the option of finer exploration for microblog data, it would
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be interesting to conduct user studies to directly evaluate the proposed method, such

as how helpful the aspect based re-ranking is in helping users navigate through the

microblog data. Moreover, it also would be interesting to investigate how to create

aspects besides the background aspects from news to cover a broader range of potential

user interests. For instance, sentiment analysis and clustering might be used to create

opinion aspects, which can be complementary to the background aspects that are fact-

focused.
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