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Heterogeneous agents and information nudges in non-point source water pollution 

management 

Abstract: Non-point source (NPS) water pollution from agricultural runoff is a 

leading cause of impairment for many water bodies in the United States; however, 

sources of NPS pollution are difficult to identify because of hidden actions and 

asymmetric information.  Theoretical and experimental research has shown that ambient 

pollution policies can induce groups to reduce pollution to socially efficient levels, but 

many of these studies have imposed restrictive assumptions about farmer homogeneity 

and management choices.  In reality, agricultural firms differ in both size and location, 

and farmers make numerous management decisions that can affect runoff and nutrient 

loss, including decisions about production intensity and pollution abatement 

technologies.  Researchers have shown that introducing either size or location 

heterogeneity affects the efficiency of ambient pollution policies, but no research has 

analyzed policy performance while considering several sources of heterogeneity and 

multiple management decisions.  Furthermore, despite multiple examples in using non-

pecuniary interventions to promote environmental conservation, little research has 
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examined how to use information nudges, like social comparisons or information about 

peer actions, to induce better NPS pollution abatement decisions.  

In this study, we designed an economic experiment to test the effects of multiple 

layers of heterogeneity, information nudges, and an extended decision space on the 

performance of the classic ambient tax/subsidy policy.  Experiment participants (n=192) 

were recruited from a large public university in the U.S.  In the experiment, each 

individual was assigned a firm and asked to make individual decisions that affected the 

profitability of his/her firm and ambient water pollution of their group.  In each round of 

the experiment, participants selected their production intensity and chose one of two 

production technologies—a conventional technology or a more expensive technology 

that generated less pollution. 

Eight within-subject treatments were tested, including two policy variations (no 

policy and a tax/subsidy policy) and four size/location variations (homogeneous, 

location heterogeneity, size heterogeneity, and both location and size heterogeneity). 

Three between-subject information treatments were also tested, including a no 

information control.  In information treatment 1, we tested how individual decisions 

were affected by information nudges about decisions that similar individuals had made 

in past sessions. In information treatment 2, participants were provided with 

information about the average production and technology adoption rate in their group 
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during the last round.  A unique dominant strategy Nash Equilibrium was calculated for 

both the adoption decision and production decision based on location and size.  

Our results demonstrate that, without information nudges, more firm 

heterogeneity reduces the effectiveness of ambient tax/subsidy policies and target 

pollution levels are achieved less frequently.  However, the tax/subsidy policy was 

effective under different heterogeneity scenarios when information is provided about 

peer and group decisions in past rounds.  Furthermore, information treatment 1 and 

information treatment 2 generate higher policy efficiency than no information 

treatment.  Lastly, participants are able to find and retain their dominant strategy better 

in the information 1 treatment, suggesting that providing individually targeted 

information is more effective than providing information about aggregate group-level 

decisions. Our findings suggest that traditional ambient pollution policies may be less 

effective when agents are heterogeneous and make multiple decisions that affect 

pollution, but information nudges can improve policy performance. 

 

Simulating Heterogeneous Farmer Behaviors under Different Policy Schemes:  

Integrating Economic Experiments and Agent-Based Modeling 

Abstract: In this paper, we develop an agent-based model that scales up results 

from economic experiments on technology diffusion and abatement of non-point source 
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water pollution under the conditions of an actual watershed. The results from the 

economic experiments provide the foundation for assumptions used in the agent-based 

model. Data from geographic information systems and the US Census of Agriculture 

initialize and parameterize the model. This integrated model enables the exploration of 

the effects of several policy interventions on technology diffusion and agricultural 

production and, hence, on agricultural non-point source pollution.  Simulation results 

demonstrate that information ‘nudges’ based on social comparisons increase ambient 

based policy performance as well as efficiency, especially individual-level tailored 

information on what others like them have done in past similar situations. 

 

Auctions versus Posted Price in Experiments: Comparisons of Mean and Marginal 

Effect 

Abstract: Economic experiments have been widely used to elicit individuals’ 

evaluation for various commodities and non-market goods. Common elicitation 

methods include auctions and posted price mechanisms. Experimental auctions are 

theoretically incentive compatible so are assumed to give an unbiased estimate of 

individuals’ evaluation including willingness to pay (WTP). However, the vast majority 

of purchasing decisions are not made in auctions but in market settings, such as grocery 

stores, where consumers make yes/no decisions in response to a set price. In this 
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research, we carefully design an experiment to compare homegrown-value WTP 

estimates between an auction and a posted price elicitation format. This design enables 

us to make both within- and between-subjects comparisons of the mean WTP and 

marginal effect estimates. Results from 115 adult consumers indicate that WTP 

estimates obtained from an auction are approximately 32% - 39% smaller than WTP 

estimates obtained from a posted price mechanism. In addition, we compare the 

statistical significance and conclude that auctions require a smaller sample size than 

posted price mechanisms in order to detect the same preference change. Nevertheless, 

the signs of marginal effects for different product characteristics are consistent in both 

mechanisms.
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HETEROGENEOUS AGENTS AND INFORMATION NUDGES IN NON-POINT 

SOURCE WATER POLLUTION MANAGEMENT 

1.1 Introduction 

Regulation of non-point source (NPS) water pollution is a difficult task since it 

involves hidden actions and asymmetric information from individual polluters, making 

it impossible or prohibitively costly to track and set up individual-based policies 

(Xepapadeas, 2011; Miao et al., 2016).  Segerson (1988) showed that policy instruments 

could be designed to overcome these problems and reduce pollution to near an 

exogenously determined ambient pollution level.   However, ambient-based policies 

have not been carried out in reality on a large scale due to obstacles such as political 

feasibility and fairness concerns (Cason and Gangadharan, 2013; Xepapadeas, 2011).  

Therefore, researchers primarily use experimental or theoretical methods to investigate 

how ambient pollution policies can be used to improve water quality (Xepapadeas, 

1992; Spraggon, 2002; Poe et al., 2004). 

In these ambient-based policy schemes, the regulator usually compares the 

pollution reading to a target level of pollution, and imposes monetary policy 

instruments (tax and/or subsidy) to everyone in the watershed.  Researchers showed that 

ambient-based policies can induce groups to reduce pollution to socially efficient levels, 

but many of these studies are based on restrictive assumptions on farmer homogeneity 
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and their management decisions.  In reality, agricultural firms may differ in both 

production capacity and location relative to the sensor, which may result in different 

pollution behavior.  Studies have shown that introducing either size or location 

heterogeneity affects the efficiency of ambient pollution policies, but no research has 

analyzed policy performance while considering multiple sources of heterogeneity.  

Besides, in recent years, with water pollution becoming increasingly severe in many 

watersheds, pollution abatement technologies to reduce individual nutrition runoffs 

have become more developed and available to households.  For example, a technology 

(e.g., conservation buffers) could remove up to 50% or more of nutrients and pesticides 

in runoff (Conservation Technology Information Center, Purdue University, 2016).  

Unlike individual pollution levels, the adoption of a certain abatement technology is 

usually more visible to neighbors in the same community and shows a producer’s 

commitment to conservation.  Regulators may also be able to gather information on the 

status of adopting certain abatement technologies.  However, such technology decisions 

have seldom been explicitly considered in the past (Palm-Forster, Suter and Messer, 

2017).  Along with size and location heterogeneity, management decisions including 

production intensity and pollution abatement technologies may affect runoff and 

nutrient loss.   

Furthermore, in recent years, both the public and private sectors realize the 

benefits of using behavioral economic principles to influence people’s behavior.  

Behavioral based policies are especially attractive to policy makers because they are 

more cost-effective compared to pecuniary policies.  It has been shown in various 
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domains that using behavioral insights, especially information nudges, can improve 

private as well as social welfare.  But in NPS pollution management, most studies focus 

on various monetary policies, not much attention has been paid on using information 

nudges, such as social comparisons or peer actions, to affect people’s pollution 

behavior.  We explore how information nudges could be used to induce better behavior 

in a NPS pollution context. 

In this study, we design an economic experiment to test the effects of multiple 

layers of heterogeneity, information nudges, and an extended decision space on the 

performance of the classic ambient tax/subsidy policy.  We find that in general the 

policy becomes less effective as heterogeneity is introduced, but restores its 

effectiveness with the aid of information nudges.  

1.2 Literature Review 

Segerson (1988) showed that the non-point-source pollution problem could be 

solved by creating policy incentives based on the ambient level of pollution.  Because 

of the collective nature of these ambient schemes, efficiency of the policy may become 

a concern (Xepapadeas, 2011).  However, since ambient policies have not been carried 

out on a large scale in practice, the lack of empirical data leads to the use of 

experimental economics as test beds for these policy schemes.  A stream of literature 

has shown both theoretically and experimentally that various types of ambient schemes 

could lead to effectively attaining the target level of pollution (Xepapadeas, 1992; 

Spraggon, 2002; Alpízar, Requate, and Schram, 2004; Poe et al. 2004). 
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Most of the research in this area has focused on homogenous agents partly for 

simplicity, and partly due to the suggestion that watershed settings that mostly consist 

of a small number of homogenous farmers would be most conducive to the application 

of ambient-based policies (Weersink et al., 1998; Suter, Vossler, and Poe, 2009).  A few 

researchers have made efforts to add heterogeneity in different directions.  Spraggon 

(2004, 2013) and Suter, Vossler, and Poe (2009) consider the heterogeneity in the size 

of the polluters.  Spraggon (2004) concluded that ambient policies could be designed to 

induce target pollution levels for heterogeneous sized farmers at the cost of substantial 

inefficiency and inequality.  Suter, Vossler, and Poe (2009) extended Spraggon (2004) 

by adding a watershed context and showed size heterogeneity has an impact on group 

decisions and may generate desirable or undesirable outcomes depending on specific 

conditions. 

Another type of heterogeneity that has drawn more attention recently is spatial 

heterogeneity of agents.  In reality, environmental monitoring is generally done at 

certain fixed spatial locations.  The spatial location of a polluter relative to the 

monitoring point has significant impact to the tested environmental damage since 

pollutants will be diluted in the course of travel.  A growing body of research has shown 

that spatial heterogeneity could influence agent decisions especially in common pool 

resource settings (e.g., Schnier 2009; Suter et al. 2012; Li et al. 2014; Liu et al. 2014).  

Cason and Gangadharan (2013) included spatial heterogeneity in terms of proximity to 

the monitoring station to study the effectiveness of informal neighbor punishment 

versus a formal ambient tax.  In an ambient tax/subsidy experiment that included a 
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realistic physical nutrient transport model to calculate the marginal damage of each 

spatially explicit polluter, Miao et al. (2016) tested the effect of increasing the 

frequency of water monitoring on firm decisions. 

Informal ways to reduce non-point source pollution have also been investigated 

in laboratory experiments.  Cason and Gangadharan (2013) reported that a formal 

ambient tax is more effective than empowering neighbors to be able to punish each 

other after observing their group members’ emissions and the formal mechanism can be 

improved by adding peer punishment.  Suter et al. (2008) showed communication 

would lower the emission level to below the social optimal level.   

However, past research has not focused much on using information nudges to 

improve the performance of ambient based policies.  Such information nudges usually 

use narrative messages – especially about how their behavior compare with others – to 

influence human behavior.  These nudges originate from social comparison theory by 

Festinger (1954), which posits that people evaluate the appropriateness of their behavior 

by comparing with others.  Past research has demonstrated that this principle could be 

used to promote environmental conservation, such as reducing power consumption 

(Allcott, 2001), reducing water usage (Ferraro and Price, 2013; Bernedo, Ferraro and 

Price, 2014), and environmental conservation behavior in hotels (Goldstein et al., 2008).  

It is reasonable to assume that such information nudges could be utilized in non-point 

source pollution management to induce better decisions, but few work focused on this 

topic.  Spraggon (2013) varied the information the participants have on the number of 

other polluters and their payoffs. His study concluded that while information and 
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heterogeneity do not affect aggregate level policy effectiveness, they both reduce policy 

efficiencies.  In Spraggon and Oxoby (2010), they show that providing participants with 

a description of marginal decision making increases optimal strategy behavior, thus 

increases policy efficiency.  This “recommended play” still focuses mainly on the 

private decision of the participants themselves.  We are interested in exploring how 

information on others’ or the group’s behavior would influence participant’s own 

decision making.  We examine the effect of two types of information nudges on 

participants’ behavior.  Specifically, we explore if information on past group 

technology adoption rate and group average production would impact participant 

behavior, and if testimonial information on what others have done in the same situation 

would serve as a guideline on individual decisions.  Corresponding policy schemes 

could be designed to improve the effectiveness and efficiency of existing policies. 

By combining all the previously mentioned pieces together, our study 

contributes to the literature in several ways.  First, we extend participants’ decision 

spaces to include both production and technology decisions.  Second, unlike past 

literature where at most one type of heterogeneity is taken into account, our setting 

includes size heterogeneity, spatial heterogeneity and also the combination of both types 

of heterogeneity simultaneously.  Third, we examine if and how information nudges 

could be used to improve policy performance in the NPS context. By including an 

extended decision space (production and adoption decisions), multiple layers of 

heterogeneity (size and location), and information nudges (social comparison and peer 
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actions), our experiment evaluates the performance of ambient-based policies under 

these interactive effects. 

1.3 Model 

1.3.1 Model Background 

Following the classic set up of NPS pollution experiments, participants play the 

role of farmers that are adjunct to a watershed and make farm management decisions for 

a given year.  The farmers are price-takers of an exogenously determined price for their 

products. The production generates a byproduct, which we refer to as emission (e.g., 

excessive fertilizers that run off the farm during rain), and incurs a social cost to the 

environment (e.g., pollution in downstream watersheds).  The farmers have the option 

to choose to adopt a pollution abatement technology (e.g., buffers that could reduce 

runoff of excessive nutrients) at a fixed cost ratio relative to the size of the farm.  The 

technology would reduce the pollution that farmer generates at a constant rate.  

Therefore, the farmers make two decisions, a production decision and an adoption 

decision.  A regulator monitors the density of emission at downstream and has perfect 

information on the aggregate emission levels.  We assume the regulator has no 

information on individual production/emission levels, but has knowledge on the average 

production and average adoption rate of people in the group.  The regulator may impose 

an ambient tax or subsidy based on the observed downstream emission level. 
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1.3.2 Model Setup 

We start the discussion with a homogenous case.  Suppose there are N farmers 

along the river, the private income function for a farmer is identical among the 

participants, and the form is similar to the one used in Spraggon (2002) and subsequent 

literature (e.g., Suter, Vossler, and Poe 2009; Spraggon 2013; Cason and Gangadharan 

2013; Miao et al. 2016): 

𝐵(𝑥𝑖) =  𝛾0 − 𝛾1(𝛾2 − 𝑥𝑖)
2 

Where 𝛾𝑖  are parameters and 𝑥 is the decision variable.  Individual profit is 

maximized when 𝑥𝑖 = 𝛾2 and 𝛾2 can be regarded as firm’s capacity. 

By producing 𝑥𝑖 the farmer also generates environmental damage. The damage 

function follows Spraggon (2002) and can be denoted as 𝐷(𝑥𝑖) = 𝛽0𝑥𝑖, therefore the 

total environmental damage is 𝑇𝐷 =  ∑ 𝐷(𝑥𝑖)
𝑁
1 = ∑ 𝛽0𝑥𝑖

𝑁
1  

The social planner’s problem is to maximize the social benefit (denoted as SP), 

where 

𝑆𝑃 =  ∑ 𝐵(𝑥𝑖)

𝑁

𝑖=1

− ∑ 𝐷(𝑥𝑖)

𝑁

𝑖=1

 

The first order condition indicates that the optimal level of production is at 𝑥𝑖 =

𝛾2 −
𝛽0

2𝛾1
, which is smaller than the private optimal for individual farmer 𝛾2 since 𝛽0 and 

𝛾1 are both positive parameters. 
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1.3.2.1 Tax/Subsidy Scheme 

Consider the government imposes a tax/subsidy scheme in a manner similar to 

Segerson (1988) and other subsequent literature where the tax equals to the 

environmental damage minus the target level of pollution, 

𝑡(𝑇𝐷) = (𝑇𝐷 − 𝐷̅) 

where 𝐷̅ is the environmental damage target that the regulator sets. 

Now the individual payoff function under the tax/subsidy scheme becomes: 

𝜋𝑖 = 𝛾0 − 𝛾1(𝛾2 − 𝑥𝑖)
2 − (∑ 𝛽0𝑥𝑖

𝑁

1

− 𝐷̅),  

Solving for optimal 𝑥𝑖 we get 𝑥𝑖 = 𝛾2 −
𝛽0

2𝛾1
, note that this is a unique, dominant 

strategy Nash Equilibrium. 

Under the tax/subsidy scheme, the social planner’s problem remains unchanged, 

and the optimal 𝑥𝑖 = 𝛾2 −
𝛽0

2𝛾1
, meaning that the farmers produce at the socially optimal 

level. 

1.3.2.2 Technology 

Now consider that we provide a technology that is available for adoption to the 

farmers at a fixed cost ratio 𝜏 relative to firm’s capacity 𝛾2, the technology could reduce 

environmental damage to a rate of 𝛼 <1 of the original level.  

Specifically, by adopting the technology, the private income function of a 

farmer is now:  

𝐵(𝑥𝑖) =  𝛾0 − 𝛾1(𝛾2 − 𝑥𝑖)
2 − 𝜏𝛾2 
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and the environmental damage caused by each firm is reduced to 𝐷(𝑥𝑖) = 𝛽0𝛼𝑥𝑖 

We find the equilibrium by backward induction. Consider firm i, given the 

pollution level of others in the group 𝐷−𝑖, its profit function from producing 𝑥𝑖 and 

adopting the technology is: 

𝜋𝐴 = 𝛾0 − 𝛾1(𝛾2 − 𝑥𝑖)
2 − (𝐷−𝑖 + 𝛽0𝛼𝑥𝑖 − 𝐷̅) − 𝜏𝛾2 

𝜕𝜋𝐴

𝜕𝑥𝑖
= 2𝛾1(𝛾2 − 𝑥𝑖) − 𝛽0𝛼 = 0 

𝑥𝑖
𝐴 = 𝛾2 −

𝛽0𝛼

2𝛾1
 

Plug in the optimal production level to get the maximum profit of adopting the 

technology: 

𝜋𝐴 = 𝛾0 −
(𝛽0𝛼)2

4𝛾1
− (𝐷−𝑖 − 𝐷̅ + 𝛽0𝛼𝛾2 −

𝛽0
2𝛼2

2𝛾1
) − 𝜏𝛾2 

Consider firm i, given the same pollution level from others 𝐷−𝑖, firm’s profit 

function of not adopting the technology and producing at 𝑥𝑖 is: 

𝜋𝑁 = 𝛾0 − 𝛾1(𝛾2 − 𝑥𝑖)
2 − (𝐷−𝑖 + 𝛽0𝑥𝑖 − 𝐷̅) 

𝜕𝜋𝑁

𝜕𝑥𝑖
= 2𝛾1(𝛾2 − 𝑥𝑖) − 𝛽0 = 0 

𝑥𝑖
𝑁 = 𝛾2 −

𝛽0

2𝛾1
 

The maximized profit of not adopting is: 

𝜋𝑁 = 𝛾0 −
𝛽0

2

4𝛾1
− (𝐷−𝑖 − 𝐷̅ + 𝛽0𝛾2 −

𝛽0
2

2𝛾1
) 

In order for the farmer to prefer adopting the technology, it requires 𝜋𝑁 < 𝜋𝐴. 
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Solving for these conditions, we get the following restrictions on the parameters 

for the farm to adopt the technology: 

𝛽0
2

4𝛾1

(1 − 𝛼2) − 𝛽0𝛾2(1 − 𝛼) + 𝜏𝛾2 < 0 

Under this condition, we solved for a unique, dominant strategy Nash 

Equilibrium for this homogeneous case. At this equilibrium: 

(1) Firms adopt the technology 

(2) Firms choose production level  

𝑥𝑖 = 𝛾2 −
𝛽0𝛼

2𝛾1
 

1.3.3 Heterogeneity 

The above sections were the homogeneous case, in this part we introduce both 

spatial and production heterogeneity.   

1.3.3.1 Spatial Heterogeneity 

We introduce spatial heterogeneity in a similar fashion as Cason and 

Gangadaran (2013).  Specifically, the firms are positioned at different geographical 

proximity relative to the monitoring point, which is located at the downstream of the 

river.  We assume the emissions from the firms closer to the monitoring point generate 

larger recorded environmental damage than firms further from the monitoring point.  As 

explained in Cason and Gangadaran (2013), this is because the pollutants from the 

upstream firms are more diluted as they arrive at the monitoring point, while the 

emissions from the downstream firms are more concentrated.  Miao et al. (2016) also 



 

 

 

12 

introduces spatial heterogeneity by imposing a nutrient transport model to calculate the 

marginal damage of each farmer.  The model includes two effects in determining 

pollutant concentration, the duration effect, which increases the marginal damage of 

upstream farmers, and the magnitude effect, which increases marginal damage of 

downstream farmers.  Depending on parameterization of the model, either effect may 

dominate.  We follow the heterogeneity introduced in Cason and Gangadaran (2013) 

since it would allow us to solve for a closed form solution and it creates less complexity 

for the participants.   

Specifically, let 𝛽𝑖 denote the marginal environmental damage from emissions 

generated by firm i.  The environmental damage caused by firm i can thus be written as 

𝐷𝑖(𝑥𝑖) = 𝛽𝑖𝑥𝑖, and the total environmental damage is 𝑇𝐷 =  ∑ 𝐷𝑖(𝑥𝑖)
𝑁
𝑖=1 = ∑ 𝛽𝑖𝑥𝑖

𝑁
𝑖=1 . 

Given the same private profit function as before, under no policy scheme, the 

profit maximizing firm would produce at 𝑥𝑖 = 𝛾2.  

The social planner’s problem could be solved in a similar fashion, resulting in an 

optimal production level at 𝑥𝑖 = 𝛾2 −
𝛽𝑖

2𝛾1
. 

Imposing a tax/subsidy scheme as before, we would be able to solve for the 

private optimal production level under policy, which is 𝑥𝑖 = 𝛾2 −
𝛽𝑖

2𝛾1
. The 

corresponding socially optimal level under tax/subsidy, which is the same as without 

tax, is 𝑥𝑖 = 𝛾2 −
𝛽𝑖

2𝛾1
.  Therefore, the private optimal agrees with the social optimal. 

Now consider we apply a similar technology, which requires an installation cost 

𝜏𝛾2, but reduces environmental damage to a rate 𝛼 of the original level. 
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Similar as before, by adopting the technology, the private income function of a 

farmer is:  

𝐵(𝑥𝑖) =  𝛾0 − 𝛾1(𝛾2 − 𝑥𝑖)
2 − 𝜏𝛾2 

and the environmental damage caused by each firm is reduced to 𝐷𝑖(𝑥𝑖) = 𝛽𝑖𝛼𝑥𝑖 

We again find the equilibrium by backward induction.  Consider firm i, given 

the pollution level of others in the group 𝐷−𝑖, its profit function from producing 𝑥𝑖 and 

adopting the technology is: 

𝜋𝑖
𝐴 = 𝛾0 − 𝛾1(𝛾2 − 𝑥𝑖)

2 − (𝐷−𝑖 + 𝛽𝑖𝛼𝑥𝑖 − 𝐷̅) − 𝜏𝛾2 

𝜕𝜋𝐴

𝜕𝑥𝑖
= 2𝛾1(𝛾2 − 𝑥𝑖) − 𝛽𝑖𝛼 = 0 

𝑥𝑖
𝐴 = 𝛾2 −

𝛽𝑖𝛼

2𝛾1
 

Plug in the optimal production level to get the maximum profit of adopting the 

technology: 

𝜋𝑖
𝐴 = 𝛾0 −

(𝛽𝑖𝛼)2

4𝛾1
− (𝐷−𝑖 − 𝐷̅ + 𝛽𝑖𝛼𝛾2 −

𝛽𝑖
2𝛼2

2𝛾1
) − 𝜏𝛾2 

Consider firm i, given the same pollution level from others 𝐷−𝑖, firm’s profit 

function of not adopting the technology and producing at 𝑥𝑖 is: 

𝜋𝑖
𝑁 = 𝛾0 − 𝛾1(𝛾2 − 𝑥𝑖)

2 − (𝐷−𝑖 + 𝛽𝑖𝑥𝑖 − 𝐷̅) 

𝜕𝜋𝑁

𝜕𝑥𝑖
= 2𝛾1(𝛾2 − 𝑥𝑖) − 𝛽𝑖 = 0 

𝑥𝑖
𝑁 = 𝛾2 −

𝛽𝑖

2𝛾1
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The maximized profit of not adopting is: 

𝜋𝑖
𝑁 = 𝛾0 −

𝛽𝑖
2

4𝛾1
− (𝐷−𝑖 − 𝐷̅ + 𝛽𝑖𝛾2 −

𝛽𝑖
2

2𝛾1
) 

We parameterize the heterogeneity treatment of this experiment so that 

depending on 𝛽𝑖, half of the farmers prefer to adopt, and half of the farmers prefer not to 

adopt.  In order for the farmer to prefer adopting the technology, it requires 𝜋𝑁 < 𝜋𝐴. 

Solving for these conditions, we get the condition for a farmer to prefer 

adopting: 

𝛽𝑖
2

4𝛾1

(1 − 𝛼2) − 𝛽𝑖𝛾2(1 − 𝛼) + 𝜏𝛾2 < 0 

By setting different 𝛽𝑖, we can create a unique dominant strategy Nash 

Equilibrium so that it is optimal for some farmers to adopt, some not to adopt, 

depending on their proximity to the monitoring point.  

1.3.3.2 Production Heterogeneity 

We next introduce production heterogeneity by varying the size of the farmers, 

in a similar way as Spraggon (2002).  Recall in the case of homogenous production 

functions under no policy schemes, the farmers maximize their own profit by setting 

production at 𝑥𝑖 = 𝛾2.  Now suppose the farms are of different sizes, meaning that their 

maximum capacities are different.  The production function for farmer i who does not 

adopt the technology is 𝐵𝑖(𝑥𝑖) =  𝛾0 − 𝛾1(𝛾2𝑖 −  𝑥𝑖)
2, for farmer i who adopts the 

technology is 𝐵𝑖(𝑥𝑖) =  𝛾0 − 𝛾1(𝛾2𝑖 − 𝑥𝑖)
2 − 𝜏𝛾2𝑖.  Farmers maximize their profit by 

producing at 𝑥𝑖 = 𝛾2𝑖.   
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When there is no location heterogeneity, the environmental damage caused by 

each farmer is 𝐷(𝑥𝑖) = 𝛽𝑥𝑖 without using technology, and 𝐷(𝑥𝑖) = 𝛽𝛼𝑥𝑖 with 

technology. 

Solving for the social planner’s problem, the socially optimal production level 

for each farmer is 𝑥𝑖 = 𝛾2𝑖 −
𝛽

2𝛾1
. 

With the same tax/subsidy policy scheme, the private optimal production level is 

𝑥𝑖 = 𝛾2𝑖 −
𝛽

2𝛾1
 and the socially optimal production level remains to be 𝑥𝑖 = 𝛾2𝑖 −

𝛽

2𝛾1
. 

Consider the decision of whether or not to adopt the technology, solving it in a 

similar fashion, we can get the optimal profit for a firm to adopt the technology is 

𝜋𝑖
𝐴 = 𝛾0 −

(𝛽𝛼)2

4𝛾1
− (𝐷−𝑖 − 𝐷̅ + 𝛽𝛼𝛾2𝑖 −

𝛽2𝛼2

2𝛾1
) − 𝜏𝛾2, which is reached by producing 

𝑥𝑖
𝐴 = 𝛾2𝑖 −

𝛽𝛼

2𝛾1
, and for the farmer to not adopt the technology is 𝜋𝑖

𝑁 = 𝛾0 −
𝛽2

4𝛾1
−

(𝐷−𝑖 − 𝐷̅ + 𝛽𝛾2𝑖 −
𝛽2

2𝛾1
), which can be reached by producing 𝑥𝑖

𝑁 = 𝛾2𝑖 −
𝛽

2𝛾1
.  The 

condition for a farmer to prefer to adopt compared with not adopt is 
𝛽2

4𝛾1
(1 − 𝛼2) −

𝛽𝛾2𝑖(1 − 𝛼) + 𝜏𝛾2 < 0.  

By setting different 𝛽 and 𝛾𝑖 , we can create a unique dominant strategy Nash 

Equilibrium so that it is optimal for some farmers to adopt, some not to adopt, based on 

their farm size and spatial location. 
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1.3.3.3 Spatial and Production Heterogeneity 

Now, we include production heterogeneity and spatial heterogeneity 

simultaneously.  As before, the production function for farmer i who does not adopt the 

technology is 𝐵𝑖(𝑥𝑖) =  𝛾0 − 𝛾1(𝛾2𝑖 − 𝑥𝑖)
2, for farmer i who adopts the technology is 

𝐵𝑖(𝑥𝑖) =  𝛾0 − 𝛾1(𝛾2𝑖 − 𝑥𝑖)
2 − 𝜏𝛾2𝑖.  Farmers maximize their profit by producing at 

𝑥𝑖 = 𝛾2𝑖.   

Meanwhile, the environmental damage caused by each farmer is 𝐷𝑖(𝑥𝑖) = 𝛽𝑖𝑥𝑖 

without using technology, and 𝐷𝑖(𝑥𝑖) = 𝛽𝑖𝛼𝑥𝑖 with technology. 

Solving for the social planner’s problem, the socially optimal production level for each 

farmer is 𝑥𝑖 = 𝛾2𝑖 −
𝛽𝑖

2𝛾1
. 

With the same tax/subsidy policy scheme, the private optimal production level is 

𝑥𝑖 = 𝛾2𝑖 −
𝛽𝑖

2𝛾1
 and the socially optimal production level remains to be 𝑥𝑖 = 𝛾2𝑖 −

𝛽𝑖

2𝛾1
. 

Consider the decision of whether or not to adopt the technology, solving it in a 

similar fashion, we can get the optimal profit for a firm to adopt the technology is 

𝜋𝑖
𝐴 = 𝛾0 −

(𝛽𝑖𝛼)2

4𝛾1
− (𝐷−𝑖 − 𝐷̅ + 𝛽𝑖𝛼𝛾2𝑖 −

𝛽𝑖
2𝛼2

2𝛾1
) − 𝜏𝛾2𝑖, which is reached by producing 

𝑥𝑖
𝐴 = 𝛾2𝑖 −

𝛽𝑖𝛼

2𝛾1
, and for the farmer to not adopt the technology is 𝜋𝑖

𝑁 = 𝛾0 −
𝛽𝑖

2

4𝛾1
−

(𝐷−𝑖 − 𝐷̅ + 𝛽𝑖𝛾2𝑖 −
𝛽𝑖

2

2𝛾1
), which can be reached by producing 𝑥𝑖

𝑁 = 𝛾2𝑖 −
𝛽𝑖

2𝛾1
.  The 

condition for a farmer to prefer to adopt compared with not adopt is 
𝛽𝑖

2

4𝛾1
(1 − 𝛼2) −

𝛽𝑖𝛾2𝑖(1 − 𝛼) + 𝜏𝛾2𝑖 < 0.  Therefore, the optimal strategies of the farms depend on their 

farm size and spatial location. 
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We parameterize the experiment so that when there is no spatial or size 

heterogeneity, it is optimal for everyone in the same group to adopt; when at least one 

type of heterogeneity is introduced, it is optimal for half of the people to adopt the 

technology, and the other half to not adopt.  

 

1.3.4 Information 

Besides the baseline where no information is provided to the participants, we 

conduct two information treatments.  Both information treatments include narrative 

messages on how the participant’s decisions compare with others.  In information 

treatment 1, we provide participants testimonial information on what production and 

technology adoption decisions people “like them” have made in the past.  The idea is to 

use this information nudge to help people find their optimal strategies.  To ensure that 

the information participants receive are truthful, the information we provide comes from 

the “no information” treatments.  Conditioning on their size and location, we find the 

actual decisions made by participants that are closest to the Nash Equilibrium.  

Therefore, this information differs by the location and the size of the firm and 

approximates the actual Nash Equilibrium.  This resembles some policy 

recommendation on what people should consider doing based on their location and size.  

In information treatment 2, we give participants information on the technology adoption 

rate and average production in their group in the last round.  With this information, 

participants will have knowledge on their group members’ peer actions and how they 
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compare with others in the group.  This is similar to a policy that provides information 

on what the majority of people in a neighborhood are doing and has a self-evolving 

nature. 

Since our experiment features a dominant strategy Nash Equilibrium in each of 

the treatments, the optimal strategies are not influenced by the information treatments.  

Therefore, if participants are fully rational, neither of the information treatments should 

influence their behavior.  However, as demonstrated by previous studies, people 

evaluate the appropriateness of their behavior by comparing to others and may change 

their behavior accordingly.  We are interested in see if these nudges could be used to 

increase the performance of ambient based policy. 

1.4 Experimental Design 

1.4.1 Treatments 

The basic setup of our experiment is a three by two design.  As shown in Table 

1.1, on the between subject level, we conduct three information treatments (including 

no information as the baseline). On the within subject level, we vary whether an 

ambient-based policy scheme is being implemented.  Within each policy treatment, we 

further break up by heterogeneity treatments: homogeneous (Homo); heterogeneous 

type 1 (Hetero1) with only spatial heterogeneity; heterogeneous type 2 (Hetero2) with 

only production heterogeneity; and heterogeneous type 3 (Hetero3) with both spatial 

and production heterogeneity.  We vary the order of the heterogeneity treatments that 

were presented.  Four sessions were ran for each information treatments, making 12 
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sessions in total.  Within each session, we have two groups of participants and each 

group consists of 8 people.  

During the experiment, each participant makes 5 decisions in each 

policy/heterogeneity treatment.  The groups are randomly reassigned after each 

policy/heterogeneity treatment.  A five-round practice part is conducted at the beginning 

of each session to help participants familiarize themselves with the computer program.  

After the experiment, we gather a few quick survey questions on participants’ basic 

demographics. 

1.4.2 Parameterization 

The parameters of the experiment are shown in Table 1.2: 

Most of the parameters follow previous experiments in the literature.  The 

parameters for size heterogeneity stem from Spraggon (2002) and location 

heterogeneity are based on Cason and Gangadaran (2013).  For the Homogeneous 

treatment, it is optimal for all the participants to choose to adopt; for the heterogeneous 

treatments, it is optimal for half of the participants to adopt, and the other half to not 

adopt.  The social planner’s optimal strategy to maximize social welfare agrees with the 

dominant strategies of each participant. 

1.5 Hypotheses 

We summarize the hypotheses in Table 1.3. 
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1.5.1 Hypothesis 1 

Hypothesis 1 focuses on group level effect of the ambient based policy.  Without 

the Tax/Subsidy policy, subjects will pollute at their maximum level.  With 

Tax/Subsidy in place, group level pollution would be reduced to the target level despite 

heterogeneity or information treatments. 

1.5.2 Hypothesis 2   

Hypothesis 2 deals with group level policy efficiency.  In information treatment 

1, participants are given individual level information on what others like them have 

done, and such information relate to their optimal strategies.  We posit this information 

nudge should improve policy efficiency.  In information treatment 2, the average 

adoption and production levels in each group are provided to the participants.  It is 

likely that participants would anchor their decisions to the group averages, but the 

direction that this nudge changes policy efficiency is ambiguous and we test it 

empirically.    

1.5.3 Hypothesis 3   

Hypothesis 3 aims at individual level decision making.  Compared to no 

information baseline, we anticipate to observe an increase in optimal decision-making at 

the individual level for information treatment 1.  However, for information treatment 2, 

the effect is unclear.  Participants’ decisions should be anchored towards the group 

average.  If this anchoring is in the direction towards private optimal decisions, this 

information should increase the frequency of individual dominant strategies; however, 
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if the anchoring effect biases decision making to a non-optimal direction, people should 

be further away from optimal.   

1.6 Results 

 One pilot session and twelve real sessions were conducted in November and 

December, 2016 in a large public university in Northeastern United States.  192 

participants took part in our real sessions. 

We divide the results into three sections.  The first section focuses on the 

aggregate group pollution levels and compare them to the target levels.  The second 

section discusses what influences the efficiency of the policy.  The third section deals 

with individual level decisions and how they compare to theoretical predictions. 

1.6.1 Result 1 

Without any information, group level pollution is not significantly different 

from the target level under homogeneous case with ambient tax/subsidy.  As more 

heterogeneity is introduced, group level pollution exceeds the target.  Both information 

treatments make the group level pollution closer to the target level. 

Figure 1.1 and Figure 1.2 depict the group aggregate pollution levels for the no 

policy and policy treatments.  The four segments in each figure means four size and 

location homogeneity/heterogeneity treatments.  The x axis denotes round number (in 

total five) and y axis represents environmental damage level.  The red, green and blue 

lines indicate the average group pollution level for no information baseline, information 

treatment 1, and information treatment 2 scenarios, respectively.  The segregated dots 
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represent outliers.  In the no policy treatments, the theoretical predicted pollution level 

is 240, which happens when everyone produces at their maximum and not adopting the 

technology.  In the no policy treatments, all groups are polluting close to their 

maximum level without much variation among the treatments.  In Figure 1.2, when 

ambient policy is introduced, the black dotted lines represent the target group pollution 

level.  In general, as more heterogeneity is introduced, the lines deviate more from the 

target pollution level.  Besides, the green line (denoting information treatment 1) is 

generally closer to the target, especially compared to the red line.  

We next compare group pollution levels quantitatively.  Table 1.4 suggests that 

aggregate pollution levels are not significantly different from the target levels in 

homogeneous cases for all information scenarios.  With location heterogeneity only 

(Hetero1), the policy would still induce group level pollution to meet the target in no 

information and information treatment 2; Under information treatment 1, the group 

marginally under pollutes.  When instead size heterogeneity is introduced (Hetero2), 

group pollution marginally exceeds the target level under no information, and does not 

significantly differ from the target under either information treatments.  When two 

layers of heterogeneity are combined together, group level pollution significantly 

exceeds the target level in the no information case.  With information treatment 2, the 

group level is marginally significantly different from the target while with information 

treatment 1 it is not significantly different.  

The aggregated results reinforce our findings.  When all information treatments 

are combined, we find that the group level pollutions are not significantly different from 
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the target in homogeneous and heterogeneity 1 treatments, but are significantly different 

from the target at 5% level in heterogeneity 2 and at 1% level in heterogeneity 3 

treatments, as shown in the last column of Table 1.4.  When we instead combine 

homogeneous/heterogeneous treatments and compare the effects of information 

treatments (as shown in the last row of Table 1.4), we find that overall the group 

pollution level is significantly different from the target level at 5% in no information 

treatment, but not significantly different from the target level in the other two 

information treatments. 

1.6.2 Result 2  

From a social planner’s perspective, policy efficiency decreases as more 

heterogeneity is introduced, however both information treatments increase efficiency. 

Similar to Spraggon (2013), efficiency is defined as the change in the value of 

the social planner’s problem as a percentage of the optimal change in the social 

planner’s problem.  The social planner’s problem for a group could be formulated as 

follows: 

𝑆𝑃 = ∑[𝛾0 − 𝛾1 ∗ (𝛾2 − 𝑥𝑖)
2 − 𝑎𝑖 ∗ 𝜏 ∗ 𝛾2 − 𝑎𝑖 ∗ 𝛼 ∗ 𝛽𝑖 ∗ 𝑥𝑖 − (1 − 𝑎𝑖) ∗ 𝛽𝑖 ∗ 𝑥𝑖]

8

𝑖=1

 

Efficiency is calculated as: 

𝐸 =
𝑆𝑃𝐴𝑐𝑡𝑢𝑎𝑙 − 𝑆𝑃𝑆𝑡𝑎𝑡𝑢𝑠𝑄𝑢𝑜

𝑆𝑃𝑂𝑝𝑡𝑖𝑚𝑎𝑙 − 𝑆𝑃𝑆𝑡𝑎𝑡𝑢𝑠𝑄𝑢𝑜
 

where SPActual is the actual value of the social planner’s problem when calculated 

using the actual decisions of the participants; SPOptimal is the optimal value of the social 
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planner’s problem when the participants all choose their optimal production and 

technology decisions; SPStatusQuo is the value of the social planner’s problem when all 

participants choose to produce at their maximum and do not adopt the technology.  

Theoretically, SPOptimal and SPStatusQuo should correspondingly be the upper and lower 

bounds of the social planner’s problem.  Therefore, efficiency is a value between 0 and 

1. 

Table 1.5 presents efficiency values by heterogeneity and information treatments.  

Only the treatments with policy are presented here since there is no policy efficiency in 

the no policy treatments. 

 We observe that overall, policy efficiency is highest for information treatment 1, 

then followed by information treatment 2, and the lowest is no information treatment.  

Meanwhile, as more heterogeneity is introduced, policy efficiency decreases.  In the 

homogeneous treatments, on average the tax/subsidy policy achieved 88.13% efficiency, 

while in heterogeneous 3 treatments where both location and size heterogeneities were 

introduced, the average policy efficiency was only 72.77%. 

We also conduct a random effects regression at the group level to understand 

how efficiency is influenced by treatments.  The regression is written as: 

𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦𝑖 = 𝛼 + 𝛽1 ∗ 𝐻𝑒𝑡𝑒𝑟𝑜1𝑖𝑡 + 𝛽2 ∗ 𝐻𝑒𝑡𝑒𝑟𝑜2𝑖𝑡 + 𝛽3 ∗ 𝐻𝑒𝑡𝑒𝑟𝑜3𝑖𝑡 + 𝛽4

∗ 𝐼𝑛𝑓𝑜1𝑖𝑡 + 𝛽5 ∗ 𝐼𝑛𝑓𝑜2𝑖𝑡 + 𝛽6 ∗ 𝐻𝑒𝑡𝑒𝑟𝑜1_𝑖𝑛𝑓𝑜1𝑖𝑡 + 𝛽7

∗ 𝐻𝑒𝑡𝑒𝑟𝑜1_𝑖𝑛𝑓𝑜2𝑖𝑡 + 𝛽8 ∗ 𝐻𝑒𝑡𝑒𝑟𝑜2_𝑖𝑛𝑓𝑜1𝑖𝑡 + 𝛽9 ∗ 𝐻𝑒𝑡𝑒𝑟𝑜2_𝑖𝑛𝑓𝑜2𝑖𝑡

+ 𝛽10 ∗ 𝐻𝑒𝑡𝑒𝑟𝑜3_𝑖𝑛𝑓𝑜1𝑖𝑡 + 𝛽11 ∗ 𝐻𝑒𝑡𝑒𝑟𝑜3_𝑖𝑛𝑓𝑜2𝑖𝑡 + 𝛽12 ∗ 𝑟𝑜𝑢𝑛𝑑𝑖𝑡

+ 𝛽13 ∗ 𝑟𝑜𝑢𝑛𝑑_𝑠𝑞𝑖𝑡 + 𝑣𝑖 + 𝑒𝑖𝑡 
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where 𝑣𝑖 is individual level random effects, 𝑒𝑖𝑡 is individual and time specific error term. 

As shown in Table 1.6, heterogeneous treatment 1 increases efficiency by 0.002 

percentage points, heterogeneous treatment 2 and 3 decrease efficiency by 14.14 and 

13.39 percentage points, respectively.  Meanwhile, information treatment 1 increases 

efficiency by 10.08 percentage points and information treatment 2 increases efficiency 

by 8.69 percentage points (marginally significant).  However, a Wald test suggests that 

we cannot reject that these effects are statistically the same.  The interaction terms of 

information and heterogeneity, round and round-squared controls are not significant at 

the 5% level. 

This result suggests that policy efficiency decreases as more heterogeneity is 

introduced, and increases in either of the information treatments.  Though it appears that 

information 1 generates higher policy efficiency compared to information 2, this effect 

is not statistically significant. 

1.6.3 Result 3  

At individual decision level, introducing more heterogeneity leads to larger 

deviations of pollution from theoretical pollution predictions, and both information 

treatments reduce deviations from theoretical values.As discussed in previous sections, 

there exists a unique dominant strategy Nash Equilibrium for each of the participant’s 

decisions.  We calculate the predicted pollution levels based on theoretical predicted 

production and adoption decisions.  We are ultimately interested in how people’s 

decisions deviate from theoretical predictions (which is also the socially optimal 
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decisions) and how to induce better behavior by reducing this deviation from both 

directions (over and under pollute).  Therefore, instead of simply taking the difference 

of the individual pollution level to the theoretical level, we calculate the absolute 

deviation of the two values.  To standardize the deviation across all treatments, we 

calculate a percent absolute difference from the actual pollution level, predicted 

pollution level and the maximum pollution level, similar to the metric used in Spraggon 

(2013).  Specifically, 

PerAbsDiff𝑖 = |
𝑝𝑖 − 𝑝𝑖

∗

𝑝𝑖
𝑚𝑎𝑥 | 

where 𝑝𝑖 represents the actual pollution level by participant i; 𝑝𝑖
∗ stands for the 

theoretical predicted Nash Equilibrium pollution level of participant i; 𝑝𝑖
𝑚𝑎𝑥 is the 

maximum pollution level of participant i. 

1.6.3.1 Individual Results by Treatment 

We run a random effects model that includes indicators for treatments and their 

interactions, as well as round and round squared.  The regression model is as follows: 

𝑃𝑒𝑟𝐴𝑏𝑠𝐷𝑖𝑓𝑓𝑖 = 𝛼 + 𝛽1 ∗ 𝐻𝑒𝑡𝑒𝑟𝑜1𝑖𝑡 + 𝛽2 ∗ 𝐻𝑒𝑡𝑒𝑟𝑜2𝑖𝑡 + 𝛽3 ∗ 𝐻𝑒𝑡𝑒𝑟𝑜3𝑖𝑡 + 𝛽4

∗ 𝐼𝑛𝑓𝑜1𝑖𝑡 + 𝛽5 ∗ 𝐼𝑛𝑓𝑜2𝑖𝑡 + 𝛽6 ∗ 𝐻𝑒𝑡𝑒𝑟𝑜1_𝑖𝑛𝑓𝑜1𝑖𝑡 + 𝛽7

∗ 𝐻𝑒𝑡𝑒𝑟𝑜1_𝑖𝑛𝑓𝑜2𝑖𝑡 + 𝛽8 ∗ 𝐻𝑒𝑡𝑒𝑟𝑜2_𝑖𝑛𝑓𝑜1𝑖𝑡 + 𝛽9 ∗ 𝐻𝑒𝑡𝑒𝑟𝑜2_𝑖𝑛𝑓𝑜2𝑖𝑡

+ 𝛽10 ∗ 𝐻𝑒𝑡𝑒𝑟𝑜3_𝑖𝑛𝑓𝑜1𝑖𝑡 + 𝛽11 ∗ 𝐻𝑒𝑡𝑒𝑟𝑜3_𝑖𝑛𝑓𝑜2𝑖𝑡 + 𝛽12 ∗ 𝑟𝑜𝑢𝑛𝑑𝑖𝑡

+ 𝛽13 ∗ 𝑟𝑜𝑢𝑛𝑑_𝑠𝑞𝑖𝑡 + 𝑣𝑖 + 𝑒𝑖𝑡 

where 𝑣𝑖 is individual level random effects, 𝑒𝑖𝑡 is individual and time specific error term. 



 

 

 

27 

 We conduct separate regressions for the no policy treatments and policy 

treatments and the results are listed below: 

 In the no policy treatments, the heterogeneity and information treatments alone 

do not affect the deviation of actual pollution levels to the theoretical predictions.  

However, for information treatment 1, deviations decrease significantly for 

heterogeneity 2 and heterogeneity 3 treatments, meaning that in hetero2 and hetero3 

treatments with individual information, participants are less likely to deviate from their 

Nash Equilibrium. 

 When we look at the data with the tax/subsidy policy instrument (the last three 

columns of Table 1.7), participants deviate more from the Nash predictions in hetero2 

and hetero3 treatments compared to the homogeneous treatment, and the deviation 

decreases in both info 1 and info 2 treatments.  The interaction terms suggest that in 

treatments under information 1, the deviation from Nash in hetero 1 treatment is 

significantly more than the homogeneous treatment.  Similarly, under information 

treatment 2, hetero1, 2 and 3 treatments all have significantly higher deviation than the 

homogeneous treatment under information 2.  This suggests that people are able to find 

and retain their Nash equilibrium better in both information treatment 1 and information 

treatment 2, compared to no information baseline.  Also, heterogeneity has less effect 

on deviation from Nash in information treatment 1 than in information treatment 2, 

meaning that individual level more tailored information helps people better overcome 

the heterogeneity.  
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 An explanation for the more robustness of information treatment 1 to 

heterogeneity compared to information treatment 2 is that in information treatment 1, 

the social comparisons are individual level, which takes into account heterogeneity by 

providing different information based on different sizes and locations.  However, 

information 2 provides group level information about average peer actions.  As more 

heterogeneity is introduced, the span of every individual’s optimal strategy is wider.  

Anchoring to the group average values no longer accounts for heterogeneity, and 

therefore we observe more deviations from the theoretical predictions. 

1.6.3.2 Individual Results by Information, Location and Size 

 Next, we test how information treatments affect deviations from theoretical 

predicted values across different sizes and locations of farms.   

 The first three columns of Table 1.8 denote results from the No Policy 

treatments.  Almost all of the variables are insignificantly different from zero.  This 

means that regardless of the information treatment, size or location, people are generally 

polluting at the maximum level, which is in line with the theoretical prediction.   

 The last three columns demonstrate results from treatments with the ambient 

based policy.  Several results are worth pointing out: first, compared to medium sized 

farms, small farms deviate more from the target pollution level; second, farms at the 

most downstream marginally deviate more from the predicted level compared to a farm 

in mid-stream; third, both information treatments reduce deviations from the theoretical 

prediction; forth, interactions of information and size, interactions of information and 
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location are widely insignificant, meaning that information treatments are equally 

effective to participants with different farm size or location.    

Compared to results from the previous subsection, these results demonstrate that 

both types of information nudges have impacts on people’s decision making.  Moreover, 

the impact appears to have identical effects for farms at different locations or with 

different sizes, meaning that people’s responses to information nudges are robust to 

their relative size and location.  This result adds confidence in using information nudges 

based on social comparison theory as a policy intervention since it is equally effective 

to different subgroups of people.  

1.7 Conclusions 

In our study, we conduct an experiment on non-point source water pollution 

with location and size heterogeneity and an extended decision space that includes both a 

production and a technology decision.  We find that as more heterogeneity is introduced, 

the ability for the tax/subsidy policy instrument to reduce group pollution to the target 

level decreases.  However, the tax/subsidy policy increases its effectiveness with the 

introduction of two information nudges based on social comparison theory.  In 

information treatment 1, people are provided with information on what others like them 

have done in the past, based on the size and location of their farm.  In information 

treatment 2, we give people information on the mean production and adoption levels in 

their group in the past round.  We further demonstrate that policy efficiency is 

negatively affected by heterogeneity but can be improved by either information 
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treatment.  Comparing individual pollution levels to Nash predictions, besides the 

findings that heterogeneity increases deviations from Nash and information decreases 

them, we observe that individual level information is more robust to heterogeneity 

compared to group level information.  Furthermore, we find that both information 

treatments are equally effective to individuals possessing farms at different sizes or 

locations.   

As a conclusion, the results suggest that introducing more heterogeneity and a 

more complex decision space result in ineffectiveness of the classic tax/subsidy ambient 

policy, but information nudges based on social comparison and peer actions are able to 

help the performance of the policy and more individually targeted information works 

better in terms of policy efficiency and individual level decision making.  From a policy 

perspective, it is important to consider multiple layers of heterogeneity as well as a 

more complex decision space when designing ambient based policies, but information 

nudges have the potential to improve the performance of ambient based policies in a 

cost–effective way. 
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Table 1.1 Treatment Orders 

No Info 

Session 1 
No Policy Policy 

Homo Hetero1 Hetero2 Hetero3 Homo Hetero1 Hetero2 Hetero3 

Session 2 
No Policy Policy 

Hetero3 Hetero2 Hetero1 Homo Hetero3 Hetero2 Hetero1 Homo 

Session 3 
Policy No Policy 

Homo Hetero1 Hetero2 Hetero3 Homo Hetero1 Hetero2 Hetero3 

Session 4 
Policy No Policy 

Hetero3 Hetero2 Hetero1 Homo Hetero3 Hetero2 Hetero1 Homo 

Info 1 4 sessions identical to No Info but with Information Treatment 1 

Info 2 4 sessions identical to No Info but with Information Treatment 2 
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Table 1.2 Parameter Choice 

Parameter Value Parameter Value 

𝛾0 40 𝛾1 0.0025 

𝛾2 75, 100, 125 𝜏 0.082 

𝛼 0.5 𝛽𝑖 0.24,0.28,0.32,0.36 

𝛽 0.30   
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Table 1.3 Hypotheses Table 

Topic Hypotheses Results 

Group Level 

Pollution 

H0: 

1. PollutionNP = PollutionMax 

2. PollutionP_Homo = PollutionTarget_Homo 

3. PollutionP_Hetero1 = PollutionTarget_Hetero1 

4. PollutionP_Hetero2 = PollutionTarget_Hetero2 

5. PollutionP_Hetero3 = PollutionTarget_Hetero3 

6. PollutionP_NoInfo = PollutionTarget 

7. PollutionP_Info1 = PollutionTarget 

8. PollutionP_Info2 = PollutionTarget 

 

1. Fail to reject H0 

2. Fail to reject H0 

3. Fail to reject H0 

4. Reject H0 

5. Reject H0 

6. Reject H0 

7. Fail to reject H0 

8. Fail to reject H0 

Group Level 

Efficiency 

H0: 

1. EfficiencyNoInfo = EfficiencyInfo1 

2. EfficiencyNoInfo = EfficiencyInfo2 

3. EfficiencyInfo1 = EfficiencyInfo2 

 

1. Reject H0 

2. Reject H0 

3. Fail to reject H0 

Individual 

Level Pollution 

H0: 

1. PollutionNP = PollutionPredicted 

2. 𝛽Deviation_P_Hetero = 0 

3. 𝛽Deviation_P_Info1 = 0 

4. 𝛽Deviation_P_Info2 = 0 

 

1. Fail to reject H0 

2. Reject H0 

3. Reject H0 

4. Reject H0 
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Table 1.4 Mean Group Total by Treatment 

 Target No information Information 

treatment 1 

Information 

treatment 2 

Total 

Homo 

(no heterogeneity) 

84 89.96 (5.13) [8] 83.90 (2.44) [8] 81.89 (3.54) [8] 85.25 (2.25) [24] 

Hetero1 

(location hetero) 

94.4 93.41 (6.49) [8] 90.79* (2.35) [8] 89.73 (4.32) [8] 91.31 (2.61) [24] 

Hetero 2  

(size hetero) 

75 81.42* (3.43) [8] 76.39 (3.76) [8] 80.60 (4.15) [8] 79.47** (2.14) [24] 

Hetero 3  

(location & size hetero) 

73 85.93** (4.99) [8] 78.47 (4.66) [8] 76.19* (1.93) [8] 80.20*** (2.42) [24] 

Total  87.68** (2.56) [32] 82.38 (1.92) [32] 82.10 (1.93) [32] 84.06** (1.26) [96] 

Each cell contains mean, (standard error) and [frequency].  *, **, *** indicate significant at 10%, 5% and 1% level, respectively.  
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Table 1.5 Group Efficiency Level by Treatment 

 No info Info1 Info2 Total 

Homo 81.87% (0.087) [8] 93.98% (0.046) [8] 88.53% (0.11) [8] 88.13% (0.096) [24] 

Hetero1 79.61% (0.12) [8] 90.73% (0.038) [8] 83.41% (0.083) [8] 84.59% (0.094) [24] 

Hetero2 67.91% (0.083) [8] 86.44% (0.066) [8] 71.47% (0.11) [8] 75.27% (0.12) [24] 

Hetero3 66.81% (0.11) [8] 78.34% (0.13) [8] 73.18% (0.058) [8] 72.77% (0.11) [24] 

Total 74.05% (0.12) [32] 87.37% (0.095) [32] 79.15% (0.11) [32] 80.19% (0.12) [72] 

Each cell contains mean, (standard error) and [frequency]. 
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Table 1.6 Random Effects Model on Group Efficiency and Treatment Variables 

 Coefficient Std. Err. P-Value 

Hetero1 0.002 0.046 0.962 

Hetero2 -0.141 0.040 0.000 

Hetero3 -0.134 0.047 0.005 

Info1 0.101 0.035 0.004 

Info2 0.087 0.048 0.072 

Info1_hetero1 -0.040 0.055 0.468 

Info1_hetero2 0.052 0.058 0.371 

Info1_hetero3 0.018 0.061 0.774 

Info2_hetero1 -0.017 0.063 0.791 

Info2_hetero2 -0.017 0.069 0.805 

Info2_hetero3 -0.015 0.063 0.816 

Round 0.002 0.010 0.833 

Round_sq -0.001 0.002 0.705 

Constant 0.819 0.033 0.000 

Num. of Obs. 480   

Num. of 

groups 
96   

Wald chi2 111.52   

Prob > chi2 0.000   

All standard errors are clustered as group level. 
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Table 1.7  Random Effects Model on Individual Pollution and Treatment Variables 

 Without Policy With Policy 

 Coeffi. Std. Err. P-value Coeffi. Std. Err. P-value 

Hetero1 -0.002 0.008 0.788 0.006 0.009 0.517 

Hetero2 -0.002 0.008 0.762 0.032 0.009 0.000 

Hetero3 -0.001 0.008 0.888 0.054 0.009 0.000 

Info1 -0.008 0.018 0.671 -0.072 0.162 0.000 

Info2 -0.018 0.018 0.310 -0.056 0.162 0.001 

Info1_hetero1 -0.017 0.011 0.107 0.043 0.012 0.001 

Info1_hetero2 -0.025 0.011 0.016 0.017 0.012 0.181 

Info1_hetero3 -0.030 0.011 0.004 0.012 0.012 0.351 

Info2_hetero1 0.006 0.011 0.580 0.028 0.012 0.027 

Info2_hetero2 0.003 0.011 0.754 0.038 0.012 0.003 

Info2_hetero3 0.002 0.011 0.824 0.028 0.012 0.026 

Round -0.006 0.006 0.250 -0.002 0.007 0.731 

Round_sq 0.001 0.001 0.379 0.0004 0.001 0.708 

Constant 0.063 0.015 0.000 0.137 0.014 0.000 

Num. of Obs. 3840   3840   

Num. of 

groups 
192   192   

Wald chi2 26.68   229.13   

Prob > chi2 0.0138   0.0000   

All standard errors are clustered at individual level. 
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Table 1.8  Random Effects Model on Individual Pollution, Size, Location and 

Information. 

 Without Policy With Policy 

 Coeffi. Std. Err. P-value Coeffi. Std. Err. P-value 

Info1 -0.0108 0.018 0.556 -0.060 0.017 0.001 

Info2 -0.0166 0.020 0.407 -0.047 0.020 0.020 

Large 0.0003 0.009 0.968 0.005 0.014 0.725 

Small -0.0017 0.011 0.876 0.075 0.017 0.000 

Region1 0.0035 0.017 0.832 0.013 0.015 0.412 

Region2 -0.0054 0.008 0.521 0.002 0.020 0.928 

Region3 -0.0080 0.006 0.214 0.006 0.013 0.655 

Region4 0.0082 0.013 0.525 0.034 0.018 0.065 

Info1_large -0.0193 0.011 0.072 -0.003 0.017 0.882 

Info1_small -0.0196 0.013 0.138 -0.012 0.024 0.610 

Info1_region1 -0.0089 0.019 0.637 0.016 0.023 0.501 

Info1_region2 -0.0148 0.012 0.220 0.024 0.026 0.361 

Info1_region3 -0.0035 0.010 0.728 0.019 0.019 0.296 

Info1_region4 -0.0164 0.016 0.315 0.017 0.026 0.507 

Info2_large -0.0074 0.014 0.584 0.016 0.018 0.387 

Info2_small 0.0073 0.015 0.630 0.022 0.023 0.344 

Info2_region1 -0.0123 0.018 0.488 0.023 0.022 0.286 

Info2_region2 -0.0015 0.013 0.909 0.022 0.025 0.391 

Info2_region3 0.0245 0.016 0.137 0.008 0.024 0.744 

Info2_region4 -0.0008 0.021 0.968 -0.017 0.026 0.510 

Round -0.0065 0.006 0.290 -0.002 0.006 0.684 

Round_sq 0.0008 0.001 0.366 0.0004 0.001 0.649 

Constant 0.0618 0.018 0.000 0.133 0.018 0.000 

Num. of Obs. 3840   3840   

Num. of 

groups 
192   192   

Wald chi2 35.02   148.06   

Prob > chi2 0.0385   0.0000   

All standard errors are clustered at individual level. 
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Figure 1.1 Group Pollution Levels for No Policy, by Treatments and Round 

 

  



 

40 

 

Figure 1.2 Group Pollution Levels for Policy, by Treatments and Round 
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SIMULATING HETEROGENEOUS FARMER BEHAVIORS UNDER 

DIFFERENT POLICY SCHEMES: INTEGRATING ECONOMIC 

EXPERIMENTS AND AGENT-BASED MODELING 

 

2.1 Introduction and Literature Review 

Non-point source (NPS) pollution in water systems mainly comes from rainfall 

and snowmelt that move over and through the ground, bringing natural and human-

made pollutants into waterbodies. NPS pollution, which comes mostly from nutrients 

and chemicals carried by agricultural runoff, is the primary cause of water pollution in 

the United States today. Unfortunately, regulation and remediation of NPS water 

pollution is a difficult task. It typically is hard and at times impossible to identify 

individual contributors to such pollution, and policies designed to address it must be 

designed to take polluters’ hidden actions and asymmetric information into account. 

The cost of this type of individual monitoring and enforcement is often prohibitive 

(Xepapadeas, 2011).  

Theoretical work (e.g., Segerson 1988, Xepapadeas, 1992) has shown that 

policies based on ambient levels of pollution can lead to reductions of NPS pollution to 

a regulator-specified target level. However, since no program has implemented an 

ambient-pollution-based policy on a large scale to provide empirical data, researchers 

have often turned to economic experiment lab settings as test beds for such policies 

Chapter 2 
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(Spraggon, 2002; Poe et al., 2004; Suter, Vossler and Poe, 2009, Miao et al., 2016). And 

since researchers must recruit and compensate participants in economic experiments, 

the experiments generally have been limited in scale and have restricted the ability to 

draw conclusions in contexts outside the lab. Thus, researchers have been interested in 

finding other ways to study the effects of these policies as part of efforts to improve 

their outcomes in terms of reducing NPS pollution. 

Agent-based modeling (ABM) can help fill this gap by providing a mechanism 

for scaling up the findings in experiments to contexts that are closer to reality. With 

ABM, researchers can use findings from an experiment, create model agents that 

behave according to patterns identified in the experiment, and conduct simulations 

using an environment that better mimics a real-world setting.  ABM also allows the 

researcher to observe the results of those agent interactions, which are extremely 

difficult to capture using other methods. Furthermore, we compared to traditional top-

bottom methods such as econometric techniques, ABM imposes less distributional 

restrictions or assumptions. 

ABM has been applied in various fields in recent years (Farmer and Foley, 

2009), such as ecological modeling (Grimm and Railsback, 2005), population growth 

(Axtell et al., 2002), business strategies (Khouja, Hadzikadic, and Zaffar, 2008), land 

use policy (Tsai et al. 2015), transportation policy (Zia and Koliba 2015) and education 

(Johnson, Lemasters, and Bhattacharyya, 2017). In the context of agricultural and 

environmental applications, it has been used mainly for problems associated with 

changes in land cover to develop models that simulate land use decisions by farmers 
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facing multiple constraints (Parker, 2014; Matthews et al., 2007; Veldkamp and 

Verburg, 2004), especially in studying coupled human and natural systems (An, 2012).  

In such systems, agent decisions generate environmental consequences, which could in 

turn affect human decisions and behavior.  Recently, Tesfatsion et al. (2017) developed 

the Water and Climate Change Watershed (WACCShed) platform that allows the 

systematic study of interactions of hydrology, human and climate in a watershed over 

time.  Ng et al. (2011) demonstrates an agent-based model of farmer decision making 

on water quality in the context of first and second generation biofuel crops and carbon 

trading.  The ABM integrates a SWAT based hydrologic-agronomic model. 

In the bottom-up construction of an ABM, modelers need to assign decision 

rules to agents under specific scenarios.  A major challenge lies in constructing credible 

decision rules for ABM (Zenobia et al., 2009).  Most of the previous work usually 

assumes perfect rationality, meaning that the agents could perfectly solve for utility 

maximizing problems in various and sometimes complex scenarios. However, 

behavioral economics have repeatedly shown that human behavior is often, at best, 

rationally bounded and that individuals often use heuristics instead of optimization 

when making decisions. As noted by Hechbert, Baynes, and Reeson (2010), combining 

economic experiments with ABM offers researchers many new opportunities. 

Experimental economics can be used to guide calibration of ABM so that the agents’ 

behaviors and decisions reflect patterns identified by actions in experiments.  

Some researchers have used survey methods to develop decision rules for ABM 

(Dia, 2002). Compared to using survey-based approaches to calibrate decision-making 
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in ABM, we can use data collected through experiments that capture the “interpersonal” 

and “interplayer” dynamics that arise in experimental games (and are overlooked by 

surveys). Furthermore, Duffy (2006) pointed out that ABM projects also could facilitate 

researchers’ ability to interpret the aggregate findings of an experiment involving 

human subjects. 

Not many studies have combined experimental economics and ABM.  Evans, 

Sun, and Kelley (2006) compared results from a spatially explicit lab experiment to 

outputs of a simulation from a land-use ABM involving utility-maximizing agents.  

They concluded that the participants in the experiment deviated from revenue-

maximizing actions and that it was thus valuable to use non-maximizing agents in ABM.  

Heckbert (2009) also acknowledged the value of combining experiments and ABM, 

reporting a study in which a participant replaces the role of an agent and the 

participant’s behavior under several treatments can be used to recalibrate the ABM.  

A few studies have attempted to integrate economic experiments and ABM in 

NPS pollution management context.  Zia et al. (2016, in review) constructed agent-

based models using an economic experiment documented in Miao et al. (2016). The 

agents were categorized to pursue different behavioral strategies under alternate policy 

and sensor information regimes, and the agents’ type categories were predicted by a 

multi-level multinomial logistic regression model built from experimental data. Our 

research extends this idea by designing an experimental setting that includes technology 

adoption decisions and two layers of heterogeneity, meanwhile building a closer link 

between the experiment and the ABM. 
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We also include two information treatments to examine the ability of 

information ‘nudges’ to induce desired outcomes from the participants.  Originating 

from the social comparison theory by Festinger (1954), it has been shown that 

information ‘nudges’ on social comparison and peer actions can promote environmental 

conservation behavior (e.g., Allcott, 2011; Ferraro and Price, 2013; Goldstein, 2008).  

These information ‘nudges’ are attractive from a policy design perspective since they 

are more cost-effective compared to traditional monetary based programs.  However, 

not much research has considered incorporating information ‘nudges’ in NPS pollution 

management.  We are interested in if information ‘nudges’ based on social comparison 

and peer action could help the performance of ambient based policies.  In the first 

information treatment, participants are provided with information about what people 

“like them” have chosen in a similar situation in the past.  In the second treatment, 

participants are provided with information regarding average production and average 

rate of adoption of technology by their group in the preceding round. Participants’ 

responses to the policy and the information treatments given the heterogeneity of 

production types are used to guide the agent’s behavior in the models under various 

scenarios.  

In this study, we scale up findings from an economic experiment with ABM in a 

spatially explicit watershed setting to provide insight into the effects of different policy 

interventions addressing NPS pollution. The models capture interactions among 

heterogeneous agents in terms of diffusion of technology adoption by farmers, which is 

difficult to model using other techniques. Specifically, we test how tax/subsidy policies 
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based on ambient levels of water pollution work in scenarios involving heterogeneous 

production and pollution schemes and focus on cases in which the decision space of the 

agents is extended from making a single production decision to making a production 

and a technology decision. We also investigate how information influences people’s 

behavior and whether policies can be designed to incorporate information ‘nudges’ to 

induce more-desired outcomes. 

Our study makes contribution to the literature in two main aspects.  In 

environmental and resource economics, our experiment investigates the effect of 

information ‘nudges’ in an experimental setting that simultaneously incorporates an 

extended participant decision space and multiple layers of heterogeneity.  Moreover, we 

use an ABM that features heterogeneous agents in a spatially explicit context to 

understand implications of the complex actions and interactions created based on 

experimental data. In the field of ABM, despite rising interest in using non-fully 

rational agents, not much work has actually done so. We are one of the first to introduce 

bounded rational agents into an ABM based on an economic experiment.  The ABM 

agent decision rules are closely linked with human decisions in the economic 

experiment using an underlying game-theoretical model.  Our research demonstrates 

that economic experiments can be useful to capture bounded rationality and guide ABM 

development.  This study provides an example to incorporate human-based decision 

rules and a possible framework to integrate experiments and ABM in future research.   



 

47 

 

2.2 Experimental Design and Theoretical Foundation 

In this part, we discuss the experimental design of our economic experiment.  

We first lay out the theoretical model, and describe the treatments in the experiment.  

2.2.1 Theoretical Model 

We build upon and extend the classic model framework in the environmental 

economics literature. Consider a group of agricultural producers indexed by i = 1 … N 

operate farms or ranches adjunct to a common watershed. The farmers’ operations 

generate pollution as byproduct. A regulator monitors water quality by a sensor at the 

downstream of the watershed. The farms may differ both in their capacity and their 

distance to the sensor. The farmers may choose to adopt a pollution abatement 

technology (e.g., buffer, cover crop) at a cost (𝜏) proportional to farm size. Each year, 

the farmers make two decisions: a production decision 𝑥𝑖 and a decision on whether to 

adopt an abatement technology 𝑎𝑖. 
𝜕𝑃𝐸𝑖(𝑥𝑖,𝑎𝑖)

𝜕𝑥𝑖
> 0, 

𝜕𝑃𝐸𝑖(𝑥𝑖,𝑎𝑖)

𝜕𝑎𝑖
< 0, indicating lower 

production and the adoption of the technology are associated with lower private 

earnings through 𝑃𝐸𝑖(𝑥𝑖 , 𝑎𝑖). The environmental damage generated by each farm is 

𝐷𝑖(𝑥𝑖 , 𝑎𝑖) = 𝛼𝛽𝑖𝑥𝑖𝑎𝑖 + 𝛽𝑖𝑥𝑖(1 − 𝑎𝑖), where 
𝜕𝑃𝐸𝑖(𝑥𝑖,𝑎𝑖)

𝜕𝑥𝑖
> 0, 

𝜕𝑃𝐸𝑖(𝑥𝑖,𝑎𝑖)

𝜕𝑎𝑖
< 0, and 𝛽𝑖 

depends on the location of the farm relative to the sensor and 𝛼 denotes the effect of the 

technology. We assume that the total environmental damage is 𝑇𝐷 =  ∑ 𝐷𝑖(𝑥𝑖 , 𝑎𝑖)
𝑁
1 .  

Without any regulation, a profit maximizing farm will produce at their capacity level 

and not adopt the technology. The social planner’s problem is to maximize social 

benefits (denoted as SP), where 𝑆𝑃 =  ∑ 𝑃𝐸𝑖(𝑥𝑖 , 𝑎𝑖)
𝑁
𝑖=1 − ∑ 𝐷𝑖(𝑥𝑖, 𝑎𝑖)

𝑁
𝑖=1 .  Suppose the 
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regulator hopes to achieve a pollution standard 𝐷 and imposes a tax/subsidy policy, 

where the tax/subsidy equals to the environmental damage minus the target level of 

pollution, 𝑡(𝑇𝐷) = (𝑇𝐷 − 𝐷̅). Following the literature, suppose 𝑃𝐸𝑖(𝑥𝑖 , 𝑎𝑖) takes a 

quadratic form 𝛾0 − 𝛾1(𝛾2𝑖 − 𝑥𝑖)
2 − 𝜏𝛾2𝑖𝑎𝑖, where 𝜏𝛾2𝑖𝑎𝑖 takes into account whether 

the firm adopted the technology. Now the individual payoff function under the 

tax/subsidy scheme becomes: 𝜋𝑖 = 𝑃𝐸𝑖(𝑥𝑖 , 𝑎𝑖) − (𝑇𝐷 − 𝐷̅). We find the Nash strategy 

by backward induction. Consider firm i, given the pollution level of others in the group 

𝐷−𝑖, its profit function from producing 𝑥𝑖 and adopting the technology is: 𝜋𝑖
𝐴 = 𝛾0 −

(𝛽𝑖𝛼)2

4𝛾1
− (𝐷−𝑖 − 𝐷̅ + 𝛽𝑖𝛼𝛾2𝑖 −

𝛽𝑖
2𝛼2

2𝛾1
) − 𝜏𝛾2𝑖 , taking first order condition, the maximum 

is reached at 𝑥𝑖
𝐴 = 𝛾2𝑖 −

𝛽𝑖𝛼

2𝛾1
. The profit for not adopting the technology is 𝜋𝑖

𝑁 = 𝛾0 −

𝛽𝑖
2

4𝛾1
− (𝐷−𝑖 − 𝐷̅ + 𝛽𝑖𝛾2𝑖 −

𝛽𝑖
2

2𝛾1
), and the maximum can be reached by producing 𝑥𝑖

𝑁 =

𝛾2𝑖 −
𝛽𝑖

2𝛾1
.  The condition for a farmer to prefer to adopt compared with not adopt is 

therefore 𝐶 = 𝜋𝑖
𝑁 − 𝜋𝑖

𝐴 =
𝛽𝑖

2

4𝛾1
(1 − 𝛼2) − 𝛽𝑖𝛾2𝑖(1 − 𝛼) + 𝜏𝛾2𝑖 < 0.  Thus, a unique 

dominant Nash strategy for a farm is defined as {𝐶 < 0: 𝑥𝑖 = 𝛾2𝑖 −
𝛽𝑖𝛼

2𝛾1
, 𝑎𝑖 = 1;  𝐶 ≥

0: 𝑥𝑖 = 𝛾2𝑖 −
𝛽𝑖

2𝛾1
, 𝑎𝑖 = 0}.  This dominant Nash strategy is also the same as the social 

planner’s optimal strategy. 
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2.2.2 Treatments 

We consider two dimensions of treatments. On the within-subject level, we 

varied whether the tax/subsidy policy is in place and also the complexity of 

heterogeneity that is in the experiment. For each of the policy treatment, we conducted 

four heterogeneity treatments, namely,  

(1) A homogeneous treatment where the locational impact on water quality and 

size of each farm is the same (Homo);  

(2) A first heterogeneous treatment where the locational impact on water quality 

vary, but the size of each farm is the same (Hetero1)  

(3) A second heterogeneous treatment where the size of the farms vary, but 

locational impact on water quality is the same (Hetero2);  

(4) A third heterogeneous treatment where both size and locational impact on 

water quality of farms vary (Hetero3).  

To control for potential order effects, we randomly varied the order of the 

within-subject treatments that are presented. On the between-subject level, we provided 

participants with three information treatments. No Info serves as the baseline. In the 

Info1 treatment, we provide testimonial information on what production and technology 

adoption decisions people “like them” have made in the past.  The information comes 

from the “no information” treatments.  We find true decisions participants made that are 

closest to the Nash optimal strategies conditioning on their size and location.  

Therefore, this information differs by the location and the size of the firm and 

approximates the actual Nash optimal strategies.  This resembles some policy 
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recommendation on what people should consider doing based on their location and size.  

In the information treatment 2, we give participants information on the technology 

adoption rate and average production in their group in the last decision.  This is similar 

to a policy that provides information on what others in the neighborhood are doing and 

has a self-evolving nature.  Since each decision is independent and each participant has 

a unique dominant Nash strategy, theoretically the information treatments should not 

change participants’ decisions.  However, as noted before, human decisions often 

demonstrate bounded rationality and may follow simple heuristics or ad hoc rules.  

2.2.3 Experiment procedure 

The economic experiment consists of twelve sessions conducted in late 2016, involving 

a total of 192 participants recruited at a large public university in the northeastern 

United States.  

2.3 Agent-Based Model Setup 

In this part, we discuss the ABM setup and initialization.  We design the ABM to 

capture key elements of the economic experiment and an actual watershed while 

avoiding including unnecessary assumptions and processes. We first set the ABM to a 

spatially explicit context based on the Murderkill1 watershed located in the southeast 

part of Kent County, Delaware (Figure 2.1).  The Murderkill watershed is chosen 

                                                 

 
1 Note that the origin of the name, Murderkill, has a Dutch origin as “moeder” means mother and “kill” 

means river or creek in Dutch.  Thus, the rough translation of the name is “Mother River”, and not a 

reference to a bloody past. 



 

51 

 

mainly because it consists primarily agricultural land use and it is a typical coastal plain.  

Besides, it has promulgated TMDL regulations and has research efforts on the estuarine 

portion of the watershed.  Moreover, the watershed is comprised of 68,000 acres of land, 

which is large enough to generate meaningful conclusions, but not too large to create 

computational obstacles. 

2.3.1 GIS Environment Setup 

In our model, the agents are farmers operating farms in the watershed.  However, 

since farm level data is not publicly available, we develop a method to simulate farm 

level agents from parcel level data.  We obtain three sources of geographic information 

system (GIS) data for the Murderkill River watershed: (1) Parcel level size and location 

data for Delaware; (2) Watershed boundary data for Murderkill watershed; and (3) 

National Land Cover Database (NLCD, 2011). We combine these three data sources 

together to generate an estimate of the agricultural land for each parcel in the watershed. 

2.3.2 Agent Initialization 

By combining parcel-level GIS information with data on land cover for this 

watershed, we can estimate the amount of land used for agriculture within each parcel 

and the X-Y coordinates of the parcels. Since farms often consist of a constellation of 

parcels and we do not have data on the actual allocation of parcels to specific 

landowners, we initialize the size of each farm based on the probability density function 

from data from the 2012 Census of Agriculture (U.S. Department of Agriculture, 2012) 

for Kent County, Delaware. Using that information and the GIS information, we match 
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a simulated landowner agent to various numbers of parcels. In this process, we first 

calculate a “distance matrix” that contains information on the geographic distance 

between the individual parcels and every other parcel in the watershed. We then create 

landowner agents by grouping the nearest neighboring parcels until they meet criteria 

identified by the probability density and average size of each category of farms in the 

Census of Agriculture. The result is that our agents constructed from neighboring 

parcels closely mimic the census data on farm size distributions. Figure 2.2 displays the 

farm size distribution of Kent County, Delaware, and Figure 2.3 shows our simulated 

farm size distribution. 

2.3.3 Network and Layout 

An agent is assumed to operate a farm that consists of a number of parcels. The 

agents are placed at the center points of their farms, which are determined using GIS 

data. Each agent is connected to a number of neighbors based on geographic proximity 

and influences those neighbors. The number of agents in one neighbor group is 

determined by the modeler at the beginning of each simulation. 

2.3.4 ABM Model Framework 

In the ABM, we adopt the modification of the classic model in environmental 

and resource economics as documented in our previous section.  Each agent operates a 

farm and generates income by producing an agricultural product (e.g., corn) and 

simultaneously generate byproducts that cause NPS pollution.  The agents may choose 

to adopt a technology at a cost proportional to its size that could reduce byproducts.  As 
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explained before, an underlying dominant Nash strategy could be solved for every agent 

in the watershed.  Since the dominant Nash strategy is the same as the optimal strategy 

for the social planner’s problem, we can treat the Nash strategy as the “Theoretical 

Target” level of participants’ response.  A pollution monitor (i.e., sensor) is placed at 

the downstream end of the watershed, and amount of pollution contributed by each farm 

is based on the farm’s distance from the monitoring point (our experiment measured 

individual contributions of pollution in the same way). Different policy and regulatory 

scenarios influence the agents’ production and technology-adoption decisions based on 

results drawn from the experiment. Table 2.1 summarizes the variables used in the 

ABM. 

2.3.5 ABM Model Process Flow 

Figure 2.4 demonstrates the process flow of our ABM.  Each agent makes two 

decisions, a production decision and a technology decision.  Both decisions influence 

the income received and the pollution generated by the agent.  Combined with pollution 

generated by other agents, the total pollution is calculated.  Depending on whether an 

ambient based policy is in place, the agent’s income may be affected by a tax or subsidy 

based on the target level and the total environmental damage.  This influence on income 

further affects agent decisions in the next year.  An agent’s production and adoption 

decisions are modeled based on the production and adoption deviations from the target 

levels.  These deviations are modeled in two phases as demonstrated in the next section. 
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2.4 Experimental Data Analysis 

We conducted statistical data analysis on data from the experiment as 

documented in Wu, Palm-Forster, and Messer (2017).  The analysis was done in two 

phases.  First, we are interested in classifying people into different behavior groups.  

The idea is to capture the inherent behavioral difference among people (e.g., some 

people are more environmentally friendly, some are more self-oriented, etc.)  Second, 

after we classify participants into behavior groups, we estimate how agent production 

and adoption decisions are influenced by their location, size, information treatment and 

type.  We use the results to calibrate agent decision rules in the ABM model.  

2.4.1 Cluster Analysis 

Since we do not have any pre-defined knowledge or want to impose any 

assumption on how many groups participant behavior should be clustered into, the goal 

of this analysis is to identify the number of behavior types and cluster agents into that 

number of groups.  With no pre-determined grouping structure, meaning that we do not 

observe the response variables, cluster analysis is suitable for this purpose. As a popular 

unsupervised statistical learning method, cluster analysis could generate grouping 

structures based on patterns in predictors.  The first key question is to determine how 

many clusters the agents should be grouped into.   

2.4.1.1 Clustering Metric 

To account for the fixed effects of different treatments, the difference between 

an agent’s actual pollution level and the Nash optimal strategy level in that treatment 
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was considered as a measure of the agent’s behavior at each round.  Therefore, 

clustering analysis was implemented based on five variables (diff1, diff2, diff3, diff4, 

diff5), the agents’ differences to Nash over five rounds.  These variables are defined as: 

Diffijt = Pollutionijt – TargetPollutionijt . 

Where Diffijt denotes the difference of participant i’s pollution level to the target 

pollution level in treatment j, round t. 

There are a number of clustering methods available, the most popular ones 

include K-means clustering, hierarchical clustering and Gaussian mixture models.  

There is no definite right or wrong for each of the clustering methods.  We selected to 

use K-means clustering because it generated the most informative grouping structure.   

For K-means clustering, the most important task is to determine how many 

groups to cluster into.  This depends on both statistical criterion and knowledge on what 

a sensible grouping structure is.  We perform various statistical procedures to determine 

the number of clusters. 

2.4.1.2 The Elbow Method 

The most intuitive way to determine the number of groups is the “Elbow 

Method”.  Figure 2.5 depicts the within groups sum of squares versus the number of 

clusters.  We can see that there is a sharp turn when the number of cluster is equal to 

three.  Therefore, three appeared to be a reasonable number of clusters to divide the 

agent types into. 
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2.4.1.3 Calinski Criterion  

Another popular method for this purpose is the Calinski Criterion (also known 

as the Pseudo F statistics).  Figure 2.6 shows the results of applying Calinski Criterion 

to our data.  The Calinski Criterion suggests that we should also use three clusters. 

2.4.1.4 Majority Rule 

Third, we applied 26 other indices on the same problem and use the majority 

rule to select the number of clusters.  We consider up to ten clusters as the possible 

number of clusters that we could group into.  As shown in Figure 2.7, the Y-axis means 

the frequency that a number is selected as the best number of clusters chosen by the 

indices, and the X-axis is the possible best number of clusters.  Eleven out of the 26 

indices selected three as the best number of clusters.  Therefore, according to the 

majority rule, we will assume three is the number of clusters we should use in the K-

means clustering. 

2.4.1.5 Separation Examination 

We examine if the three clusters generated by K-means clustering provide 

reasonable separation for the data.  We perform K means clustering, assigning three as 

the number of clusters, and setting the seed to 20 to ensure reproducibility.   

 The results of the K-means clustering are summarized in Table 2.2.  As we can 

see, the median values for Group 3 in all five rounds are equal to zero, meaning that 

group 3 is the group that tend to behave in accordance with the theoretical prediction.  

Group 1 and Group 2 have median values that are lower and higher than the target 
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pollution, respectively.  This means that Group 1 is the group that tend to generate less 

pollution than theoretically predicted and Group 2 is the group that tend to generate 

more pollution than theoretically predicted.  We do not see obvious skewness or 

scarcity of any groups and the magnitude of the separation seems reasonable.  Next, we 

assign agents in the ABM into behavior groups using a multinomial logit model. 

2.4.1.6 Mixed-effects Multinomial Logit model to assign group probabilities 

Based on cluster analysis, agents’ behavior could be clustered into three 

categories.  Cluster 3 corresponds to agents that tend to agree with theoretical 

predictions, and cluster 1 and 2 correspond to agents that tend to under and over pollute, 

respectively.  In this part, we use a mixed effects multinomial logit model to estimate 

the cluster distributions among agents conditioning on the policy, heterogeneity and 

information treatments. 

 The multinomial logit model could be formulated as follows: 

log (
𝑃𝑟(𝑐𝑙𝑢𝑠𝑡𝑒𝑟 = 1)

𝑃𝑟(𝑐𝑙𝑢𝑠𝑡𝑒𝑟 = 3)
)| (𝑃𝑜𝑙𝑖𝑐𝑦 = 𝑗)

= 𝑓(𝑢1,𝑖 , 𝐻𝑒𝑡𝑒𝑟𝑜𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑠, 𝐼𝑛𝑓𝑜𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑠, 𝐻𝑒𝑡𝑒𝑟𝑜𝐼𝑛𝑓𝑜_𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠)

= 𝑋𝑖𝐵1𝑖 

 

log (
𝑃𝑟(𝑐𝑙𝑢𝑠𝑡𝑒𝑟 = 2)

𝑃𝑟(𝑐𝑙𝑢𝑠𝑡𝑒𝑟 = 3)
)| (𝑃𝑜𝑙𝑖𝑐𝑦 = 𝑗)

= 𝑓(𝑢2,𝑖 , 𝐻𝑒𝑡𝑒𝑟𝑜𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑠, 𝐼𝑛𝑓𝑜𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑠, 𝐻𝑒𝑡𝑒𝑟𝑜𝐼𝑛𝑓𝑜_𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑠)

= 𝑋𝑖𝐵2𝑖 
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where 𝑢1,𝑖 , 𝑢2,𝑖 are the random effects on the intercept and are assumed to follow 

a normal distribution.  J equals 1 or 0 and denotes whether the policy treatment is in 

place or not, respectively. 

Therefore, the predicted probabilities for the three clusters could be calculated 

as: 

Pr(𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖 = 1) =  
exp(𝑋𝑖𝐵1𝑖)

1 + exp(𝑋𝑖𝐵1𝑖) + exp(𝑋𝑖𝐵2𝑖)
 

Pr(𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖 = 2) =  
exp(𝑋𝑖𝐵2𝑖)

1 + exp(𝑋𝑖𝐵1𝑖) + exp(𝑋𝑖𝐵2𝑖)
 

Pr(𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑖 = 3) =  
1

1 + exp(𝑋𝑖𝐵1𝑖) + exp(𝑋𝑖𝐵2𝑖)
 

 The results of the mixed effects multinomial logit model for both policy and no 

policy treatments are presented in Table 2.3.   

 In the no policy treatments, it is always in the agents’ best interest to produce at 

the maximum and not adopt the technology, therefore, the theoretical optimal strategy is 

the upper bound of the pollution level.  As a result, only two clusters exist in the no 

policy treatments, as reflected by having one intercept value in Table 2.3.  Based on the 

above regressions, we calculate the cluster probabilities for each of the treatment cases 

to initialize the model. 

2.4.2 Modeling agent production and adoption behavior. 

For production decisions, we calculate the percentage deviations from the target 

production decisions, taking into account the size of the farm.  The metric is defined as: 
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𝑃𝑒𝑟𝑃𝑟𝑜𝑑𝐷𝑖𝑓𝑓 =
𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛−𝑇𝑎𝑟𝑔𝑒𝑡𝑃𝑟𝑜𝑑

𝑆𝑖𝑧𝑒
 . 

 In this case, we run a random-effects OLS model for each policy and 

information segment of data with standard errors clustered at the individual level.   

For adoption decisions, we calculate the probability that an agent deviates from 

its target adoption decision, which means the probability that an agent changes its 

adoption decision away from the theoretical prediction.  The metric is defined as the 

absolute difference of the actual adoption decision and the target adoption decision: 

𝐴𝑑𝑜𝑝𝑡𝐶ℎ𝑎𝑛𝑔𝑒 = |𝐴𝑐𝑡𝑢𝑎𝑙𝐴𝑑𝑜𝑝𝑡 − 𝑇𝑎𝑟𝑔𝑒𝑡𝐴𝑑𝑜𝑝𝑡| 

 Since the variable AdoptChange is binary, we run a random effects logit model 

for each policy and information treatment segments with individual clustered standard 

errors.  The result of the model is shown below: 

Based on the above regressions, we parameterize the agent’s actual production 

and adoption decisions relative to their Nash optimal strategy levels.     

2.5 Calibration 

2.5.1 Prices 

Agents are assumed to produce an agricultural good (corn) and act as price-

takers. Given the constant fluctuation of corn prices in the US, we conduct an OLS 

regression for the mean corn price from 1996 to 2016 on logarithm of year to capture 

the general price trend, and use a triangular distribution with maximum and minimum 

defined by the predicted mean and standard deviation of the prices to reflect the 

fluctuation. 
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2.5.2 Yield 

In order to determine how much agricultural product (corn) is produced by each 

agent, we calculate the average yield of each unit of land. Similarly, we conduct an OLS 

regression for mean corn yield from 1996 to 2016 on logarithm of year to capture the 

general trend in corn production, and use a triangular distribution to reflect the 

fluctuation, with maximum and minimum defined by the standard deviation of the 

average yield. 

2.5.3 Pollution 

Following Zia et al. (2016a), we provide an estimate for the average Phosphorus 

leakage of corn fields based on the maximum and minimum Phosphorus loss estimates.  

During each simulation, the modeler has the option to modify the mean and standard 

deviation of average Phosphorus leakage.  However, this value affects all simulation 

cases equally and therefore does not influence any relative comparison conclusions we 

draw.  

 

2.6 Simulation Results 

We present the results of the simulation experiment, and discuss the sensitivity 

of the results. 

2.6.1 The Effect of Information Treatments 

We compare how different information treatments would affect the performance 

of the ambient based policy.  Both location and size heterogeneity are included in this 
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simulation.  In Figure 2.8, the red line indicates the target level of pollution, and the 

blue line indicates the experiment simulation results.  From left to right, the three 

subfigures indicate the results for the no information case, individual level information 

case, and group level information case.  As shown in Figure 2.8, a gap exists between 

the simulated pollution level (blue line) and the target pollution level (red line) in the no 

information case; however, the gap is much smaller in either of the information 

treatments.  This suggests that under this simulation scenario, both information 

treatments decrease the deviation between the target pollution level and the simulated 

level, which indicates that the effect of policy is stronger when ambient based policy is 

coupled with information ‘nudges’. 

2.6.2 Comparing Individual Decisions 

In this section, we break up pollution by production decisions, adoption 

decisions and size of the farms. We look at each information treatment separately. 

2.6.2.1 No Information 

Recall that under no information baseline, the aggregate simulated pollution 

level is mostly over the target level, but the deviation does not appear to be large.  

However, when we break up pollution into production and adoption decisions by farm 

size, we observe huge deviations in these decisions (Figure 2.9).  The small farms are 

significantly over adopting the technology (blue lines), and the large farms are widely 

under adopting, even though it is not in their best interest to do so (as depicted by the 
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blue lines).  Similarly, the small farms are also over producing and large farms are 

under producing. 

2.6.2.2 Individual Level Information 

When we provide participants with individual level information on what people 

like them have done in the past, we observe that the deviations from participants' 

behavior to the target levels are much smaller (Figure 2.10).  This clearly demonstrates 

that the individual level information induces participants to make better decisions, and 

improves policy efficiency. 

2.6.2.3 Group Level Information 

When participants are informed with group level information on average 

adoption and production decisions in their group in the last round, we find that this 

information helps participants make better decisions than the no information baseline, 

but the policy efficiency is lower compared to individual level information scenario 

(Figure 2.11).  Furthermore, small farms tend to over adopt and over produce, and the 

large farms tend to under adopt and under produce. However, compared to the target 

levels, the deviations between the target and the simulated results are smaller compared 

to the no information scenario, but larger than when people were given individual level 

information.  Therefore, group level information helps the policy performance and 

efficiency on an aggregate level, but the policy efficiency is lower than if people were 

given individual level information. 
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2.6.2.4 Possible Explanations 

Finally, we want to provide some discussion of the potential reasons for the 

patterns that were demonstrated in the simulation results.  Under the no information 

treatment, the adoption of the technology is largely negatively related to the size of the 

farm.  A possible explanation for this observation is that since the cost of adopting the 

technology is proportionally related to the size of the farm, participants may follow 

some heuristic decision rules that attribute significant weight to the cost of adopting in 

the processes.  This clearly demonstrates that as opposed to always following profit 

maximizing decision rules, human behavior is often limited in their calculating ability 

and may be affected by various cognitive reasons and therefore demonstrate bounded 

rationality in terms of forming some rather heuristic decision rules.  Furthermore, both 

information treatments seem to provide anchors for the participants.  Knowing what 

people like them have done in the past and what others in their group have done provide 

people with a reference point in their decision process.  Since individual level 

information provides people with tailored information, it helps people make better 

decisions compared to the myopic baseline case.  Under the group level information 

where a group average is provided, we can observe that the absolute adoption and 

production decisions for farms with different sizes tend to be very close.  This suggests 

that people might be anchored to the group level averages, or peer actions, even though 

it might not be in their best interest to do so. 
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2.7 Sensitivity Analysis 

In this part we discuss how our results would be affected by uncertain 

parameters in our ABM.  Ideally, the result of an ABM should come from complex 

agent interactions and adaptions in a concise model rather than from complex 

assumptions about individual behavior and free parameters (Axelrod, 1997).  Most of 

the parameters that influence the observed results in the ABM are calibrated and 

validated based on experimental data.  Therefore the uncertainty only results from 

realization of the randomness in each simulation experiment, which is stochastic in 

nature and should not generate any systematic biases.  Meanwhile, if an uncertain 

variable affects each scenario of the simulation in an equal magnitude, the relative 

comparisons between the scenarios will not be affected.  Therefore, one uncertain 

parameter that would possibly affect the result is how many farms the participants 

consider part of their group.  This parameter affects the grouping structure and the 

group level information that is shown to the participants.  In our baseline scenario 

presented before, we assume five people are considered to be in one group.  We 

increase this parameter to ten, fifteen and twenty in this part and the result is shown in 

Figure 2.12. 

As shown in Figure 2.12, as the number of people that the participants consider 

themselves to be in the same group with increase, the deviation from the target pollution 

level and the simulated pollution level is not largely affected under individual level 

information treatment, but increases under the group level information treatment.  This 
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suggests that individual level information not only generates highest policy efficiency, 

but also is more robust to participant perceptions on their group size. 

2.8 Conclusions and Discussions 

  Our study is one of the first that integrates economic experiments with agent 

based modeling in a nonpoint source pollution setting.  The ABM extends and scales up 

the findings from the economic experiment by providing a spatially explicit simulation 

environment based on an actual watershed.  Instead of assuming full rationality, the 

economic experiment calibrates and validates the ABM by defining human-based 

bounded rational decision rules for the agents.  We apply a modification of a classic 

game theoretical model from the environmental economics literature to the ABM and 

the experiment as the core underlying model in both scenarios.  We define the target 

level (fully rational theoretical level) by solving for unique dominant Nash strategy.  

Using experimental data, we first identify the number of behavioral groups using 

exploratory cluster analysis and then group agents into the three identified groups by 

multinomial logistic model; second, we define agent decision rules by estimating 

adoption and production deviations from the target levels based on the information 

treatment, type, size and location of each agent.  The result of our simulation 

experiment demonstrates that both information ‘nudges’ help the performance of the 

ambient-based policy.  Individual level information induces higher policy efficiency 

compared to group level information, where the individual decisions tend to be 

anchored to the group averages, even though it may not be in their best interest.  Our 
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results show in a spatially explicit watershed setting that ambient-based policies, 

coupled with information ‘nudges’ to provide guidance to people’s behavior, have the 

ability to induce group level compliance, and the policy efficiency is higher when 

individual level information is being provided.  Therefore, it is important to use 

informational ‘nudges’ to help people make better decisions, especially under complex 

heterogeneous scenarios. 

 There are a number of limitations and directions of future work based on our 

research.  First, a more complicated hydrological model may be developed and 

incorporated in the ABM and the experiment.  Examples of such models include the 

WWACShed model by Tesfation (2017) and the SWAT model used in Ng et al., 

(2011).  However, if one attempts to also include bounded rationality in the agent 

decision processes and use economic experiments to capture these irrationalities, it is 

crucial to ensure that the conclusions from the experiment could be safely carried over 

to the ABM.  In our experiment, this link was built by adopting the same underlying 

model and therefore the same incentives around the dominant Nash strategies.  If a 

more complicated model is in place, it would be hard to solve for a perfect rational 

utility maximization prediction, and therefore would be difficult to have a baseline to 

compare with actual human behavior.  Additionally, the more complicated a model is, 

the more information burden is introduced to the participants and the harder for the 

participants to generate informed decisions.  So one needs to think carefully about the 

tradeoff.   
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Second, another extension of this research is to use farmer sample instead of a 

sample from university students in the experiment, aiming to increase externality 

validity of the experiment.  The majority of research comparing samples from students 

and professionals generally find the two samples demonstrate similar responses in both 

agricultural (e.g., Cummings, Holt, and Laury, 2004; Messer et al. 2008; Fooks et al. 

2016) and non-agricultural (Vossler et al., 2009) contexts, it may still be a valid 

extension since the decision process of farmers is likely different from that of students.  

However, one also needs to note that the farmers may treat the experiment as a pre-

policy evaluation and therefore behave strategically in hopes to potentially influence 

policy makers (Suter and Vossler, 2013). 

 There has been very few articles in the literature trying to integrate experiments 

and agent-based modeling even though the integration would benefit both fields.  This 

could probably largely be attributed to the interdisciplinary nature of the field, and the 

challenge to build a credible link between the two.  The method in our study could be 

used as a framework to combine these two fields and help motivate future research in 

this area. 
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Table 2.1 Summary of Fixed, Variable, and Uncertain Parameters 

Parameter Name Value Description 

Fixed Parameters  

Number_of_agents About 174, depending on each 

realization 

Number of agents in simulation 

Simulation_horizon 25 Length of each simulation in years 

Probability_of_farm_type Based on cluster analysis and 

multinomial logistic regression 

The probability that each agent will fall 

into each behavioral type 

Target_adoption_rate Depends on farm grouping 

results 

The target probability that each agent 

will adopt the technology 

Target_production_rate Depends on farm grouping 

results  

The target production rate for each 

agent 

Number_of_connections User defined Number of neighbors of each agent 

Factor_technology 0.5 Percent of pollution relative to original 

level if technology is adopted 

Variable Parameters 

Unit_corn_production User defined Weight of corn produced on one unit of 

farm size 

Unit_pollution_generated User defined Average phosphorus generated by one 

unit of production 

Uncertain Parameters 

Percent_prod_deviation Depends on experiment data Adjusts amount of corn produced per 

unit of land based on agent type 

Adoption_change_prob Depends on experiment data Adjusts amount of pollution per unit of 

production based on agent type 

Adopted Binary, value depends on each 

realization 

Indicates whether the farm adopted the 

technology 

Agent Type One of several types 

depending on the cluster 

analysis of the experiment data 

Different types of agents determine 

different production, pollution, and 

adoption probabilities 
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Table 2.2 Group Frequencies and Median Value by Grouping Variables and Groups. 

Cluster Frequency Diff1 Diff2 Diff3 Diff4 Diff5 

1 171 -7.500 -5.60 -6.00 -6.16 -5.44 

2 150 6.615 5.28 5.11 5.94 5.25 

3 1215 0.000 0.00 0.00 0.00 0.00 
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Table 2.3 Mixed Effects Multinomial Logit Model to Assign Agent Behavioral Types. 

 Policy No Policy 

 Coefficient Std. Err. Coefficient Std. Err. 

intercept 1 -2.0416*** 0.1119 -10.5036*** 1.3820 

intercept 2 -0.8200*** 0.1127   

hetero1 0.3183* 0.1691 0.5156 0.4567 

hetero2 0.5703*** 0.1562 0.5156 0.4567 

hetero3 0.4495*** 0.1688 -0.5666 0.4796 

info1 -1.2637*** 0.2073 0.8735 1.3800 

info2 -1.1185*** 0.2123 -1.3688 1.4154 

info1_hetero1 0.7143*** 0.2746 -1.5310*** 0.6499 

info1_hetero2 0.6048** 0.2647 -4.2738*** 0.8099 

info1_hetero3 1.2097*** 0.2745 -4.4023*** 0.9440 

info2_hetero1 0.3696 0.2631 0.1780 0.7027 

info2_hetero2 1.3090*** 0.2661 0.7511 0.6957 

info2_hetero3 1.4883*** 0.2566 2.8191*** 0.7137 

Number of 

Observations 
3840  3840  

Number of groups 192  192  

***, **, * denote significant as 1%, 5% and 10% level.  All standard errors are 

clustered as individual level. 
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Table 2.4 Deviations from Target Production Levels 

 With Policy Without Policy 

 No Info Info1 Info2 No Info Info1 Info2 

constant 
1.32*** 

(0.11) 

0.16  

(0.16) 

1.41*** 

(0.13) 

0.0015 

(0.051) 

-0.0039 

(0.015) 

-0.11 

(0.14) 

size 

-

0.0095*** 

(0.00067) 

-0.00086 

(0.0031) 

-

0.0089*** 

(0.00081) 

-0.00019 

(0.00016) 

-0.000073 

(0.000074) 

0.000083 

(0.00012) 

region 
-1.19*** 

(0.30) 

0.25  

(0.42) 

-1.41*** 

(0.30) 

0.032 

(0.15) 

0.023 

(0.038) 

-0.015 

(0.026) 

cluster1 
-0.20*** 

(0.040) 

-0.19*** 

(0.04) 

-0.13*** 

(0.038) 

-0.12*** 

(0.042) 

-0.068** 

(0.032) 

-0.057** 

(0.024) 

cluster2 
0.26*** 

(0.031) 

0.21*** 

(0.039) 

0.19*** 

(0.036) 
   

info1_adopt  
-0.21** 

(0.085) 
    

info1_prod  

-

0.000028 

(0.0029) 

    

info2_adopt   
0.064 

(0.063) 
  

0.00040 

(0.013) 

info2_prod   
-0.0020* 

(0.0011) 
  

0.00098 

(0.0014) 

***, **, * denote significant as 1%, 5% and 10% level.  All standard errors are 

clustered as individual level. 
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Table 2.5 Deviations from Target Adoption Decisions 

 With Policy Without Policy 

 No Info Info1 Info2 No Info Info1 Info2 

constant 
6.76*** 

(2.17) 

5.69** 

(2.33) 

9.67 *** 

(2.50) 

-2.86 

(2.05) 

-5.17*** 

(1.09) 

-14.96 

(10.73) 

size 
-0.051*** 

(0.012) 

-0.018 

(0.042) 

-0.050*** 

(0.013) 

-.0096 

(0.012) 

-0.0041 

(0.011) 

-0.016 

(0.017) 

region 
-7.09 

(4.66) 

-18.09*** 

(6.73) 

-18.44*** 

(5.85) 

-6.90 

(5.96) 

3.48  

(3.35) 

11.01* 

(6.61) 

cluster1 
-0.39 

(0.44) 

0.63  

(0.57) 

-0.27 

(0.59) 

2.13** 

(0.91) 

3.48*** 

(0.54) 

3.79*** 

(0.71) 

cluster2 
0.74** 

(0.33) 

1.22*** 

(0.44) 

1.10*** 

(0.38) 
   

info1_adopt  
-2.29* 

(1.23) 
    

info1_prod  
0.013 

(0.040) 
    

info2_adopt   
-0.59 

(0.90) 
  

4.48** 

(2.07) 

info2_prod   
-0.0012 

(0.018) 
  

0.079 

(0.11) 

***, **, * denote significant as 1%, 5% and 10% level.  All standard errors are 

clustered as individual level. 
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Figure 2.1 Murderkill River Watershed, Delaware, United States. Figure source: 

delawarewatersheds.org 
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Figure 2.2 2012 Ag Census Farm Size Distribution of Kent County, Delaware, United 

States 
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Figure 2.3 Simulated Farm Size Distribution  
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Figure 2.4 ABM Model Process Flow 
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Figure 2.5 Within Groups Sum of squares versus the Number of Clusters. 
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Figure 2.6 Calinski Criterion results 
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Figure 2.7 Results of using a majority rule with 26 grouping indices 
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Figure 2.8 Effects of Information on Pollution Level. The red lines indicate target levels and the blue lines indicate 

experiment simulated results 
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Figure 2.9 Adoption and Production Decisions by Size under No Information Treatment. The red lines indicate target levels 

and the blue lines indicate experiment simulated results. 

Panel a. Adoption Decision 

Panel b. Production Decisions  
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Figure 2.10 Adoption and Production Decisions by Size under Individual Level Information. The red lines indicate target 

levels and the blue lines indicate experiment simulated results. 

Panel a. Adoption Decisions 

 

Panel b. Production Decisions 
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Figure 2.11 Adoption and Production Decisions by Size under Group Level Information. The red lines indicate target levels 

and the blue lines indicate experiment simulated results. 

Panel a. Adoption Decisions 

 

Panel b.  Production Decisions 
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Figure 2.12 Sensitivity Test on Group Size. The red lines indicate target levels and the blue lines indicate experiment 

simulated results  

N = 5 

 

N = 10 
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N = 15 

N = 20 
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AUCTIONS VERSUS POSTED PRICE IN EXPERIMENTS: COMPARISONS 

OF MEAN AND MARGINAL EFFECTS 

 

3.1 Introduction 

Economists frequently use auctions in experimental economics settings to 

measure consumers’ preference for goods and services (List and Gallet, 2001; Lusk and 

Shogren 2007; Lusk et al., 2004). From a theoretical perspective, the bids in a well-

designed and implemented auction are equivalent to consumers’ true willingness to pay 

(WTP)—the maximum amount they would be willing to spend when faced with a 

purchase decision in a real market environment, since the auctions are incentive-

compatible. Since a bid obtained from an auction is a point estimate of WTP, auctions 

are an attractive method as the data they generate is easier to work with econometrically 

and provide more efficient estimates than the information obtained from other methods 

such as yes/no decision in a posted prices format. Thus, it has become natural to 

emphasize auctions as a first-line valuation tool.  

Implicit in the decision to use auction is that, while some error in the value 

elicitation process may be inevitable, the WTP estimates from these auctions have 

applicability to decisions made in the more common post-price markets, such as those 

in grocery stores or on Amazon.com, where consumers make yes/no decisions on 

Chapter 3 
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whether or not to purchase an item at a given ‘posted’ price. However, typical 

consumers rarely use auctions as their primary shopping method. Even with training 

and practice, their decision-making in an auction setting may diverge from the daily 

purchasing formats they generally use. Thus, an open question is whether consumers 

behave in an auction the way that is consistent with how they behave in a posted price 

market.  

Some researchers studied the estimated mean WTP disparities in experiments 

that use auctions versus posted prices and found that auctions in general provide lower 

mean WTP than posted prices for the same goods (Xie and Gao 2013). Our study 

contributes to the literature by verifying the existence of and further offering 

explanations for such WTP estimate discrepancy. Moreover, economists do not only use 

experiments to elicit consumer WTP for a product or service. Other important outcomes 

of these experiments include estimations on how WTP changes with certain product 

attributes, how individuals respond to different treatments, and how demographic 

variables contribute to WTP differences. For example, many researchers and 

policymakers are interested in the WTP premium for specific environmental attributes 

in a product, such as the location (Wu et al., 2015) and growing methods (Loureiro et 

al., 2003). Surprisingly, little attention has been paid to comparing the marginal effect 

estimates between these two elicitation mechanisms. In this research, we test the mean 

WTP and marginal effects of product characteristics using an artefactual field 

experiment. The experiment provided adult participants the opportunity to purchase 

different jars of honey using both a sealed-bid, second-price auction and a posted-price, 
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dichotomous-choice mechanism. We avoid drawbacks in the existing literature with 

careful controls and detect the difference using both within-subject and between-subject 

tests.  

The results suggest that estimated mean WTP in auction is smaller than the 

posted price mechanism WTP in the range of 32%-39%. We then seek to explain this 

result by testing different possible explanations. We found no evidence of anchoring on 

the posted price in the auction or of an asymmetric inconsistent preference effect in the 

dichotomous-choice setting. We did find evidence suggesting that the cause of low 

WTP estimates from auctions is due to some characteristic inherent to the auction 

setting and perhaps associated with consumers’ lack of familiarity with auctions. In 

terms of marginal effects of different product attributes, we find that the auction and 

posted price mechanisms provide consistent signs, which indicates that consumer 

preferences for different product attributes do not vary with the elicitation methods. 

While the signs of coefficients are consistent, the significance level is much higher in 

auctions. Therefore, a posted price mechanism requires a larger sample size to detect 

the same preference change. 

3.2 Background 

Researchers and policy-makers are often interested in consumer evaluation for 

products or services in order to estimate values for welfare, demand elasticity, and other 

market information. Such information is used to set prices for new products and 

services and to inform policy decisions and legal proceedings. However, accurately 
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measuring consumer preferences is not an easy task. Many techniques have been 

adopted to measure WTP for goods that lack an existing well-defined or easily 

observable market. The many variations on auctions that have been used in laboratory 

economic experiments are particularly appealing for this purpose since they give the 

researcher a great deal of control over the data being observed and allow observations 

of actual decisions involving real financial incentives. In essence, researchers can 

directly ask an individual “How much are you willing to pay for this item?” Auction 

methods have been generally eschewed in research on stated preferences associated 

with environmental valuation as poor indicators of actual WTP (Diamond and 

Hausman, 1994) since an auction differs from the normal price-taking setting in which 

consumers react to posted prices (Loomis et al. 1997). In response to such criticisms, a 

panel convened by the National Oceanic and Atmospheric Administration (NOAA) 

recommended using a dichotomous-choice format in contingent-valuation surveys 

(Arrow et al., 1993).
2
  However, auctions have been more widely accepted in 

experiments for valuing private goods, because these choices are non-hypothetical. 

Using posted prices in a laboratory environment should more closely mimic a 

market setting, such as a grocery store, since participants are price-takers. In this design, 

participants are asked a yes/no question: “Are you willing to purchase this item at $A?”  

Participants will spend $A to purchase the item if they choose “Yes,” while they will 

not get the item nor pay anything if they choose “No.” Since this framing of the 

                                                 

 
2 The dichotomous choice also is referred to as a posted-price, take-it-or-leave-it, and a discrete-

referendum design. 
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purchase question resembles decisions consumers make every day about purchasing 

items at different posted prices, the design is easy for participants to understand. 

However, a disadvantage is that the experiment does not elicit the exact WTP for each 

participant – instead it only indicates if WTP is above or below a certain value. 

Consequently, the mechanism is less statistically efficient and requires large sample 

sizes to produce the same level of precision as other methods (Loomis et al. 1997) such 

as auctions. 

3.2.1 Comparisons of Posted Prices and Auctions 

Approaches involving incentive-compatible auction mechanisms (e.g., Vickrey, 

English, Becker-DeGroot-Marschak (BDM), and random nth price) are widely used in 

experimental economics research to elicit values for consumer WTP as they provide a 

point estimate of WTP for each participant (Vickrey 1961; Becker, DeGroot, and 

Marschak 1964; Shogren et al. 2001). An auction is considered to be theoretically 

incentive compatible if the dominant strategy for participants is to bid their true values. 

Two common auction formats are the Vickrey auction (a second-price sealed-bid 

auction) and the English auction.  

In the context of private-value auctions, where each participant knows what the 

item is worth to her but is uncertain of its value to other participants, both Vickrey and 

English auctions are theoretically incentive compatible (Vickrey 1961). This study 

implements a variation of the second-price Vickrey auction that combines the ascending 

price feature of the English auction with the sealed bids of the Vickrey auction (Bernard 
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2006; Dillaway et al. 2011). According to Bernard (2006), participants appear to learn 

the dominant strategy faster than in a Vickrey auction, and retain it better than those in 

an English auction. 

Economists have also adopted various posted price mechanisms in evaluation 

studies. For example, double-bounded dichotomous choice models are widely used to 

elicit consumer WTP for new technologies (Li and McCluskey, 2017), and researchers 

have studied how to best implement such a mechanism (e.g., Yoo and Yang, 2001). In 

experimental settings with real monetary incentives, a single-bounded posted price 

format becomes popular recently (Li et al., forthcoming; Venkatachalam, 2004). This is 

mainly because posted price choice activities easy to implement, especially in field 

experiments that usually take place in real market places surrounded by many 

distractions. 

One increasing stream of literature involves the comparison of Real Choice 

Experiments (RCE) and auctions. In RCE, participants are presented with combinations 

of products at different price levels and are asked to choose the one they prefer most. 

Most studies on this topic found empirical WTP from RCE are significantly higher than 

WTP from auctions (Lusk and Schroeder 2006; Gracia et al., 2011). RCE and posted 

prices are similar in the way that consumers make decisions rather than submitting bids, 

and no point estimates of WTP can be directly estimated. The price levels presented in 

RCE are usually chosen from a set of price vectors that were pre-determined based on 

sales prices in local supermarkets or national retail prices of similar products (Lusk and 

Schroeder 2006; Gracia et al., 2011). While it might not be an issue for common 
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products in standard size, it would be difficult to determine appropriate price levels for 

novel products with additional attributes, such as labeling and packaging. However, 

introducing more flexible prices in RCE comes with the risk of lower power because a 

portion of the results would solely be driven by the presence of a very low price. 

Although in the literature, posted price designs also generally pick price offers from a 

set of pre-determined prices (Hanemann 1984; Frykblom and Shogren 2000), it is easily 

extendable, and as discussed later, beneficial, to allow for more flexible price offers. As 

a result, posted price is especially useful in situations where credible price levels for 

new products or attributes are hard to obtain. 

Despite the extensive literature related to RCE and auctions, fewer studies have 

compared relative WTP from posted price offers and auctions. Frykblom and Shogren 

(2000) compared a non-hypothetical dichotomous-choice question to a Vickrey auction 

using a market good and claimed to have eliminated two potential explanations 

(strategic behavior and hypothetical bias), leaving anchoring, asymmetric inconsistent 

preferences, and lack of familiarity with open-ended questions untested. However, the 

study did not actually find significant difference in resulting WTP estimates of the two 

methods. Besides, the experiment lacked appropriate training and practice rounds for 

the participants, which helps the participants to understand the dominant strategy is to 

bid their true value (Lusk et al., 2004). Moreover, the student participants had to enclose 

the entire bid in an envelope, which might lead the students to neglect the fact that they 

would only have to pay the second highest bid and result in underbidding in the auction. 

Kaas and Ruprecht (2006) proposed a model to explain that with valuation uncertainty, 
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subject bids were lowest in a Vickrey, followed by BDM and stated preference 

methods. But it was actually not empirically tested since their posted price section was 

hypothetical. Roosen et al. (2010) explored how BDM compare with a discrete choice 

mechanism (BMS) that evaluates WTP by measuring the propensity of substitution 

between two goods and found that differences in WTP disappear when considering only 

engaged bidders with non-zero bids. BMS is more similar to RCE than posted price 

since participants are making a series of choices between two goods with different price 

vectors.  

It is worth noting that a similar question has been discussed in the literature on 

operations management, especially in the context of “Buy it now” versus auction bids 

used on eBay. With different specifications on the cost of the auction, the reserve price, 

the cost to participants, and agent information, “Buy it now” and the auction yield 

different WTP estimates (Boyer et al., 2014; Wang et al., 2008; Wang 1993). Hammond 

(2010) empirically tests both auction and posted price online markets for compact discs 

on two internet selling platforms. A conclusion is that while auctions sell at a higher 

probability, posting a fixed price sells at a higher price. 

3.2.2 Potential Explanations of the WTP Difference 

In the existing literature, several possible reasons on what might have caused the 

difference in WTP estimates of auction and posted price have been investigated. These 

candidate explanations include the anchoring effect, the asymmetric inconsistent 

preferences effect, and the lack of familiarity with auction formats. 
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 The anchoring effect (also known as starting-point bias) occurs when 

respondents’ valuations are influenced by and biased toward the posted offer in 

dichotomous choice questions (Tversky and Kahneman 1974; Herriges and Shogren 

1996). This anchoring effect could influence both the decisions in the posted price 

setting and the subsequent auction bids (Ariely et al., 2003). While Frykblom and 

Shogren (2000) did not observe anchoring effect in posted price decisions and Kriström 

(1993) observed no anchoring effect in the auction bids, Green et al. (1998) found 

strong evidence of anchoring on both tasks. 

 The asymmetric inconsistent preferences effect originates from the “yea-saying” 

effect in the contingent valuation literature that describes a tendency for some 

respondents in hypothetical choice settings to choose affirmatively in a dichotomous 

setting regardless of their true preferences (Couch and Keniston 1960; Ready, Buzby, 

and Hu 1996). Therefore, it leads to an overestimation of overall WTP in the posted 

price setting. For instance, Kanninen (1995) concluded that 20% of respondents in the 

sample were yea-sayers. Ready et al. (1996) found similar evidence with 20–22% of the 

respondents being yea-sayers in a split sample contingent valuation study for food 

safety improvements. However, as Frykblom and Shogren (2000) noted “nay-saying” 

has received little attention and seems to have been generally neglected in the 

contingent-valuation literature, while this effect would lower WTP from dichotomous 

choice settings. In the posted price setting with real economic incentives, it is possible 

that similar effects might still be present. If these effects resulted in difference in WTP 

estimates between posted price and auction, we could treat the auction bids as the 



 

 

 

95 

“undisturbed preferences” and test whether the participants deviated significantly to one 

side from the bids. For example, one inconsistency resulting from “yea-saying” would 

be when the auction bid is lower than the posted price offer, but the participant accepted 

the posted price; the inconsistency resulting from “nay-saying” would be when the 

auction bid is higher than posted price offer, but the participant rejected the price. These 

two inconsistent preferences would cause WTP discrepancies between posted price and 

auction if their effects were asymmetric.  

 Plott (1996) in the Discovered Preference Hypothesis (DPH) casts economic 

decision-making as a process of discovery that assumes that participants have stable 

underlying preferences that are consistent with expected utility maximization. If there is 

appropriate feedback, decision-making converges to expected utility behavior in a series 

of three steps, starting with myopic “impulsive” behavior and gradually advancing to 

behavior that is more systematic as the decision-maker gains additional information 

through familiarization and feedback. As the NOAA panel pointed out, open-ended 

questions typically lack realism and is sensitive to trivial characteristics of the scenario 

presented. In contrast, dichotomous-choice questions better approximate an actual 

purchasing environment and are easier for respondents to answer accurately Arrow et 

al. (1993). Although one cannot claim that either posted price or auction reveals the 

“correct” WTP, posted price is obviously the format that is more familiar, easier to 

understand and similar to a real-world purchasing decision. Familiarity with auctions is 

a form of institutional information and choice framing, and many consumers may not be 

familiar with auction formats because they do not routinely participate in any form of 
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auction. In that case, we would expect to see an experience effect as an auction’s rounds 

progress.   

3.2.3 Contribution to the Literature 

Our study contributes to the literature in several ways. We carefully design an 

experiment to compare the homegrown-value WTP estimates between an auction and a 

posted price elicitation format. In addition, we examine possible explanations for such 

WTP estimate discrepancy. Few studies have compared important findings generated by 

auctions versus posted price mechanisms other than the mean WTP. However, auctions 

are not mainly used to measure average WTP for products. Rather, they are often 

adopted to measure relative WTP for product attributes, information and policy 

treatment effects, and heterogeneous demographic responses. Therefore, we further 

extend the research question to comparing the sign and statistical significance of 

coefficient estimates.  

 First, we carefully design an experiment that avoids many drawbacks of 

existing ones in the literature. We only use experienced shoppers as experiment 

participants since it has been shown that experience with the good can reduce market 

anomalies List (2003). Compared to the literature, our experiment includes more 

extensive training, including written instructions, oral presentations and two training 

rounds to give participants better understanding on their tasks. In a setting with 

unfamiliar tasks, extensive training is necessary because even if subjects are told it is in 

their best interest to bid their “true value,” subtle misconceptions about how the 
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elicitation mechanism works might trigger subjects to default to the strategies 

associated with familiar auctions (Plott and Zeiler, 2005). Moreover, we argue that for 

our purposes, running an experiment in a more controlled environment in terms of 

information and feedback introduces less noise into participants’ decision making 

process compared to a field setting (Plott 1996). Second, we test if discrepancies exist 

using both a within-subject and a between-subject design. Compared to the literature 

where only one kind of comparison is used, combining both within- and between-

subject design adds robustness to our results. Third, we introduce more flexible price 

vectors into the posted price section, since prices vary randomly for each posted price 

question, we control for the possibility that consumers treat the price offers as quality 

signal and therefore alleviates valuation being anchored to the price offers. Using 

flexible price vectors also avoids picking inappropriate price offers in the situation 

where it is difficult to form fixed price points or appropriate widths between each price 

point. Fourth, we explicitly test for several possible explanations for the discrepancy 

and provide our own explanation. Lastly, our participants made choices on otherwise 

homogeneous honey with different shapes of jars. Therefore, it allows us to easily 

compare how individuals respond to each jar under both mechanisms. We run 

regressions based on models commonly used in the literature to examine the signs and 

statistical significance of the coefficients. 
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3.3 Experimental Design 

We design a homegrown-value artefactual field experiment in which we offered 

adult subjects the opportunity to purchase honey presented in a variety of jars. This 

research was conducted in an experimental economics laboratory at a large university in 

the Northeastern United States. We recruited 115 adult participants through various 

sources that included the university’s online newspaper, local community meetings, 

emails to staff members, and the laboratory’s website. We endeavored to recruit adult 

consumers rather than students so that the sample would better represent the community 

as a whole and to ensure that participants were experienced buyers (Gracia et al., 2011; 

Chang et al., 2009; List 2003).    

Table 3.1 describes the socio-demographic characteristics of the participants. 

The average participant age was about 42 years. Most of the participants were female 

and most of the participants were primary shoppers in their households. Average 

household income was between $70,000 and $80,000 and the average number of years 

of education was 16. The relatively high education level and income among participants 

likely reflects the population of a university town. 

Fifteen one-hour sessions were held with participants receiving $20 in cash 

and/or products for the session ($5 show up fee and $15 to be spent during the 

experiment). Participants were informed that they could keep any portion of the money 

that they did not spend and that they would be given the opportunity to purchase a jar of 

honey during the session. Participants received the money and products purchased at the 

end of the session. 
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At the beginning of the experiment, the administrator randomly assigned the 

participants to computer terminals equipped with privacy screens to ensure 

confidentiality. Participants were asked to read information about the experiments once 

they were seated (see Review Appendix). A presentation then was given to explain the 

steps involved and how to use the program. No communication among participants was 

permitted, but participants were welcomed to ask questions to the administrator at any 

time.  Data was collected through the use of Excel files that were programmed with 

Visual Basic with Applications and stored in an Access database. 

The experiment involved investigating the effects of labeling and packaging on 

consumers’ WTP for honey products. Specifically, we tested WTP for honey of three 

origins (local, domestic, and international) that were each distributed to five types of 

jars that had different shapes but the same volume (12 ounces), making fifteen jar/origin 

combinations. In the auction, participants bid on all fifteen honey products. In the 

posted-price rounds, they made purchase decisions for the five jars of U.S. honey only. 

Therefore, each participant made twenty honey-purchasing decisions in total. In this 

paper, we limit our comparison of WTP estimates to purchases of U.S. honey because it 

is most commonly sold in grocery stores and is most familiar to the general public. A 

set of labeled jars (Jar 1, Jar 2,…, Jar 5) of honey was placed on the administrator’s 

desk and on the desk of each participant throughout the experiment, and participants 

were encouraged to examine the appearance of the jars, but not open the jars. Since the 

three types of honey (U.S., international, local) were indistinguishable in terms of 

appearance, we just displayed the U.S. honey due to desk space constraints. The 
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sequence of the posted-price experiment and the auction experiment was randomly 

determined before the session, and the order in which the products were presented was 

also randomized.  

To address the concern of demand reduction, at the end of each session, only 

one of the twenty decisions made by participants (fifteen in the auction and five in the 

posted prices) was selected at random to determine which product would be binding and 

used to calculate cash earnings (Lusk et al., 2004; List and Lucking-Reiley 2000; 

Messer et al. 2010). This binding decision was selected by having a volunteer draw a 

labeled ball from a cage containing twenty balls, each representing one decision. In 

order to reinforce the understanding of this concept, demonstrations of how the ball 

would be drawn to determine the binding round were shown to participants prior to 

them making any decisions. It was also emphasized that no decision was affected by 

prior or subsequent decisions. As explaining the dominant strategy to participants in 

homegrown-value experiments is regarded as “best practice” and is widely used, we 

also informed the participants that it was in their best interest to bid as close to the 

worth of the item to them as possible (Rutström 1998; Lusk et al., 2004). 

In the posted-price experiment, the question to participants was “Are you willing 

to purchase Jar Y of U.S. honey at $A?” The price of each product varied randomly for 

each decision and was distributed uniformly between $0 and $15. The effects of pre-set 

range have been discussed in the payment card literature and it has been shown that 

using different range and center would not lead to a bias as long as the upper limit is 

sufficiently high (Rowe, Schulze and Breffle, 1996). Participants were informed that 
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clicking “yes” was a decision to purchase the jar of honey at the posted price; clicking 

“no” meant they would not receive Jar Y nor pay the price. 

In the second-price auction, a number representing the participant’s bid for the 

item was shown on the screen in front of each participant. Once the auction started, this 

bid increased incrementally at a speed about $0.10 per second from $0 to $15. 3 

Participants were asked to click the “withdraw from auction” button when they saw the 

bid representing the maximum amount they were willing to pay for the product 

displayed on the screen. When they indicated a desire to withdraw from the auction, a 

second box appeared that asked them to confirm the number on their screen as their bid. 

Participants could choose to restart the auction round (incremental ascending increases 

in the number) from $0 and bid again or could confirm the bid and submit it. The 

auction stopped either when all participants’ bids were confirmed or when the bid 

reached the pre-set upper limit of $15. The bids by each participant were stored in a 

database and the auction then proceeded to a new bidding decision. 

To help participants better understand the bidding procedure, two practice 

rounds were held first. Participants were given $3 in the practice rounds and were asked 

to submit bids on a pencil and a ballpoint pen. In the practice auction, the winner and 

the second highest bidder were announced after each round. It was emphasized to 

participants that the winner pays only the amount of the second highest bid so it was in 

                                                 

 
3 Since participants started the program by themselves, the participants’ bids were not synchronized 

making it impossible for other participants to know whether they stopped the program on a low or high 

bid. 
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their best interest to focus on determining their own value for the item and to bid as 

closely to that as possible. 

After the practice rounds, participants were asked to submit bids on different 

jars of honey following the same procedure with an initial balance of $15. This research 

followed the proposed “best practice” in Harrison et al. (2004) to clearly train and 

inform the subjects that their dominant strategy is to bid their true value. At the 

beginning of each new purchasing decision, participants were provided with the list of 

items already auctioned and bids they submitted for each. After each decision, no 

feedback was given to participants with regard to the winner or the winning price as a 

means of reducing market feedback (Corrigan et al. 2011). At the end of the session, 

participants were asked to fill out a survey about their demographics background and 

consumer behavior. 

The only announcement was the winner of the binding round at the end of the 

experiment. This was done by having a volunteer draw a ball to determine which of the 

twenty purchase decisions was binding. Each participant’s screen then displayed a chart 

showing their decisions and products. Based on this binding decision, the computer 

program calculated each participant’s earnings and products purchased (if any) and 

displayed them on that person’s screen to assist them in filling out receipts.  

3.4 Model and Testable Hypotheses 

In this section, we describe the model and the hypotheses that we will be testing 

in the experiment.  We proceed by first verifying if WTP estimate difference exists 



 

 

 

103 

between the two value elicitation methods. We then test if the observed difference (if 

any) is a result of the inter influence between the posted price and the auction parts. 

Next, we examine two other behavioral factors that may result in WTP estimate 

differences. We conclude by comparing the marginal effects offered by the two 

elicitation methods. 

3.4.1 Comparison of Posted Price and Auction 

The series of hypotheses tested in this research are summarized in Table 3.2. 

The first hypothesis is that the WTP estimates from the posted-price mechanism equal 

to those from the second-price auction. 

H0: WTPPosted_Price= WTPAuction 

Where WTPPosted_Price denotes willingness-to-pay estimates obtained from the 

posted price questions and WTPAuction denotes willingness-to-pay estimates derived 

from the experimental auctions.   

The posted price generates binary responses while the auction generates 

continuous bids.  To make the two types of data comparable, the auction data may be 

transformed to simulated binary responses, or average WTP point estimates can be 

inferred from posted price responses. For consistency with the literature, we follow the 

procedure documented in Green et al. (1998) and Frykblom and Shogren (2000) where 

the auction data is transformed into synthetic binary responses and compared to the 

actual responses. Let bij denote the bid that participant i submit for good j, and pij denote 

the posted price offer of participant i for good j, and 𝛿𝑖𝑗 denote whether participant i 
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responded yes in the posted price section for good j. Since each participant responded in 

both the auction and posted price formats, we can compare their auction responses, bij to 

the binary response that would be consistent with the prices they see in posted price 

section, pij, for the same good. We generate a synthetic dichotomous choice response 

variable 𝛿𝑖𝑗
′ , where 𝛿𝑖𝑗

′ = 1 if bij ≥ pij; 𝛿𝑖𝑗
′ = 0 if bij < pij. Here, 𝛿𝑖𝑗

′  can be interpreted as 

when facing the price offers, what participants’ response would be based on the bids 

they indicated. Theoretically, if the null hypothesis holds, we would not observe a 

significant difference in the WTP inferred from 𝛿 and 𝛿′. 

To test if 𝛿  and 𝛿′  significantly differ from each other, we perform both 

parametric and non-parametric tests. The advantage of a non-parametric test is that no 

distributional assumption is placed on the variables. Since 𝛿 and 𝛿′ are binary variables 

and since these are considered as paired observations, we use McNemar’s non-

parametric test (McNemar 1947).   

Since non-parametric tests generally have lower power than parametric tests, we 

also do a parametric test assuming a normal/logistic distribution on the underlying WTP 

(Frykblom and Shogren 2000). Formally, we assume a consumer’s WTP, w, follows 

some probability distribution with  𝜇  as the location parameter and 𝜎  as the scale 

parameter. We denote F as the cumulative distribution function and S as the survival (or 

duration) function. Therefore, for a given posted price offer p, 𝐹(𝑝) =  𝑃𝑟𝑜𝑏(𝑤 ≤ 𝑝), 

𝑆(𝑝) = 1 − 𝐹(𝑝) = 𝑃𝑟𝑜𝑏(𝑤 > 𝑝), 𝑓(𝑝) = 𝑑𝐹(𝑝)/𝑑𝑝. So the survival function, in this 

case, represents the probability that a “yes” response in the posted price format will 
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continue above a given price. We estimate 𝜇 and 𝜎 by maximizing the log-likelihood 

function L, which is written as: 

𝐿 = ∑(𝛿𝑖𝑗 log (𝑆(𝑝𝑖𝑗)) + (1 − 𝛿𝑖𝑗) log (𝐹(𝑝𝑖𝑗))) 

where 𝛿𝑖𝑗 is equal to 1 if participant i accepted posted price offer for the j-th object 

(𝑝𝑖𝑗), and equal to 0 otherwise. The survival function for normal distribution is: 

𝑆(𝑝𝑖𝑗) = 1 − 𝐹(𝑝𝑖𝑗) = 1 − Φ (
𝑝𝑖𝑗 − 𝜇

𝜎
). 

For logistic distribution, the corresponding function is: 

𝑆(𝑝𝑖𝑗) = 1 − 𝐹(𝑝𝑖𝑗) =
1

1 + exp (
𝑝𝑖𝑗 − 𝜇

𝜎 )
. 

The estimated mean for both distributions are 𝜇 , the estimated variance for 

normal distribution is 𝜎2, while for the logistic distribution it is 𝜎2𝜋2/3. 

From this maximum likelihood estimation, we would be able to infer the distribution of 

WTP that generated the posted price responses.  To test if the estimated mean from the 

two samples are different, we follow the same test as Frykblom and Shogren (2000), 

which is recommended by Kmenta (1986): 

𝑍𝑤̅1−𝑤̅2
= (𝑤̅1 − 𝑤̅2)/√(

𝑠1
2

𝑛1
) + (

𝑠2
2

𝑛2
) 

where Z is an approximately standard normal variable, 𝑤𝑘  is the estimated mean in 

offer format k, 𝑠𝑖
2 is the estimated sample variance, and 𝑛𝑖 is the sample size. 
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3.4.2 Possible Task Inter Influences 

Since our experiment consists of different tasks within a subject, we address the 

most common problem for a within-subject design—the tasks potentially influencing 

each other.  We do this in two ways: first we test if the difference still exists if we only 

utilize the first task that each participant completed; second we test for anchoring effect 

to see if the bids in the auction are influenced by posted price offers that were presented 

to the participant.  

3.4.2.1 Testing for a Difference Using First Task Only 

The intuition is to make comparisons only from data of the first task that a 

participant did. Specifically, we estimate WTP only from participants who went through 

the auction first and compare to posted price WTP estimates from participants who did 

the posted price first. In this way, we are actually making a between-subject 

comparison. The procedure used for this test is similar to the one described earlier 

where we transfer auction data into yes/no responses and compare it to the posted price 

data. One issue in generating the synthetic yes/no responses is that there does not exist a 

corresponding relationship between the auction-first group’s bids and the posted price-

first group’s price offers. Therefore, we use a complete combinatorial approach similar 

to the one suggested in Poe, Giraud and Loomis (2005). For every auction bid (suppose 

n1 total observations), we generate a yes/no response according to every posted price 

offering (suppose n2 total observations), resulting in n1*n2 pairs of observations on bids 

(b), synthetic yes/no (𝛿′), price offer (p) and real yes/no response (𝛿). Next, we compare 

𝛿 to 𝛿′ following the procedure discussed before. 
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3.4.2.2 Testing for Anchoring Effect 

We randomized the posted price offered for each decision in the experiment to 

control for possible anchoring of participants’ valuation of each item to the posted price. 

However, posted price offers might still be affecting consumers’ value formation 

process in two ways.  First, the WTP estimates from posted price could increase if the 

participant saw a higher posted price offer for the item (Frykblom and Shogren 2000). 

Second, the WTP estimates from the auction could be affected by the posted price 

offers if the subject participated in posted price first (Kriström 1993). We assume that if 

the underlying valuation of the product is changed by the posted price offer, it is likely 

reflected in both the posted price part and the auction part, meaning that the presence of 

the two presentations of anchoring effects are positively related.  The design allows us 

to test for the second type of anchoring effect by a Tobit model that includes posted 

price offers as an independent variable.  Since bids were limited to a range of $0 to $15, 

a two-limit random-effects Tobit model was appropriate to analyze WTP. 4  The 

dependent variable is defined based on a latent variable 𝑦𝑖𝑗𝑘
∗  that cannot always be 

observed and is specified as 

                                            𝑦𝑖𝑗 = {
𝑦𝑖𝑗

∗

0
15

 

𝑖𝑓 

𝑖𝑓
𝑖𝑓

  0 < 𝑦𝑖𝑗
∗ < 15

𝑦𝑖𝑗
∗ ≤ 0

𝑦𝑖𝑗
∗ ≥ 15

. 

                                                 

 
4 An OLS model without censoring gives very similar estimates. 
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For subject i and item j, 𝑦𝑖𝑗
∗  is limited to a value between 0 and 15 and depends 

linearly on Xij via a parameter (vector), β. The following random-effects Tobit model 

was used: 

 𝑦𝑖𝑗
∗ = 𝛼 + 𝛽𝑋𝑖𝑗 + 𝑈𝑖 + 𝑢𝑖𝑗 = 𝛼 + 𝛽1𝐽𝑎𝑟 𝑡𝑦𝑝𝑒 2𝑖𝑗 +

𝛽2𝐽𝑎𝑟 𝑡𝑦𝑝𝑒 3𝑖𝑗+𝛽3𝐽𝑎𝑟 𝑡𝑦𝑝𝑒 4𝑖𝑗+𝛽4𝐽𝑎𝑟 𝑡𝑦𝑝𝑒 5𝑖𝑗 + 𝑈𝑖 + 𝑢𝑖𝑗 

where α is the average bid for the entire population, Ui represents the individual 

random effects, and uij is the error term for individual i for product j. We also include a 

specification with bootstrap standard errors. The variables Jar type 2 through Jar type 5 

are dummy variables indicating which item was auctioned. The variable Jar order is a 

dummy that included to control for order effects. We define a variable auction_first 

equals one when the posted price treatment follows the auction and equals zero 

otherwise.  

Under the null hypothesis that the anchoring effect is present, we would expect 

that when the posted price section is before auction (Auction_first=0), the effect of 

parameter of b on p would be significantly different from 0, we denote this as: βp, 

Auction_first=0 ≠ 0. Meanwhile, it is expected that when the posted-price section is after 

auction (Auction_first=1), such an effect should not be observed (βp, Auction_first=1 = 0). 

This hypothesis is listed as Hypothesis 2 in Table 3.1. In summary, we test: 

H0: βp, Auction_first=0 ≠ 0 

H0: βp, Auction_first=1 = 0. 
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3.4.3 Testing for Behavioral Factors 

After testing for inter influences between the tasks, we investigate behavioral 

factors that may result in WTP estimate differences between the two methods.  As 

explained previously, asymmetric inconsistent preferences and the fact that participants 

are more unfamiliar with auctions may both lead to discrepancies in WTP estimates. 

3.4.3.1 Asymmetric Inconsistent Preferences Hypothesis 

If asymmetric inconsistent preferences were the cause of the WTP discrepancy, 

we would expect to observe a difference in the following two inconsistencies: 1) when 

the bid is higher than the price and 2) when the bid is lower than the price. When a 

participant answers “yes” to a dichotomous choice question even though the price is 

higher than their bid, we define it as “affirmative inconsistent preference”. In contrast, 

when a participant answers “no” to a dichotomous choice question even when the price 

is lower than their bid, we define it as “negative inconsistent preference”. Affirmative 

inconsistent preference can be denoted as: WTP in posted price offer (p) > bid in 

auction (b), meaning when 𝛿′ = 0 , 𝛿 = 1 . Negative inconsistent preference can be 

denoted as: WTP in posted price offer (p) < bid in auction (b), meaning when 𝛿′ = 1, 

𝛿 = 0. If the inconsistent preferences cause the WTP discrepancies, we would expect 

one inconsistency would be more prevalent than the other. We test whether the 

probability of a affirmative inconsistent preference is larger than the probability of a 

negative inconsistent preference—specifically, whether Pr(𝛿 = 1 | 𝛿′ = 0) > Pr(𝛿 = 0 

| 𝛿′ = 1). If this hypothesis is rejected, it means participants are not more likely to have 
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affirmative inconsistent behavior than negative inconsistent behavior, and asymmetric 

inconsistent preference does not explain any discrepancy. 

3.4.3.2 Familiarity Hypothesis 

As compared to answering a posted price question, auction is a mechanism that is 

relatively unfamiliar to most participants. Even if participants do not receive direct 

feedback after each round, all information available to a participant may evolve due to 

additional opportunities for introspection, belief reinforcement, learning, and similar 

mechanisms. In that case, we would expect to see an experience effect as an auction’s 

rounds progress. We test if roundnumber (the number of bidding decisions a participant 

has made) has an effect on the bids. Under the null, βAuction, RoundNumber would be 

significantly different from 0. Specifically: 

H0: βAuction, RoundNumber = 0 

H1: βAuction, RoundNumber ≠ 0. 

3.4.4 Comparing Marginal Effects in the Two Methods 

Despite any WTP estimate differences that may exist and the reasons that may cause the 

differences, in practical research, we are often not only interested in the absolute WTP 

estimates of a homegrown good, but also care about the marginal effects, or the ability 

that the estimation method is able to provide relative comparison conclusions on the 

effects of some particular attributes.  When the research question is not about estimating 

absolute WTP values but instead about testing marginal effects of attributes, it is 

important to learn if the two mechanisms provide similar results.  We compare the 
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marginal effect estimates on jar attributes from the two parts in terms of the signs and 

significance levels of the coefficients. 

3.5 Results 

3.5.1 Descriptive Statistics on Bids and Yes/No choices 

A histogram on the frequency distribution of the bids is displayed in Figure 3.1. 

As expected, the number of bids into each price category decreases as the price 

increases. The mean of the bids is $2.91 and the standard deviation is 1.97. Figure 3.2 

shows the percentage distributions of posted prices conditioning on whether the posted 

price was accepted or declined. As expected, number of acceptance decreases as prices 

go up, and the number of declines increase as price increase. In general, we do not 

observe fat tails in the distributions 

In total there were 45 zero bids in the auction. Out of the 115 participants, 4 

people (3.5% of the total participants) bid zero for all five auctions of honey. This 

seems to be a reasonable proportion of people who would not be interested in 

purchasing honey at any price.  Of these four participants, three also declined the honey 

in all the posted price questions.  So their behavior appears to be generally consistent. 

3.5.2 Hypothesis 1: Test for WTP Difference, H0: WTPPosted_Price = 

WTPAuction 

As shown in Panel A of Table 3.3, for a within-subject comparison, the average 

of the actual binary response (𝛿) in posted price is 0.2904; the average of the generated 

synthetic binary response (𝛿′) based on bids in the auction and posted price offer is 
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0.1652. Since McNemar’s chi-squared test statistic equals 150.45 and the corresponding 

p value is less than 0.0001, we reject the null hypothesis. 

As discussed earlier, we also do parametric tests assuming the underlying WTP 

distribution is either normal or logistic (Panel B of Table 3.3). With a normal 

distribution, the estimated WTP from auction bids has a mean of 2.4889, while the 

estimated mean of WTP from posted price is 4.0587. A Z test rejects the null hypothesis 

that the two WTP means are equal.  With a logistic distribution assumption, results are 

similar. The estimated mean of WTP is 2.4579 for auction bids and 4.0570 for posted 

price. The Z test also rejects the null at 1% level. The results suggest that WTP estimate 

from the auction is approximately 39% lower than that from posted price. 

3.5.3 Test for Task Inter Influences 

To address potential concerns that a within-subject design involving two tasks 

might influence each other, we test for the discrepancy using first task only and then test 

for anchoring effects between the tasks.  

Hypothesis 2.1: Test for Discrepancy using First Tasks Only, H0: 

WTPPosted_Price|Posted_Price_First= WTPAuction|Auction_First 

We conducted a between-subject comparison using only data from the first task 

each participant completes. In other words, we generate WTP estimates for auction 

from participants who did auction first, and generate WTP estimates for posted price 

from those participants who did posted price first. Since there is no one-to-one 

corresponding relationship between the bids and posted price offers, we do a complete 
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combinatorial procedure (Poe, Giraud and Loomis, 2005) on bids and price offers to 

generate a synthetic binary response (δ^') and compare it to the corresponding actual 

binary response (δ).  Again a McNemar’s test rejects the null that the probability of 

accepting is equal. 

In a similar fashion, we conducted parametric tests assuming either normal or 

logistic distribution on the underlying WTP. Under normal distribution assumption, the 

estimated mean WTP is 3.171 for auction and 4.647 for posted price. Under the 

assumption of logistic distribution, the estimated mean WTP is 3.137 for auction and 

4.603 for posted price. In both cases, Z test rejects the null that the two estimated means 

are equal. This indicates that estimated mean WTP from auction is approximately 32% 

lower than that from posted price. 

Hypothesis 2.2: Anchoring Effect 

Anchoring effect might happen if participants perceive the posted price as a 

quality signal of the product and therefore anchor their value of the product to the price 

offer. We perform a test similar to Kriström (1993) where we examine if the 

respondents’ auction bids are anchored to the posted-price offers when they participated 

in the posted-price setting first. Meanwhile, their bids should not be affected if the 

auction was held first. To test H0: βp, Auction_first=0 ≠ 0, we regressed the bids from sessions 

in which the posted-price mechanism was conducted first (Table 3.5). The left panel of 

Table 3.5 reports a random effects Tobit model, while the right panel reports the same 

model with bootstrapped standard errors included. As shown in both panels of Table 

3.5, the posted price in the posted-price mechanism did not affect subsequent bids in the 
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auction. Therefore, H0: βp, Auction_first=0 ≠ 0 is rejected and the anchoring effect appears 

not to be responsible for differences in WTP. 

Similarly, to test βp, Auction_first=1 = 0, we regressed the bids from sessions in which 

the posted-price mechanism was conducted first. Again, the left panel of Table 3.6 

reports a random effects Tobit model, while the right panel includes bootstrap standard 

errors. As both panels demonstrate, posted-price offers do not have an effect on bids 

when auction was conducted first. Therefore, no anchoring effect is observed.  

Therefore, we conclude that WTP estimates from auction significantly differ 

from WTP estimates from posted price and it is not likely a result of the two tasks 

influencing each other but rather due to behavioral reasons.  

3.5.4 Tests for Behavioral Factors 

3.5.4.1 Hypothesis 3.1: Asymmetric Inconsistent Preference Effect 

As mentioned in previous sections, one argument against the accuracy of WTP 

estimates from posted price markets is that some consumers might respond 

affirmatively to a posted-price question without actually forming a solid WTP, as 

opposed to being forced to form a value by open-ended questions such as auctions.  

This tendency of providing affirmative answers (if exists) would boost WTP estimates 

in posted price.  However, we show that the percentage of affirmative inconsistent 

preference behavior is not significantly greater than negative inconsistent preference 

behavior.  
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We test the hypothesis that the proportion of affirmative inconsistency is greater 

than the proportion of negative inconsistency. Of the 480 times when WTP estimated 

from the posted price setting was higher than WTP estimated from the auctions, 

affirmative inconsistency occurred 89 times. Of the 95 times when WTP under posted 

prices was lower than under auctions, negative inconsistency happened 17 times. A 

proportion test of equality does not reject the null hypothesis that the two proportions 

are equal (p-value of 0.88). Thus, the proportion of affirmative inconsistency is not 

significantly greater than the proportion of negative inconsistency. Therefore, this 

hypothesis is rejected and asymmetric inconsistent preferences should not be driving the 

differences in WTP. 

3.5.4.2 Hypothesis 3.2: Lack of Familiarity with Auction Settings 

Participants’ institutional information might be affected by their lack of 

familiarity with auction formats. We test if roundnumber (the number of bidding 

decisions a participant has made) has an effect on the bids by specifically testing 

whether βAuction, RoundNumber = 0 holds. In order to gain more insights from the data, the 

regression in this part involves auction bids for all of the honey products (local, US and 

international). We test this hypothesis with a Tobit model, adding a set of experimental 

controls. The experiment controls include three information treatments, origin-

information interactions, survey variables on consumer attitude towards honey, and 
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other socio-demographic variables. 5  As shown in Table 3.7 column 1, βAuction, 

RoundNumber, is significantly different from zero with a coefficient estimate of –0.039. 

Besides, in a logit model examining the probability that a participant submits a zero bid, 

we find that a zero bid is more likely to appear as the auction progresses (as shown in 

column 4, Table 3.7). Thus, the null hypothesis that βAuction, RoundNumber = 0 is rejected. As 

the auction rounds progress, participants tend to adjust their behavior based on 

information gathered through the process. 

The underlying reason for the change of WTP in the auctions in successive 

rounds is not obvious, especially since there was no feedback regarding the price and 

winners.  Meanwhile, it is possible that some participants lost interest and stopped 

bidding. Thus, we considered if off-margin and on-margin bidders behaved differently. 

Given the size of the bids, it is reasonable to define “on-margin” bidders as those whose 

bids are less than $1 below the second highest bid and the rest as “off-margin” bidders: 

On margin: Bid > Second Highest Bid – $1; 

Off margin: Bid ≤ Second Highest Bid – $1. 

Column 2 and 3 in Table 3.7 show Tobit regression results for on-margin and 

off-margin bidders respectively with experimental controls. The results are significant 

and robust to inclusions of demographic and attitude controls. In sum, bids by on-

margin bidders increase $0.024 each round and bids by off-margin bidders decrease 

$0.078 each round. Therefore, on-margin bidders seem to show a gradually increasing 

                                                 

 
5 For a detailed list of control variables used, reference Wu et al. (2015) 
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pattern in their revealed WTP. Note that even though we did 15 rounds of auction, in 

the end auction is still a relatively unfamiliar task and participants might still be 

relatively unfamiliar and inexperienced with it. Therefore even the increase in bids of 

on-margin bidders may not explain the entire discrepancy, it could be a plausible 

explanation for this discrepancy. 

3.5.5 Hypothesis 4: Marginal Effects between Two Methods 

In this part, we compare the marginal effect estimations in the two elicitation 

mechanisms.  Since the auction bids implement a random effects Tobit model and the 

posted price binary responses use a random effects Logit model, the magnitudes of the 

variables are not directly comparable.  However, the signs and significance levels of the 

attribute coefficients should be comparable.  As demonstrated in Table 3.8, we examine 

the sign estimates and significance levels for the jar attributes in the posted price and 

auction parts.  A positive sign in the coefficient would indicate a WTP premium for that 

attribute and a negative sign indicates the opposite.  Significance levels indicate the 

ability to detect a preference for attributes.   

The first three columns show results for auction bids. Compared to the baseline 

Jar1, participants are willing to pay more for honey packaged in Jar2, Jar4 and Jar5.  As 

shown in the last three columns for the posted price part, with the same number of 

observations we can only demonstrate that participants are significantly willing to pay 

more for Jar2, while the rest of the jar attributes are highly insignificant.  However, if 

we focus on the sign estimates in the posted price part, the result suggest that 
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participants are willing to pay more for Jar4 and Jar5, compared to Jar1, which is 

consistent with the auction. The coefficient is negative but highly insignificant for Jar2, 

which is also highly insignificant in the auction part.  Therefore, even though we obtain 

less significance in the posted price part, the sign estimates mostly agree with the 

auction part. The above analysis suggests that posted price and auction generate similar 

qualitative marginal effects for attributes, but auctions are more efficient in revealing 

these underlying preferences. 

3.6 Conclusion 

Experimental auctions are a popular instrument for measuring consumer WTP 

for various attributes of a product or service. A key attractive feature of auction 

mechanisms is that they provide point estimates of WTP. However, posted price 

formats are how most consumer choices are made. Inferring consumers’ WTP for a 

posted price market from auction bids can be problematic since consumers generally 

may have relatively limited experience with auctions and may not behave in a 

consistent manner in both mechanisms. Therefore, some attention has been paid to 

comparing the estimated mean WTPs using these two mechanisms. On the other hand, 

the comparison of other important aspects, such as the estimation of how WTP varies 

with certain product attributes has not been thoroughly examined in the literature.  In 

this research, we test the mean WTP differs in the two elicitation methods and further 

offer explanations of such a discrepancy using an artefactual field experiment. 
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Moreover, we compare the signs and significance levels of marginal effects for different 

product characteristics.  

First, in our second price auction, estimates of WTP from bids are significantly 

less than estimates of WTP for the same product via the posted-price mechanism. We 

conducted both within-subjects and between-subjects tests and the results are robust. 

We test several potential explanations related to information and framing effects. The 

differences in WTP do not appear to be due to either an anchoring effect or asymmetric 

inconsistent preferences.  The results do suggest that the reason for the difference in 

auctions is that research participants’ lack of familiarity with auctions. Second, we run 

regressions to test the marginal effects of different product attribute on WTP. The signs 

of coefficients are consistent in the auction and posted price mechanisms. Third, we 

find that the significance level is much higher using auctions for each confident.  

Our research sheds light on which economic evaluation elicitation format, 

namely auctions and posted price mechanisms, is more suitable under different 

circumstances. We show that a WTP estimate difference does exist between the two 

mechanisms. Participants do demonstrate an adaption process in the auction format. In 

the meanwhile, the posted price mechanism is more familiar to the general public and 

participants may focus more on the task itself. This is particularly true in a field setting 

where the researchers usually recruit participants from busy market places, where 

attention and time allocated to experiments are generally limited.  However, we show 

that both methods elicit similar signs for the marginal effects of specific product 

attributes. Thus, either using auctions or posted price mechanisms can provide credible 
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prediction on the marginal effects of important product characteristics. But auctions 

have clear advantage over posted price in terms of statistical power, which indicates that 

a larger sample size is required for a posted price mechanism to reveal the preference 

for specific product attributes. Therefore, it is reasonable to consider using posted price 

when one’s goal is to understand absolute WTP values and to use auctions when one is 

interested in relative WTP comparisons associated with different attributes. 
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Table 3.1 Sample Demographic Characteristics 

Variable Definition Mean Std. Dev. 

Gender   

   1 = female 0 = male 0.77 0.42 

Age (years) 41.93 14.27 

Years of Education 16.39 2.85 

Household Yearly Income $76,086 48,373 

Primary Shoppers 0.77 0.42 
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Table 3. 2 Hypotheses 

Question Hypothesis Result  

1. Is there a difference in 

WTP between the posted-

price mechanism and 

second-price auction? 

H0: WTPPosted_Price= WTPAuction Reject - There is a 

difference between 

measured WTP. 

2. Is the difference due to 

the two tasks influencing 

each other? 

  

2.1 Is there a difference 

only comparing the first 

task completed? 

H0: WTPPosted_Price|Posted_Price_First= 

WTPAuction|Auction_First 

Reject – There is a 

difference even for 

the first tasks 

completed 

2.2 Is this difference due 

to anchoring effect? 

H0: βp, Auction_first=0 ≠ 0 

H0: βp, Auction_first=1 = 0 

Fail to Reject - No 

evidence of 

anchoring 

3. Is the difference due to 

behavioral factors? 

  

3.1 Is this difference due 

to asymmetric inconsistent 

preferences? 

H0: Pr(Accept=1|ShouldAccept=0)  

=Pr(Accept=0|ShouldAccept=1) 

Fail to Reject - no 

evidence of 

asymmetric 

inconsistent 

preferences 

3.2 Is this difference due 

to a lack of familiarity 

with an auction setting? 

H0: βAuction, RoundNumber= 0 

H1: βAuction, RoundNumber≠ 0 

Reject - There is 

evidence that the 

difference decreases 

with learning 

4. Are the marginal effects 

comparable? 

H0: The signs and significance 

levels are similar 

The signs are similar, 

significance levels 

are higher in auction. 

   

 

  



 

 

 

123 

Table 3.3 Within-subject comparison of estimated WTP from Posted Price and Auction 

Panel A: Non-parametric Mean(𝛿) Mean(𝛿′) McNemar 

 
(std. dev.) (std. dev.) (p-value) 

 
0.2904 0.1652 150.45 

 (0.4544) (0.3717) (<0.0001) 

Panel B: Parametric  WTPAuction WTPPP Z 

Assumption (std. dev.) (std. dev.) (p-value) 

Normal 2.4889 4.0587 7.5838 

 
(2.0898) (4.5021) (<0.0001) 

Logistic 2.4579 4.0570 7.5199 
 (1.1698) (2.5562) (<0.0001) 
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Table 3.4 Between-subject comparison of estimated WTP from Posted Price and 

Auction 

Panel A: Non-parametric Mean(𝛿) Mean(𝛿′) McNemar 

 
(std. dev.) (std. dev.) (p-value) 

 
0.3396 0.2192 14272 

 (0.4736) (0.4137) (<0.0001) 

Panel B: Parametric  WTPAuction WTPPP Z 

Assumption (std. dev.) (std. dev.) (p-value) 

Normal 3.1710 4.6466 78.0702 

 
(2.1021) (4.9929) (<0.0001) 

Logistic 3.1369 4.6026 74.4968 
 (1.1694) (2.8807) (<0.0001) 
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Table 3.5 Test for Anchoring When Posted Price Is before Auction 

 Random Effects Tobit 
Random Effect Tobit with 

Bootstrap Std. Err. 

 
Marginal 

Effect 
Std. Err P>|z| 

Marginal 

Effect 
Std. Err P>|z| 

Price –.0004 0.001 0.971 –.0004 0.009 0.966 

Jar type 2 0.459 0.117 0.000 0.458 0.087 0.000 

Jar type 3 -0.044 0.117 0.711 -0.044 0.116 0.707 

Jar type 4 0.110 0.117 0.347 0.110 0.109 0.314 

Jar type 5 0.342 0.117 0.003 0.342 0.160 0.033 

_cons 2.660 0.360 0.000 2.280 0.318 0.000 

Wald chi2 28.33   43.33   

Prob> chi2 0.000   0.000   

Log likelihood -322.606   -322.606   

Number of Obs 265   265   

Left-censored 

observations 
31   31 

  

Uncensored 

observations 
234   234 

  

Right-censored 

observations 
0   0 
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Table 3.6 Test for Anchoring When Posted Price Is after Auction 

 Random Effects Tobit  
Random Effect Tobit with 

Bootstrap Std. Err. 

 
Marginal 

Effect 
Std. Err P>|z| 

Marginal 

Effect 
Std. Err P>|z| 

Price 0.004 0.012 0.714 0.004 0.009 0.633 

Jar type 2 0.303 0.136 0.026 0.303 0.105 0.004 

Jar type 3 0.115 0.136 0.397 0.115 0.095 0.226 

Jar type 4 0.246 0.137 0.073 0.246 0.151 0.104 

Jar type 5 0.361 0.136 0.008 0.361 0.143 0.011 

_cons 2.926 0.300 0.000 2.926 0.300 0.000 

Wald chi2 9.39   18.08   

Prob> chi2 0.094   0.003   

Log likelihood -452.642   -452.642   

Number of Obs 310   310   

Left-censored 

observations 
14   14 

  

Uncensored 

observations 
296   296 

  

Right-censored 

observations 
0   0 
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Table 3.7 The Effect of Round Number 

 WTP Bid Amount – Random Effects Tobit 

Likelihood of Zero 

WTP – Random 

Effects Logit 

 

 All Bidders 
On Margin 

Bidders 

Off Margin 

Bidders 

All Bidders 

RoundNumber -0.0393*** 0.0237** -0.0776*** 0.0984 

     

Experimental 

Controls 
X X X X 

On Margin 

Bidder 
X X  X 

Off-Margin 

Bidder 
X  X X 

     

Jar type 2 0.421*** 0.411*** 0.441*** -0.470* 

Jar type 3 0.180* -0.0424 0.130 -0.244 

Jar type 4 0.328*** 0.202* 0.299*** -0.308 

Jar type 5 0.510*** 0.537*** 0.406*** -0.479 

_cons 2.004*** 1.658*** 2.257***  

Wald chi2 942.25 772.78 650.34 190.66 

Prob> chi2 0.000 0.000 0.000 0.000 

Log likelihood  -2812.153 -1165.610 -1254.617 -543.289 

Number of 

obs 
1725 773 952 1725 

Notes: ***, **, * represent significance at the 1%, 5%, and 10% levels, respectively. Estimates include subject 

random effects. Experimental Controls include several order effects and information treatments, details can be found 

in Wu et al. (2015) 
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Table 3.8 Marginal Effect Estimation Comparison in Posted Price and Auction 

 Auction Posted Price 

 Coefficient Std. Err P>|z| Coefficient Std. Err P>|z| 

Jar type 2 0.374 0.092 0.000 0.710 0.313 0.023 

Jar type 3 0.043 0.092 0.639 -0.054 0.329 0.869 

Jar type 4 0.183 0.092 0.048 0.351 0.318 0.270 

Jar type 5 0.355 0.092 0.000 0.303 0.319 0.342 

_cons 2.643 0.198 0.000 -1.311 0.253 0.000 

Wald chi2 28.06   7.79   

Prob> chi2 0.000   0.099   

Log likelihood -786.041   -335.720   

Number of Obs 575   575   

Left-censored 

observations 
45   0 

  

Uncensored 

observations 
530   575 

  

Right-censored 

observations 
0   0 
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Figure 3.1 Frequency Distribution of Bid Amounts in the Auction 
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Figure 3.2 Frequency Distribution of Accepted and Declined Posted Price Offers 
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EXPERIMENT INSTRUCTIONS FOR CHAPTER 1 AND 2 

 

Thank you for participating! 

 

Please return the signed consent form to the administrator. 

 

Please read and follow the instructions carefully and do not 

communicate with others during the experiment. 

 

  

Appendix A 
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INTRODUCTION 

 

This is an experiment about the economics of decision making. You will earn money 

during this experiment if you follow these instructions carefully and make informed 

decisions; otherwise, you may end up losing money. Any money earned during this 

experiment will initially be recorded as experimental dollars. At the end of this 

experiment, we will convert your experimental dollars into actual US dollars that will 

be handed to you as you leave. The more experimental dollars you earn the more actual 

US dollars you will receive. At the end of the experiment, your earnings will be 

converted at a rate of $1 US dollar for 50 experimental dollars. Please read these 

instructions carefully and do not communicate with any other participants during the 

experiment. 

 

General Instructions: Today’s experiment has several parts. Each part will have five 

rounds. Each round is independent, meaning that decisions during a round do not affect 

future rounds in any way. The only value that gets carried over across rounds is the 

cumulative amount of money you earn, which will be used to calculate your cash 

earnings at the end of the experiment. 

 

Your role: You own and operate a firm. You will make decisions that affect the amount 

of money your firm earns. This money will be called your Firm Profit. 

 

Groups: Throughout the experiment, you will be in a group of eight people, each will 

play the role of a firm. Think of your firm and the seven other firms as being located 

near a river. Groups are randomly reassigned after each part of the experiment and you 

will not know who is assigned to each group.  

 

Production and Production Income: Each business owner produces output that creates 

Production Income. Production income only depends on how much is produced. The 

more a firm produces, the more production income the firm will get. 

 

Pollution: Production also generates pollution that goes into the river. In general, the 

higher the output being produced, the more pollution is being generated. Some 

concentration of this pollution is harmless. However, if the concentration is too large, 

the pollution has negative effects to the environment. 

 

Total Pollution: This is measured by a sensor downstream and is the sum of pollution 

for everyone in the same group.Capacity: The firms may have a different production 

capacity, which is the maximum amount your firm can produce. Each firm’s capacity 

will be shown on the calculator in the corresponding part for that firm.  There are three 

types of capacities: Large firms with a capacity of 125; medium firms with a capacity of 

100; small firms with a capacity of 75. 
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Technology: At the beginning of each round, the firms may choose to adopt a 

technology at a cost proportional to your firm capacity. When adopted, the technology 

will reduce the firm’s pollution to a certain percentage of the original level for that 

round. 

 

Location: The firms may either be located in the same location or at different locations 

along a river. As shown in Figure 1, when the region is separated by lines, it means the 

region is being divided into Region 1 to Region 4. In this case, Region 1 is the most 

upstream and Region 4 is the most downstream. The further downstream your firm is 

the more pollution per unit of production will be recorded by the sensor.  As shown in 

Figure 2, when there are no lines separating the region, it means all of the firms are 

placed in the same region. The actual capacity and location of the firm that you operate 

will be shown on your computer screen.  

  
Figure 1. Different Locations Figure 2. Same Location 

 

Decisions: In each round, you will make two decisions: 

(1) Production Decision –     You will decide your firm’s production level, between 

0 and your firm’s capacity. 

(2) Technology Decision –    You will choose whether to adopt a technology at a 

certain cost, labeled “Not Adopt” or “Adopt”.  

 

Pollution Table: To help you better understand the relationship of production, 

technology, location and pollution, you are given a Pollution Table that has pollution 

levels of a firm corresponding to different production decisions, technology decisions 

and location. Use this table to understand how your production would affect pollution 

based on your location and technology decision. 

 

Firm Profit: Your firm profit is calculated based on your production decision and 

technology decision and will be explained to you in further details in each part of the 

experiment.  
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Decision Calculator: A Decision Calculator is provided to test different scenarios to 

see how the decisions of other firms in your group could affect Total Pollution and your 

Firm Profit. Follow the instructions on how to use this calculator provided on the next 

page. 

 

In summary: 

• In each part of the experiment, you will be given additional instructions and all 

calculations will be described. 

• Your earnings from the experiment depend on your cumulative firm profit. 

• Use the decision calculator to test out different scenarios and determine your 

own production and technology decision. 

• Choose your own production and technology decision and click “Confirm”. 

• Your production income is affected by your production decision, technology 

decision, and firm capacity. 

• Your pollution depends on your production decision, technology decision and 

firm location. 

• A round of the experiment is complete when all eight players have made their 

production and technology decisions. 

• After each part, participants will be randomly reassigned to a new group.  

 

 

  



 

 

 

145 

HOW TO USE THE DECISION CALCULATOR AND MAKE DECISIONS 

 

In each round, you will be provided with a decision calculator like the one in the attached 

handout.  

 

The layout of all firms and their corresponding capacity in your group is shown in the 

calculator. 

 

Your firm is labeled “Your Firm” and marked with a black box. 

 

Step 1. On the left part of the page, assume what everyone in your group will be doing by 

choosing a production and technology decision for every firm. To choose a production 

decision, move the slider or type in the amount that you think other firms will be 

producing; to choose a technology decision, simply choose between the “Not Adopt” and 

“Adopt” options. Note that your firm is labeled in the black box and you do not have to 

choose technology decision for your firm. 

 

Step 2. On the top right part of the page, click “Calculate” and your pollution, total 

pollution and your profit of “Not adopt” and “Adopt” will be shown to you in the table 

right under the “Calculate” button. 

 

Keep in mind that the decisions you make in the decision calculator are for informational 

purposes only and other firms can make their own decisions regardless of what you choose 

for them.  

 

After you decide what your decision will be, make your actual decision in Step 3. 

 

Step 3. On the bottom right part of the page, choose your actual production decision with 

the slider, and pick your actual technology decision. When you are done, click “Confirm”.  

Once you have clicked this button, the button will turn gray and it is no longer possible to 

change your decisions for that round. 

 

Results – While you are waiting for the other players to make their decisions, you can 

review the results of past rounds, which will be shown on your screen. After all eight 

players have clicked the Confirm button, the results of the current round will appear, 

including Your Pollution, the Total Pollution from all members of your group, your 

Production Income, and Your Firm Profit. 
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DECISION CALCULATOR 

 

The image below are examples of the interactive Decision Calculator that you will use on your computer. 

 

 

 
 

 



 

 

 

147 

 



 

 

 

148 

Pollution Table 

This Pollution Table helps you to better understand how your firm’s production 

decision, technology decision and location affect your pollution. Use this table along 

with the Decision Calculator to help you make more informed decisions. 

How to read this table? 

1.  The first column (Production) indicates how much is being produced. 

2.  Find where your firm is located from the Decision Calculator. If every firm is in the 

same region, use the last two columns (marked as “Same Region”). 

3.  Your firm’s pollution for each level of production under “Not Adopt” and “Adopt” 

are listed in the columns corresponding to your region. 

 Your Firm Pollution 

Prod

uctio

n 

Region 1 Region 2 Region 3 Region 4 
Same 

Region 

 

Not 

Adop

t 

Adop

t 

Not 

Adop

t 

Adop

t 

Not 

Adop

t 

Adop

t 

Not 

Adop

t 

Adop

t 

Not 

Adop

t 

Adop

t 

0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

5 1.20 0.60 1.40 0.70 1.60 0.80 1.80 0.90 1.50 0.75 

10 2.40 1.20 2.80 1.40 3.20 1.60 3.60 1.80 3.00 1.50 

15 3.60 1.80 4.20 2.10 4.80 2.40 5.40 2.70 4.50 2.25 

20 4.80 2.40 5.60 2.80 6.40 3.20 7.20 3.60 6.00 3.00 

25 6.00 3.00 7.00 3.50 8.00 4.00 9.00 4.50 7.50 3.75 

30 7.20 3.60 8.40 4.20 9.60 4.80 10.80 5.40 9.00 4.50 

35 8.40 4.20 9.80 4.90 11.20 5.60 12.60 6.30 10.50 5.25 

40 9.60 4.80 11.20 5.60 12.80 6.40 14.40 7.20 12.00 6.00 

45 10.80 5.40 12.60 6.30 14.40 7.20 16.20 8.10 13.50 6.75 

50 12.00 6.00 14.00 7.00 16.00 8.00 18.00 9.00 15.00 7.50 

55 13.20 6.60 15.40 7.70 17.60 8.80 19.80 9.90 16.50 8.25 

60 14.40 7.20 16.80 8.40 19.20 9.60 21.60 10.80 18.00 9.00 

65 15.60 7.80 18.20 9.10 20.80 10.40 23.40 11.70 19.50 9.75 

70 16.80 8.40 19.60 9.80 22.40 11.20 25.20 12.60 21.00 10.50 

75 18.00 9.00 21.00 10.50 24.00 12.00 27.00 13.50 22.50 11.25 

80 19.20 9.60 22.40 11.20 25.60 12.80 28.80 14.40 24.00 12.00 

85 20.40 10.20 23.80 11.90 27.20 13.60 30.60 15.30 25.50 12.75 

90 21.60 10.80 25.20 12.60 28.80 14.40 32.40 16.20 27.00 13.50 

95 22.80 11.40 26.60 13.30 30.40 15.20 34.20 17.10 28.50 14.25 

100 24.00 12.00 28.00 14.00 32.00 16.00 36.00 18.00 30.00 15.00 

105 25.20 12.60 29.40 14.70 33.60 16.80 37.80 18.90 31.50 15.75 

110 26.40 13.20 30.80 15.40 35.20 17.60 39.60 19.80 33.00 16.50 

115 27.60 13.80 32.20 16.10 36.80 18.40 41.40 20.70 34.50 17.25 

120 28.80 14.40 33.60 16.80 38.40 19.20 43.20 21.60 36.00 18.00 
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125 30.00 15.00 35.00 17.50 40.00 20.00 45.00 22.50 37.50 18.75 

For Example:  

1.  A firm in Region 1, producing 75 units. Firm Pollution for not adopt: 18; adopt: 9. 

2.  A firm in Region 4, producing 75 units. Firm Pollution for not adopt: 27, adopt: 

13.5. 

3.  A firm in Same Region, producing 100 units. Firm Pollution for not adopt: 30; 

adopt: 15. 
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ID# _________ 

 

UNDERSTANDING THE EXPERIMENT 

 

This short exercise is designed to help you understand how the experiment works. The 

profit you earn in this section does not affect your real earnings. 

 

Please use the decision calculator on the computer in front of you to figure out what 

your firm profit will be under the following scenarios: 

 

You will be guided through Scenario A, and you will complete scenario B by yourself. 

 

Scenario A:  

Please fill in your profit for the following hypothetical decisions. The steps listed below 

will guide you through scenario A. 

Everyone else You 

Technology Production Your 

Production 

Your 

Technology 

Your Profit 

Not Adopt 80 50 Not Adopt  

Not Adopt 80 50 Adopt  

 

Step 1: On the left part of the page, select “Not Adopt” for everyone else except your 

firm. 

Step 2: Use the slider or type in the boxes to change everyone else’s production to 80 

units. 

Step 3: Still on the left part of the page, find the box that lists “Your Firm”, change the 

production decision to 50 units. 

Step 4: Click “Calculate”.  Your pollution, total pollution and your firm profit should be 

shown to you. 

Step 5: Find “Your Firm Profit” for “Not Adopt”, which should be “33.75” in this case.  

Type in “33.75” in the first row under profit for scenario A. 

Step 6: Find “Your Firm Profit” for “Adopt”, which should be “25.55” in this case.  

Type in “25.55” in the second row under profit for scenario A. 

Step 7: Click “Check answer for scenario A” when you are done.  If the program asks 

you to try again, please check answers for the highlighted parts. 
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Now please complete scenario B on your own, please raise your hand if you have any 

questions. 

 

Scenario B: 

Please fill in your profit for the following hypothetical decisions on the computer 

screen.  

Everyone 

else 

Technology 

Every else 

Production 

Your 

Production 

Your 

Technology 

Your Profit 

Not Adopt 80 50 Not Adopt  

Not Adopt 80 50 Adopt  

Not Adopt 80 80 Not Adopt  

Not Adopt 80 80 Adopt  

Everyone else You 

Technology Production Your 

Production 

Your 

Technology 

Your Profit 

Adopt 100 100 Not Adopt  

Adopt 100 100 Adopt  

 

You may refer to instructions for Scenario A to help you complete Scenario B. 

 

Input your firm profit for Scenario B on the computer program and check if it is correct 

by clicking “check answers”.  When the program asks you to “try again”, it means your 

answer is not correct and will be highlighted.  In that case, please use the calculator to 

recalculate the answer.   

 

When you get both scenarios correct, you may click the continue button to move on to 

the next part. 
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INSTRUCTIONS FOR PRACTICE 

 

You will now play five practice rounds to learn how the experiment works. The 

outcomes of these rounds will not affect your cash earnings. 

 

In each round of this part, you will make your Production Decision and your 

Technology Decision.  Use the Decision Calculator to see how your decision and 

others’ decisions affect your earnings.  

 

In this practice part, pollution does not affect firm profits.  The more you produce, the 

more your firm profit will be. 

 

After everyone makes their decisions, you will see the results screen that will display 

your  

Firm Profit and Pollution. In this part, your Firm Profit will be calculated as follows: 

  

Firm Profit = Production Income. 
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MOVING on to PART 1 through PART 8 

 

After you have finished the practice rounds, you will participate in Part 1 through Part 8 

of the experiment. In these parts, the experimental dollars you earn from your firm’s 

profits in each round will affect your cash earnings.  

 

In each round of Part 1 through Part 8, you will make a Production Decision and a  

Technology Decision. Groups will be randomly reassigned after each part. 
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INSTRUCTIONS FOR PART 1-4 

 

1. In these parts, your Firm Profit only depends on your production and technology 

decisions; the production and pollution generated by other firms do not affect your Firm 

Profit.  

 

2. Note that the location and capacity of firms may or may not be different. The 

capacity of each firm is shown on the calculator. When firms have different locations, 

the region will be divided in 4 sub-regions by solid lines; when firms have the same 

location, the region will not be divided. Refer to the Pollution Table to see how 

location influences pollution. We will indicate each scenario at the beginning of each 

part. 

 

3. Use the Decision Calculator to make more informed decisions. Although the results 

are for informational purposes only, the location and capacity of each firm is the same 

as the real decisions. 

 

4. To make your actual decision for this round, choose a Production Decision and a 

Technology Decision. Once done, click “Confirm”.  

 

5. In these parts, pollution does not affect firm profits.  The more you produce, the more 

your firm profit will be. 

 

In these parts: Firm Profit = Production Income 
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INSTRUCTIONS FOR PART 5-8 

 

In these parts, an environmental regulator has set a target total pollution level.  

There will be a tax or subsidy based on the total pollution of your firm compared with 

the target level.  The target will change between parts and the specific value will be 

shown to you. 

 

Your profit will be adjusted by a tax or subsidy (from here on referred to as 

tax/subsidy). This tax/subsidy can be either negative (a tax) or positive (a subsidy) and 

is determined based on how much pollution is in the river relative to the Target 

determined by the regulator. The pollution level in the river is the aggregation of 

pollution from all firms. There will be a subsidy for zero concentration, but the amount 

of subsidy gets smaller as concentration increases. If the measured concentration level 

is exactly the same as the target, there will be neither a tax nor a subsidy. As 

concentration increases beyond the target, the tax gets larger.  

 

Pollution in one round does not affect pollution in other rounds. However, at the end of 

the experiment, your earnings will be the sum of the profits you earned from all of the 

rounds. 

 

In each round, you will make a Production Decision and a Technology Decision. Total 

Pollution in your group affects the profits of firms in your group. 

 

The Tax Payment for each firm in your group is calculated as follows: 

Total Pollution ≤ Target  Subsidy Received = Target – Total Pollution 

Total Pollution > Target Tax Payment = Total Pollution – Target 

 

For example, if the target is set at 60, then  

• If the Total Pollution in your group is less than or equal to 60, each firm in your 

group receives 1 experimental dollar in subsidy for every unit of total pollution 

under 60 units. 

• If the Total Pollution in your group is greater than 60, each firm pays 1 

experimental dollar in taxes for every unit of total pollution above 60 units. 

 

The amount of the Tax/Subsidy Payment is determined by decisions of everyone in 

your group. Your Firm Profit in these parts will be calculated as: 

 

If Total Pollution ≤ Target, 

Firm Profit = Production Income + Subsidy Payment  
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If Total Pollution > Target, 

Firm Profit = Production Income – Tax Payment 

 

Use the Decision Calculator to help you make more informed decisions, otherwise, you 

may lose money.  Note that in these parts, it is not true that the more you produce, the 

more profit you will get. 
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IRB APPROVAL LETTERS FOR EXPERIMENT IN CHAPTER 1 AND 2 

 

Appendix B 
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IRB APPROVAL LETTER FOR EXPERIMENT IN CHAPTER 3 

Appendix C 
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