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ABSTRACT

Hydrophobic effects play a key important role in mediating the biological associ-
ation and self-assembly processes. Among them, a prime example where hydrophobic
effects have profound implications is from the protein related associations. In the
context of protein related interactions, such as protein-ion interaction, protein-ligand
interaction and protein-protein interaction, a prior knowledge of relevant binding in-
terfaces, which are defined as clusters of residues involved directly with binding inter-
actions, is difficult. In the binding events that mainly driving by hydrophobic effects,
a routinely and widely used approach to predict the binding residues is simply based
on the hydropathy value of single residue. However, recent studies suggest that con-
sideration of hydrophobicity for single residues on a protein surface require accounting
of the local environment dictated by neighboring residues and local water. There-
fore, in the case of hydrophobic mediated association, it is the effective hydrophobicity
with the consideration of neighboring effect and context dependency that determines
whether the residue would involve in the binding patch. In this dissertation, I first
use a method derived from percolation theory to evaluate spanning water networks
in the first hydration shells of a series of small proteins in order to locate a critical
hydration level to best distinguish the effective hydrophobic and hydrophilic region
around protein surface. Further, residue based water density could be applied to scale
the effective hydrophobicity at such a critical hydration level. Finally, single-linkage
clustering methods were applied to cluster the effective hydrophobic residues in a well
defined patch that are putatively involved in binding interactions. This simple method
is able to predict with sufficient accuracy and coverage the binding interface residues

of a series of proteins. The approach is competitive with automated servers. The
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results of this study highlight the importance of accounting of local environment in
determining the hydrophobic nature of individual residues on protein surfaces.

With the identified effective hydrophobic patch that is extensively involved in
the protein binding, it is possible to further explore the ion specificity around the
region. Umbrella sampling molecular dynamics simulation approach was applied to
study the potentials of mean force along an order parameter bridging the state where
the ion is fully solvated and one where it is biased via harmonic restraints close around
the protein-water interface. Specifically, the protein hydrophobin-I1T (HFBII) with 71
amino acid residues expressed by filamentous fungi was the target protein. Such a
choice is due to the fact that HFBII has an amphiphilic structure character with a well
defined hydrophobic patch and several hydrophilic patches. Therefore, it is possible
to compare the ion-specific effect around the hydrophobic and hydrophilic region of
the protein. Two representative ions, CI~ and I, which have been shown previously
by simulations as displaying specific-ion behaviors at aqueous liquid-vapor interfaces,
were considered in the study. We further explore anion-induced interface fluctuations
near protein-water interfaces using coarse-grained representations of interfaces. As in
the case of a pure liquid-vapor interface, at the hydrophobic protein-water interface,
the larger, less charge-dense iodide anion displays a marginal interfacial stability com-
pared with the smaller, more charge-dense chloride anion. Furthermore, consistent
with the results at aqueous liquid-vapor interfaces, iodide induces larger fluctuations
of the protein-water interface compared to chloride, which is an indication of the pos-
sible connection between the surface stability of the ion and the induced fluctuation of
protein-water interfacial height of the ion. The correlation is further confirmed in the
case of denaturant guanidinium cation and urea with different configurations as they
approach the hydrophobic protein patch. Finally, hydrophobic effective was discussed
in the context of protein-protein interaction. Using a rigid body model, the ther-
modynamic signatures of the association between ubiquitin and ubiquitin interaction
motif was explored. Much like in the case of a purely hydrophobic solute, associa-

tion is favored by entropic contributions from release of water from the interprotein
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regions and association is disfavored by loss of enthalpic interactions. This is a further
demonstration of the signature of the hydrophobic effect mediated association from the

computational approach.
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Chapter 1

INTRODUCTION AND MOTIVATION

1.1 Introduction
1.1.1 Hydrophobic Effect

In terms of the hydrophobic effect, the first impression for most of people is
about the famous adage "oil and water don’t mix". The significance of hydrophobic
effect can be found in a wide region of biological process, such as membrane formation,
protein folding and aggregation, binding of a substrate to the enzyme. |2, 3, 4, 5, 6, 7|
In general, it is an effective force caused by the nonpolar molecules that have a tendency
to minimize the aqueous solvent exposed surface area.

Traditional argument about the hydrophobic effect stems from the iceberg model
by Frank and Evans. [8] The hydrophobic solute will disrupt the structure of bulk wa-
ter and since it is incapable of hydrogen bonding with water, water-water hydrogen
bonds are reoriented along such a surface in order to minimize disruption of the three-
dimensional hydrogen bonded network of water molecules. This leads to a structured
water cage formation around the hydrophobe surface and it has the orientation con-
straints on water molecules in the hydration shell of nonpolar solutes, resulting in
a decrease in the entropy of water. This structure character of the hydration water
around hydrophobic solute has been further proved by the neutron and x-ray scatter-
ing techniques. |9, 10, 11, 12| Such unfavorable effects from the loss of configurational
entropy of water molecules can be minimized if hydrophobe molecules aggregate. Upon
aggregation, water molecules form one larger cage surrounding the hydrophobic aggre-
gate and the surface area of such aggregate is smaller than the sum of surface areas of

individual solutes. This makes the entropic contribution less unfavorable and, hence,



makes the free energy more favorable. Besides this view, there are some other views
on the hydrophobic hydration. One of them is based on the scaled particle theory. As
the hydrophobic solute dissolves in the fluid, it requires a creation of a spherical cavity
with radius A. If the amount of reversible work in this process is expressed as W(\),
[13]| then the probability P(A) of finding a point outside the exclusion volume of the
sphere is:

P(\) = exp[—W (X\)/kT] (1.1)

Although with the limitation of the assumption of water molecules as rigid spheres,
this theory is quite successful in prediction of the heats and entropies of nonpolar
gases of aqueous solutions. [14| It has been further pointed out that this hydrophobic
solvation process in aqueous depends on the size of the solute. [15, 16| For small
solute case such as methane, the exclusion volume is small enough so that the solute
can accommodated in water without the breakage of hydrogen bonds. [17, 18| The
solvation free energy in this case scales well with the volume of the solute. In contrast,
the hydrophobic solvation is quite different in the large solute case with scale beyond
nanometer. The larger exposed hydrophobic surface of the solute leads to unavoidable
breakage of hydrogen bonds at the surface so that water molecules have a tendency
to escape away from the large hydrophobic solute surface. As a result, it forms an
interface between water and hydrophobic solute, which is similar to the liquid-vapor
interface. In such large solute case, the solvation free energy cost scales better with

the solute surface area instead of solute volume. [19]

1.1.2 Protein Hydrophobicity

As it comes into the protein case, hydrophobic effect is more complicated. Due to
the strong heterogeneity of protein surfaces in terms of both topography (local, as well
as global, geometry and shape) and chemical composition, different regions on protein
surface may have distinct hydrophobicity. In order to characterize the hydrophobicity
differences among amino acid residues with different chemical compositions, several

ways of hydrophobicity scales have been developed. The most common method is



based on the measurement of free energies of transfer for the side chains of each type
of amino acid between two immiscible phases. In Wolfenden hydrophobicity scale, one
phase is selected as water and the other phase is selected as vapor, which is the sim-
plest nonpolar phase. [20] Based on this, the order of the 20 amino acids from most
hydrophobicity to least hydrophobicity is GLY, LEU, ILE, VAL, ALA, PHE, CYS,
MET, THR, SER, TRP, TYR, ASP, LYS, GLN, GLU, HIS, ASP and ARG. Differ-
ent from Wolfenden hydrophobicity scales that only consider the contributions of the
sidechains, the Wimley-Whilte whole residue hydrophobicity scales also included the
contributions of the peptide bonds. This consideration is especially important for the
membrane proteins since the effect from the H-bonded peptide bonds would influence
the position selection of transmembrane helix. [21, 22, 23, 24] In another Kyte and
Doolittle hydrophobicity scale, the final scale values were not only determined by the
water-vapor transfer free energies of side chains of each type of amino acid, but also
by the interior-exterior distribution of amino acid. [25] This adjustment lowers the
hydrophobicity scale of GLY that has high hydration free energy but low frequency of
distribution in the interior of the protein, which makes more sense. In these consid-
erations, the hydrophobicity scale of each type of amino acid is considered separately,
which only determines by the chemical compositions of the residues. Using these abso-
lute hydrophobicity scale to directly evaluate the protein surface hydrophobicity may
cause problems due to the local environment effect. The local environment here is
defined by a collection of protein residues nearby. Initially, this local environment
effect is discussed in a simpler nanoscale plate system by Giovambattista et al.[26]
They found that surface water density in the first hydration layer of a hydrophobic
region with hydrophilic borders around is significantly higher than that of an identi-
cal hydrophobic region surrounded by hydrophobic borders, reflecting the effect that
a canonically-defined hydrophobic region may represent a more or less hydrophobic
environment right in the vicinity of its spatial location due to perturbations from its
neighboring components. Later, these arguments and observations were found also ap-

plied to the self-assembled monolayers (SAMs) and heterogeneous protein surfaces, [27]



which lead to the perspective of effective hydrophobicity of a protein surface residue
and warrants the view that the hydrophobicity of a group is context-dependent and
thus a reflection of multiple effects of surrounding moieties on protein surfaces. [28| In
this sense, these effective hydrophobic regions around protein are not isolated. Instead,
they could form a cluster based on the chemical and topographical context. [29|

Due to the nanometer scale of protein surface, it is difficult to dissect the ef-
fective hydrophobic patch experimentally. In order to scale this context dependent
effective hydrophobicity around protein surface, several approaches from simulation
studies have been applied. Since the nature of hydrophobicity involves the disfavor of
water molecules nearby, hydration of such effective hydrophobic region should display
a high cost of free energy. Based on this, Beuming et al [30] performed thermodynamic
analysis of water molecules around the protein surface and evaluated the hydration
free energy around several hydration sites based on the inhomogeneous solvation the-
ory [31, 32|, which calculated the enthalpic and entropic contributions of each hydration
site. Enthalpic contribution can be computed by considering the nonbonded interac-
tion energy between hydration site water and the other components in the system.
Entropic contribution can be estimated purely from protein-water correlation entropy
by the overlook of water-water and other higher order correlation terms. From their
calculations, hydration sites near the aromatic and aliphatic side chains manifested a
higher average hydration free energy, which could be described as effective hydropho-
bic regions around protein surface. They further connected these high hydration free
energy sites with the binding sites of the protein. Therefore, based on the free ener-
getic characterization of water around protein surface, they could scale the effective
hydrophobicity with application to binding sites prediction.

Besides the approximate calculation from inhomogeneous solvation theory, hy-
dration free energy can further be obtained from density fluctuation around the probe

solute as shown in the following equation: [33|

AC"'Yclehydr’a:‘,ion - _kBT(lnPN - lnPO) (12)



where AG gehydration 15 the dehydration free energy, which has the same magnitude
but opposite sign as the hydration free energy. Py is the probability of observing
N water molecules in the probe volume. F, is the probability of observing no water
molecules in the probe volume, which is the reference state in this case. Based on the
above equation, effective hydrophobic region is associated with lower dehydration free
energy. As a result, the distribution profile of number of water molecules in the probe
volume around effective hydrophobic region should display a fat low-N tail character
as shown in the previous publication. [28, 34| In this sense, a larger fluctuation of the
number of water molecules can be observed around the effective hydrophobic regions
compared with the effective hydrophilic regions. This enhanced fluctuation around the
effective hydrophobic region can be further characterized by the local compressibility

[27]:
V< N(2)? > = < N(z) >?
Xal2) = 37 < N(z) >2

where <> represents the ensemble average, k is the Boltzmann’s constant, and N(z)

(1.3)

denotes the probability distribution of number of water molecules in an observation
volume V that has the specific separation with the defined surface along z direction.
Recently, Patel et al |35] shows another way to assess the context dependent hydropho-
bicity around a representative hydrophobin II protein surface based on the free energy

of forming a cavity around the surface.

w= / < N, >¢ dd (1'4)
0

where < N, >g¢ is the force to create a cavity with volume v and with a total number of
N water molecules. With a factor ® in the equation, it can couple the average number
of water in probe volume linearly to the external biasing potential to empty the region.

Before applying these hydration free energy calculation method to estimate the
effective hydrophobicity, a simple thought based on the water density around different
regions has be attempted to apply. Godawat et al [36] monitored the water density
near the surfaces of fully solvated self-assembled monolayers (SAMs) with different

functional groups exposed in aqueous solution. However, it was found that in this case



water density shows a poor distinction around hydrophobic head groups (-C'F3, -C' Hj)
and hydrophilic head groups (-OH, -CON Hy). Only by considering the water density
fluctuation around these two regions can give rise to distinct differences around effective
hydrophobic and hydrophilic region as we pointed out before. Instead of considering the
water density, Acharya et al [27| actually use the density of probe hydrophobic solutes
to scale the effective hydrophobicity around protein surface. Here, they performed the
molecular dynamic simulation of the representative hydrophobin II protein again in
aqueous solution with limited amount of small hydrophobic solutes. In this way, the
effective hydrophobicity around different regions can be evaluated from the average
local density of hydrophobic probes in the vicinity. A limitation in this approach
is that in order to prevent the probe hydrophobic solutes from aggregating during
the simulation, the number density of the solutes must be careful chosen to be small
enough. As a result, a sufficient long time simulation was required in order to obtain
the converged local density around protein surface. Compared these two approaches
to scale the effective hydrophobicity based on the density, the later one could give a
better distinction of effective hydrophobicity due to the application of limiting amount
of “probes” in the system.

Inspired by this, we propose a somewhat complementary, or “in like spirit”
protocol to identify the effective hydrophobic region around protein surface based on
the limiting amount of water molecules in the system. In this case, the protein in
our study should be surrounded by a finite water shell with free boundaries. Unlike
previous studies with fully solvated protein in the simulation box, water in our system
should be able to arrange dissimilarly between hydrophobic and hydrophilic protein
surface regions. There is no constraint that water density be equivalent at all positions
around the protein surface. Based on the hydrophobicity nature, water molecules
should manifest more tendencies to locate around the effective hydrophilic regions than
the effective hydrophobic ones. Besides, applying water molecules as probes could avoid
the issue of aggregation in the case of hydrophobic solutes at high concentration, so the

sampling efficiency could improve. In this approach to deal with a partially solvated



protein surface, in theory, there should be an existence of a critical hydration level
at which water molecules coverage could manifest a distinct variance around effective
hydrophobic groups and effective hydrophilic ones. In this sense, we could determine

the effective hydrophobicity around protein surfaces at this critical hydration level.

1.1.3 Ion-Specificity around Protein Surface

Evaluation of effective hydrophobicity is a key step towards the decent under-
standing of ion-specific effect around protein surface. Previously, interactions between
ions and protein in aqueous solution have been widely studied. |37, 38, 39| Hofmeister
effects or ion-specific effects, related to the modulation of surface tension and protein
solubility by additive salts that influence the strength of direct and water-mediated in-
teractions in solution have been intensely explored with the ultimate aim of extracting
basic physical insights into the above mentioned processes[40, 41, 42, 43]. According
to the ability to salt in or salt out proteins, the Hofmeister series has been proposed
for different cations and anions. |44] For the anions, it has such a order: F~ > HPOj;~
> CH3;CO; > Cl= > NOg > Br~ > I~ > SCN~. While for the cations, it has the
following order: NH; > K+ > Na* > Lit > Mg*t > Ca*" > guanidinium. In both
of these two series, the ions on the left decrease the solubility of hydrophobic molecules
by strengthening the hydrophobic effect; while the ions on the right increase the solubil-
ity of hydrophobic molecules through the weakening of hydrophobic effect. Therefore,
modulation of effective hydrophobicity around aqueous protein surface through the
addition of the ions can be considered as the microscopic origins and molecular mech-
anisms of ion-specific effects. A detailed understanding of the modulation could give
us the insight about further design of interactions between protein and solute.

Among the vast discusses on ion-specific effects, halide ions stabilities around
liquid-vapor interfacial regions have been paid great attention. |45, 46, 47, 48, 49, 50, 51,
52| It has been widely shown that larger halide ions such as I~ and Br~, which locate at
the right end of Hofmeister series, tend to bind to liquid-vapor interfaces more strongly

and with lower transfer free energies than the early members of the series such as C1~



and F~ anions. Several factors, including ion size, ion polarizability, ion hydration
properties and solvent polarizability [53| have been considered in order to describe a
unifying explanation of the molecular underpinnings of such behaviors. Previously,
polarizability was considered as a key issue to modulate the ion-water interaction and
it was critical to apply polarizable force fields in order to accurately describe the halide
specific effect around the interfacial region. |54| Later, it was pointed out that this
argument was debatable since a careful parameterized non-polarizable force fields could
also give a consistent halide adsorption behavior around interface. Therefore, a fully
description regarding this is still required.

Recent studies [55, 56, 57| have begun to consider the halide specific effect
around liquid-vapor interface from the perspective of perturbations of interfacial water
molecules as the anions approach the interface. It has been suggested that for the
two chemically distinct anions ClI~ and 17, which represent the neutral and chaotropic
positions in the Hofmeister series, the more surface stable [~ anion induces larger inter-
facial fluctuations compared to the non-surface active species Cl~, thus demonstrating
a strong correlation with induced interfacial fluctuations and anion surface stability
as observed from molecular simulations. Further, the differences in induced interfacial
fluctuations by ClI~ and I~ could be related to the nature of the hydration environ-
ment around the anions; water molecules in the hydration shells of I7 are shown to
be more dynamic and less persistent compared to those in proximity to C1=. When
approaching the liquid-vapor interface, coupling of local solvent around anions with
solvent further away and near an interface leads to different perturbations of the inter-
face by the two anions, and thus different contributions to interface height fluctuations,
and ultimately surface stability via contributions from interfacial entropy arising from
surface fluctuations correlations[55, 57, 56]. This provides a new insight to interpret
the ion-specificity around liquid-vapor interface. Since there is implied a connection
of the behaviors of ions at aqueous liquid-vapor interfaces to those of biochemically
relevant interfaces such as protein-water interface and bilayer-water interface [58], it

is natural to further explore the halide specificity around a more general hydrophobic



surface region. Heyda et al.[59] found that larger halides, I~ and Br~, displayed a
preferential spatial correlation with the hydrophobic methyl groups in the molecules of
N-methylacetamide (NMA). It is also shown that the free energetics of transferring [~
and Br~ from bulk aqueous solution to a hydrophobic self-assembled monolayer-water
interface is lower compared with Cl~ and Na™ cases. Furthermore, Lund et al. probed
the distribution of F~ and I~ around a spherical macromolecule in an uncharged case.
[60] Around this hydrophobic particle, F~ shows a repulsion nature while I~ tends to
be weakly attracted to it. Jungwirth and coworkers also provided volumes of data
on the nature of differential binding of anions to protein surfaces. |61, 62, 63| Also,
it has been suggested that ion-specific effects are dissimilar around hydrophobic and
hydrophilic surfaces, with large [~ showing a stronger affinity than the smaller halide
ions to the hydrophobic surfaces while the reverse trends of size-dependence of halide
ions are realized at the hydrophilic surfaces. |64, 65, 66, 60| Their explanation is based
on the point that more charge-dense Cl~ tends to have stronger direct electrostatic
interaction with the hydrophilic region of the protein compared with less charge-dense
[7; on the other hand, larger and partially-hydrated I~ would have a larger extent of
solvent-assisted attraction with the hydrophobic patch of the protein. A detailed un-
derstanding of the mechanism of the so-called solvent-assisted attraction was required

in this sense.

1.1.4 Denaturants around Protein Surface

The investigation of interactions between protein and simple halides can move a
step further by considering the more complicated solutes guanidinium cation and urea.
Both of the guanidinium cation (Gdm™) and urea can serve as the protein denaturants.
Seeking for a deep and fundamental understanding of this denaturation process has en-
joyed a long history. |67, 68, 69, 70, 71, 72, 61, 73, 74, 75, 76, 77, 78, 79, 80, 43, 81| A
main controversy about the denaturation is whether the denaturants affect the protein
structure through a direct way or indirect way. In a direct way mechanism, the denat-

urants would interact with protein backbones or side chains directly. The interaction



may involve electrostatic interaction, van der Waals and hydrophobic interactions. In
an indirect mechanism, the denaturants would modulate the solution properties to af-
fect the protein denaturation. We notice that the detailed mechanism of this process
is dependent on the denaturant investigated. Here, we are particularly interested in
the denaturants guanidinium chloride (GdmCl) and urea. Both of them belong to the
weak denaturants, so a significant high concentration was required for denaturation
the proteins. (For urea, it usually requires a concentration of 5 M; for GAmC], it usu-
ally requires a concentration of 7 M.) In such a high concentration, the notion of the
existence of direct interaction is generally acceptable.

In terms of direct interactions, one of the major concerns for denaturation in-
volves the lessening of the hydrophobic effect as it involves the formation of a compact
“pre-folded" ensemble of states where protein hydrophobic surface exposure to solvent
is reduced in relation to the purely unfolded ensemble of states. The idea is that by
associating with hydrophobic regions around the protein surface, denaturant molecules
can shield the hydrophobic surface area even in unfolded or extended configurations
of the peptide/polymer. This idea has been proved by the molecular dynamic simula-
tions. |77, 75| Recently, from an experimental approach of chemical force microscopy
measurements, Ma et al [82] showed that in a certain range of pH values, addition
of guanidinium groups could diminish the measurable hydrophobic interactions, which
is a further verification of this mechanism. This chemical denaturation mechanism
naturally involves direct interaction of the cosolvent molecule with regions of the pro-
tein surface. A particular aspect of this interaction deals with the precise nature of
association geometries and the associated free energetics; specifically, molecules such
as urea, and more so guanidinium cation (Gdm™), can present several predominant
relative orientations to the protein surface through which the interaction is mediated.
In general, it is proposed that a dominant interaction of urea with surface groups in
protein simulations involves hydrogen bonding with polar side-chain functions |83, 84|,
while the unique hydration properties of the Gdm™ [85] support alternative interaction

modes involving stacking with side-chain planar and hydrophobic groups.
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It is worth to notice that both Gdm™ and urea molecule possess planar struc-
tures. Previous studies have shown that in both the 1 M and 5 M GdmCI solutions
with presence of liquid-vapor interfaces, Gdm™ has tendencies to locate around the
interfacial region by adopting a parallel orientation to the liquid-vapor interface. [86]
A later study further verified this by considering the free energies of transferring single
Gdm™ with various of orientations from bulk to the liquid-vapor interface. [87] There
is a little free energy minimum around liquid-vapor interface with parallel orientation
Gdm™ while it shows a repulsive nature for the perpendicular orientation Gdm™. Be-
sides the liquid vapor interface, the orientation preference for the Gdm™ can be also
found in the case of flat hydrophobic plate |75, 88| and hydrophobic polymer surface
[77]. The orientation preference of Gdm™ is derived from the anisotropic hydration
characters of the molecule. Within the plane of Gdm™, the N-H group can serve as
hydrogen bond donor, interacting with water molecules. Therefore, it is fully solvated
and can be considered as a hydrophilic molecule. Above or below the planar face,
Gdm™ is inadequate to serve either as hydrogen bond donor or acceptor. In this case,
the molecule is only partial solvated and can be considered as a hydrophobic molecule.
The different solvation patterns in these two configurations of orientation result in their
different adsorption behaviors. As the Gdm™ approaching the hydrophobic surface re-
gion with its planar surface parallel, it mimics the hydrophobe-hydrophobe association,

which is more free energetically favorable.

1.1.5 Protein-Protein Interactions Mediated by Hydrophobic Effect
Protein-protein association always occur in the aqueous solution. More and
more arguments |6, 89| have pointed out that water should not just be considered as
environment. More importantly, it can serve as an active player during the association.
In the context of water mediated protein-protein association, hydrophobic effect is
crucial.
A major issue concerning hydrophobic mediated binding processes is the driving

force for the association process. In a general case, the characteristic thermodynamic
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signature of association depends on nature of protein surface involved in the association.
In the case of association between hydrophilic binding pockets and hydrophilic binding
ligands, usually it is enthalpy-driven. A representative example of this is the binding of
galactose to Arabinose Binding Protein (ABP). The thermodynamic quantity of this
reaction has been measured by isothermal titration calorimetric (ITC) experiments
with a favorable change of enthalpy around -95 kJ/mol. [90] When it turns into the
case of association between the hydrophobic binding patch of protein and hydrophobic
ligand, we would expect to observe a favorable contribution from entropy from a classi-
cal view of view. [15, 91, 89| That is, the overall stabilizing contribution to the complex
state is an increase in total entropy (the origins of which generally are associated with
the release of water degrees of freedom upon association, thus allowing more config-
urational states). In this model, proteins are fully solvated in the dissociation state.
As the binding partners approaching each other, water molecules around the surface
regions towards to binding are squeezed out, resulting in a dewetting transition. The
expelled water to the bulk has more translational degree of freedom, which is an in-
crease of entropy that would drive the association. In fact, previous study involved
the modeled hydrophobic solute would give a support of this concern. Investigation of
hydrophobic associations between hydrophobic plates, [92, 93] graphene plates [94] and
carbon natotubes [95| have all shown that the process is highly entropically favorable.
It is important to realize that although the real hydrophobic protein surface shares
some of the characters of purely nanoscale hydrophobic solutes, the heterogeneity of
protein surfaces in terms of both topography and chemical composition complicated
the issue. Investigation of the binding process of nonpolar ligand to the poorly solvated
pocket of the mouse major urinary protein-1(MUP-1) indicates that despite the appar-
ent hydrophobic character of the binding partner, the binding was enthalpy-driven and
accompanied by an unfavorable entropy change. [96, 97, 98| A detailed check suggests
that by virtue of poor solvation of the binding pocket, the gain of protein-protein inter-

action arising from complexation is larger than the lost of protein-solvent interaction
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prior to the association. Therefore, it could compensate favorably. In another exam-
ple, the binding event between substrate protein trypsin, which exposes the binding
sites outside in an easily solvated way, and a series of hydrophobically modified ben-
zamidinium chloride inhibitors to trypsin is studied. It is found that the interaction
is strongly entropy driven in a wide range of temperatures. [99] Based on these, it
suggests that the characteristic thermodynamic signature of hydrophobic association
in solution will depend on the degree of solvation of the binding pocket.

To further verify this point, molecular dynamics simulation study has been ap-
plied to investigate the enthalpy driven hydrophobic association by Setny. [100| A
model for nonpolar cavity-ligand association is used in their molecular dynamics sim-
ulation. Thermodynamic contributions, including free energy, entropy and enthalpy
along the binding coordinate have been investigated. The results show that the fa-
vorable driving force for this process is from enthalpy change among the release of
water molecules from the hydrophobic environment to the bulk water. Although there
are some controversial issues like the origin of the unfavorable entropic component for
the hydrophobic association process, it is generally accepted that the enthalpy driven
hydrophobic association usually involves the receptor protein that has poorly solvated
binding sites. This reflects the notion that the water is not able to recoup energet-
ically favorable water-water interactions via sufficient orientation restriction. More
importantly, the above experimental and simulation results suggest that the under-
lying signatures of hydrophobic interactions are by no means absolute. A detailed
understanding of this requires the investigation of protein surface property and solva-
tion around. Therefore, if we could have a prior knowledge of protein binding site, it

will be helpful for us to uncover the underlying thermodynamic signature.

1.2 Objective
In this dissertation, initially, molecular dynamic simulation was applied to evalu-
ate the effective hydrophobic patches for proteins with known three-dimensional struc-

tures. With introducing of limiting amount of water molecules as probes in the system,
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it is possible to take into account of the hydrophobic effect explicitly around the protein
surface. Hydrophobic effect plays a vital role in driving interactions between protein
and other solutes, such as ion, binding ligand and other protein. In our understanding,
this hydrophobic effect can also be understood from a binding partner substitution
point of view. Water molecules have quite weak interactions with the effective hy-
drophobic region around protein surface. As a result, when the binding partner of the
protein approaches, the water molecules around effective hydrophobic region are easily
displaced to leave the region exposed to bind. Therefore, identification of effective hy-
drophobic region on protein surface can serve as an indication of the possible binding
sites for the protein. These binding sites information is quite essential for us to further
manipulate and design protein related interaction.

Therefore, the objective of my first project involves the characterization of effec-
tive hydrophobicity scale around various protein surface with known three-dimensional
structures. We propose a solution to study a single partial hydrated protein with
coverage of different numbers of hydration water. With consideration of the hydrogen-
bonded water network distributions around the protein surface at these hydration lev-
els, we would like to first locate a proper hydration level at which water molecules as
probes would give the best distinction between the effective hydrophobic region and
the effective hydrophilic region. For different proteins, such a critical hydration level
should be dissimilar since it may depend on the size, geometry and chemical composi-
tion of protein. With an identified critical hydration level, it is possible to further scale
the effective hydrophobicity around protein surface based on the local water number
density around each residue. During the binding event, several residues that are closely
packed in space usually involve collectively. Considering this, we could apply the single
linkage clustering method, which is a way to assign some points with know positions
in space into groups according to their distances, to the selected low-hydrated residues
for defining a continuous effective hydrophobic patch for the protein. This identified
effective hydrophobic patch can serve as an implication of binding sites of the protein.

We could further verify this by comparison of our predicted binding sites with the
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experiment determined ones. The meaning of this work is that the located effective
hydrophobic region could putatively involve in the binding interactions of the pro-
tein with other solutes. Therefore, this could serve as an independent way to predict
the binding patch for proteins mediated through hydrophobic effect. This project is
presented in Chapter 3.

With the identified effect hydrophobic patch, it is possible for us to further
delve into the underlying mechanism of the association between the protein and bind-
ing partner. Starting from the simple case, initially I would like to consider the binding
of the monovalent anion to the protein surface. The difference in the adsorption of two
representative halide, C1~ and I~ around liquid-vapor interface has been widely stud-
ied as mentioned in Section 1.1.3. From a novel point of view involving long-range
perturbation of interfacial water, we have shown that as each of these two types of
ion approaching the liquid-vapor interface, they would have different magnitudes of
induced interfacial height fluctuation. I~ with more malleable solvation shell could
easily couple with the water around liquid-vapor interface, leading to a higher inter-
facial height fluctuation and providing a favorable contribution in the association in
terms of larger surface entropy. Acknowledging the intrinsic connection between the
liquid-vapor interface and aqueous hydrophobic protein interface, we would like to seek
a similar trend of adsorption and induced fluctuation behaviors for CI~ and I~ as each
of them approaching the effective hydrophobic patch of a rigid protein in aqueous envi-
ronment. It will be helpful if we could establish a correlation between the free energetics
(probabilities) of the two types of anions near the hydrophobic protein region and their
induced interfacial height fluctuation, which happened in the case of liquid-vapor in-
terface system. The behaviors of these two types of anions around the hydrophilic
region of a protein were also studied for a comparison to further understand the ori-
gin of the ion-specific effect around protein surface. The particular protein we focus
on in this study is hydrophobin-IT (HFBII), which is a small protein with 71 amino
acid residues expressed by filamentous fungi. The protein is known for its ability to

form a hydrophobic coating on the surface of an object and it can self-assemble into a
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monolayer on hydrophobic/hydrophilic interfaces such as a water/air interface. These
functions are mainly determined by the amphiphilic structural characterization. From
the method developed in Chapter 3, we could identify an effective hydrophobic patch of
HFBII consisting of residues V18, [.19, L.21, 122, V24, V54, A61, .62 and L.63. Besides,
this protein also possesses several well-defined hydrophilic patches. Considering of this,
this protein is an ideal candidate to compare the characters between hydrophobic and
hydrophilic interfaces as ions approach. This whole project is discussed in Chapter 4.

With a better understanding of the association between simple halide and the
protein surface with different effective hydrophobicity, we could further move to more
complicated solute cases with consideration of the stability of Gdm™ /urea around pro-
tein surface. Such an exploration of the stability and interaction would possibly provide
views of denaturation mechanisms regarding the two solutes. It is suggested that Gdm™
display orientation preference around the hydrophobic surface, including the liquid-
vapor interface, hydrophobic plate and hydrophobic polymer surface. However, it still
lacks a direct evidence for similar orientation behavior of Gdm™ upon approaching the
aqueous hydrophobic protein interfaces. The inherent chemical and topographical het-
erogeneity of protein surface makes it difficult to find a qualitatively rigorous approach
to evaluate the relative orientation between the surface of Gdm™ and the protein. To
fill this gap, we apply molecular dynamics simulations investigating the association
of Gdm™ cation with a specific protein, HFBII, with a relatively flat surface region
consisting of effective hydrophobic residues. Another denaturant urea, which shares
the structure similarity with Gdm™, will also be explored as it approaches the same
surface region of the protein. In the context of chemical denaturation via direct asso-
ciation, we ask here about the orientations that Gdm™ /urea adopt when interacting
with hydrophobic regions of proteins. The combination of this analysis addresses ideas
of direct interaction as well as hydrophobic effects as they pertain to the denaturation
process. Besides, in our previous disussion of Gdm™ orientation preference around

the liquid-vapor interface, we found that there is an interesting correlation between
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the interfacial stabilities and induced interfacial height fluctuations of Gdm™ with dif-
ferent orientations. Interfacial more stable Gdm™ with parallel orientation displays a
higher level of induced interfacial height fluctuation compared with less surface sta-
ble perpendicular configuration showing a lower level of perturbation of the interfacial
water. We would like to further extend this idea to the case of Gdm™ approaching a
real protein surface with well-defined effective hydrophobic region. This work could
be considered as a further extension of the second project discussed in Chapter 4. As
parallel oriented Gdm™ approaching the protein patch, it is partial solvated similar to
the I~ case; as perpendicular oriented Gdm™ approaching the protein patch, it is fully
solvated similar to C1~ case. If parallel orientation Gdm™ could display more surface
stability and induce larger extent of interfacial height fluctuation compared with the
perpendicular one, then the whole result will be self-consistent. This part of work is
presented in Chapter 5.

Hydrophobic effect not only plays a key role in the association between pro-
tein and small solute, but also may be responsible for the protein-protein association.
Previous discussion has suggested that underlying signatures of the hydrophobic as-
sociation in a system heavily rely on the extent of solvation around the hydrophobic
interfacial regions. Therefore, if we could have a prior knowledge of protein binding
site, it will be helpful for us to uncover the underlying thermodynamic signature. Ubiq-
uitin is a protein with well characterized structure and known binding patch consisted
of residues [.8-144-H68-V70. This patch can be considered as an effective hydrophobic
patch that largely involves in the hydrophobic association with a bunch of ubiquitin
interacting motif, which has been identified from our protocol developed in Chapter
3. In part, a goal of this study is to extend the analysis and discussion of underlying
signatures of the hydrophobic association between ubiquitin and one of its binding
partners - ubiquitin interacting motif (UIM). Through molecular dynamic simulation,
we could like to connect the solvation situations around the binding sites of the two
partners with the characterized thermodynamic signature of the association. Besides,

the binding partner UIM of Vps27 adopts a helical conformation. The helix is markedly
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amphiphilic with a hydrophobic stripe along one side which interacts with the comple-
mentary hydrophobic Leu8-Ile44-Val70 region of ubiquitin as proved by experiment.
On the other side of the helix, it is quite hydrophilic, which may be unlikely to bind
with ubiquitin. We aim to use molecular dynamics simulations in conjunction with
free energy sampling methods to calculate the potential of mean forces (PMF) for re-
versible association of the two proteins taken to be semi-rigid bodies when the helix
is restrained at different orientations to approaching the ubiquitin. We would like to
observe significant free energetics differences when UIM binding with hydrophobic side
and hydrophilic side. This piece of study is discussed in Chapter 6.

In the next chapter, I will start with a general discussion on the force field and

routine analysis in the molecular dynamic simulation.
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Chapter 2

FORCE FIELDS AND COMPUTATIONAL METHODS

2.1 Molecular Dynamics Simulation and Force Fields

Molecular dynamics simulation is a molecular modeling approach with the aid of
computer to understand the properties of assemblies of molecules. In such a computer
simulation, the physical movements of all the atoms, which are the basic building blocks
for the molecules, are governed by the Newton’s laws of motion. In order to obtain the
positions and velocities of the particles in the system, we need to solve the classical

equations of motion at each time step:

d*r;
LR (2.1)

dt2 ™m;

Here, r; represents the coordinate of the particle and m; represents the mass of the

particle at time t with total force F} acting on the particle. Furthermore, one can

obtain the total force F; based on the potential function:

ou
F=-5 (2.2)

In molecular modeling, based on Born-Oppenheimer approximation, U is the inter-
actomic potentials defined by a set of parameters that is a function of the nuclear
positions only. These parameters are derived from quantum calculations and experi-
mental data. Usually, U is termed as force field in the molecular dynamic simulation

and it involves two parts:

U= Ubondod + Unonbondcd (23)

Ubondea 18 the contribution from the covalent bonded interactions while Uonbonded 1S the

contribution from the nonbonded interactions.
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The covalent bonded interactions include the following parts:

Ucovalont - Ubond + Uanglc + Udihcdral + Uimpropcr (24)

Ubond 1s the energy function of bond stretching. Upngle is the energy function of angle
bending. Uginedral 15 the energy function of torsion angle or dihedral. Uipproper 15 the
energy function of improper torsions, which is from out of plane bending. The details

of these terms are shown below:

Ubond = 3 K (b — by)” (2.5)
bond
Uangle - Z K@(e - 90)2 (26)
angle
Udihedral = Z Ky(1+ cos(ng —9)) (2.7)
dihedrals
Uimpropcr - Z Kw(w - w0>2 (28)
improper

Ky, Ky, K4 and K, represent the bond force constant, the angle force constant, the di-
hedral force constant and the improper force constant respectively. by and 6, represent
the equilibrium bond length and angle. In Equation 2.7, n is the multiplicity; ¢ is the
dihedral angle and ¢ is the shift of phase. In Equation 2.8, w — wy is the out of plane
angle. For the nonbonded interactions, it is the summation of electrostatic interaction

and van der Waals (VDW) interaction:

Unoncovalcnt - Uolectrostatic + UVDW (29)

In the fixed-charge force field, the electrostatic interaction can be treated as the
Coulomb potential:

4i4;
ETjj

(2.10)

Ueloctrostatic =
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For the VDW interaction, usually, it is modeled via the Lennard-Jones (LJ) potential.
In one of the most common force field, Chemistry at Harvard Molecular Modeling

(CHARMM), [101, 102] it can be expressed as the follow:

ernzlnz Rﬁlini‘
Uvpw = €i;( T127] -2 7,67]) (2.11)

ij ij
where ¢ is the energy parameter, representing the depth of the potential well; Ry, is
the distance parameter, representing the distance at which the potential reaches its
minimum. For each type of atom in the molecule, it has one set of these parameters.
In the actual calculation of interactions between two different atom sites, the Lorentz-
Berthelot (L.LB) combining rules are applied in the CHARMM force field.

Rmin,i + Rmin,j

Eij = \/?é‘j, Rmin,z‘j - 9 (2'12)

2.2 Radial Distribution Function

The radial distribution function (RDF) in statistical mechanics gives the prob-
ability of identifying a particle in the certain distance of another particle. Usually,
we denote this function as g(r) with r representing the distance away from a reference
particle. Distances between all pairs of reference particle and considered particle are
calculated and binned into a histogram to count the number of particle at each separa-
tion. In order to obtain the probability, the number of particle needs to be divided by
the volume it occupies as the separation from the reference varies. Consider a spheri-
cal sampling region with distance r from the reference and Ar as the thickness. The

occupying volume of the considered particle is given by:

V= %7‘(‘[(7’ + Ar)? — 7] = dnr?Ar (2.13)

Divided the number of particle at each separation by this volume factor gives the
number density at each separation. Furthermore, if we consider the mean number
density in the whole system as p, g(r) can be obtained by normalizing the number

density at each separation with the mean number density.

n(r)
g(r) = AP AT (2.14)
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As g(r) is greater than one, it indicates an enhancement of distribution of the considered
particle in this region; as g(r) is less than one, it indicates an decrease of probability of
finding the considered particle in this region. g(r) provides useful information about the
structure of liquid and it can also be obtained by experiment such as X-ray diffraction.
Therefore, it is a useful piece of information to verify the force field in the calculation.

We note that the discussion of RDF usually applies to the bulk system with-
out interfaces in any dimensions. In a system possessing the interface, such as the
liquid-vapor interface system, one can consider the depth-dependent transverse distri-
bution functions. [103, 104| In the calculations, the system is first divided into several
slabs paralleling to the interface with finite-width along the normal vector of the in-
terface. Then, in each slab, one-dimensional transverse distribution function can be
obtained. Such a consideration can reflect the structural changes of the liquid particle

as a function of distance from the interface.

2.3 Density Profiles

Besides the radical distribution function, sometimes it is also important to know
the exact density of particles along a specific direction, which is the density profile.
Usually, the adopoted density here is the number density of one species in the system.
Considering a liquid-vapor interface system with the normal vector along z direction

for an example. The density profile along this z direction can be expressed as:

p(z) = % (2.15)
where p(z) is the number density of particles at a specific z position and < N(z) > is
the corresponding average number of particles in the slice at z position. In order to
obtain a smooth density profile, the computed density profile can be further fit to an
error function with the following form: [105, 106, 107|

1 1

p(z) = 5(/?L +pv) — i(pL — pv)erf (Z gez()) (2.16)

where pr, is the density of liquid phase and py is the density of the vapor phase, zj

is the position called Gibbs dividing surface (GDS) where water density is around
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half of the bulk density, d. is the intrinsic interfacial thickness. Besides fitting to the
error function, it is also possible to apply a hyperbolic tangent function to smooth the

computed density profile based on the form: [108, 109, 110, 111]

p(z) = %(/JL +pv) — %(pL — pv)tanh (z gjo) (2.17)

0; is the intrinsic interfacial thickness from hyperbolic tangent fit. There are significant
differences between the intrinsic interfacial thickness obtained from error function fit
0. and hyperbolic tangent function fit d;. In order for a direct comparison, interfacial
thickness based on “10-90” definition § usually applies. Base on this definition, the
interfacial thickness is the width over the region density changing from 10% to 90%.
There is a direct relationship between “10-90” thickness and intrinsic interfacial thick-
ness: 61979 = 1.81244, and 6,°% = 2.19726,. Usually 6°= should be quite close to
619790 These interfacial thickness can be applied to estimate the critical temperature.
With increasing of the temperature, the thickness of the interface increases and at the
critical temperature it reach to the infinite. A linear relationship can be found between
temperature and the reciprocal of the thickness. Therefore, the intercept of the line

between T and 1/6 can be an estimate of the critical temperature.

2.4 Surface Tension

Water molecules around the surface bear the imbalanced forces. Water-water
interaction is much stronger than water-air interaction, resulting in a net inward force
for water molecules around the surface and this is the origin of surface tension. Surface
tension can be calculated from the average difference in the normal and tangential

elements of the internal pressure tensor by the following equation: [112]

L
—— P, —
7_2(

Poc+ Pyy

) (2.18)

In the calculation, z direction is considered as the direction normal to the surface, x
and y directions are considered as the directions tangential to the surface. Therefore,

Py and P,y are the tangential elements of internal pressure tensor, P, is the normal

23



element of internal pressure tensor, L, is the simulation cell length in the z direction.
The magnitude of surface tension depends on the temperature. At higher temperature,
the interfacial water molecules have less interactions with each other, resulting in a
decrease of surface tension. As the temperature keep increasing to the critical point,
a uniform fluid phase is reached. One can predict the critical temperature T, from
the surface tension values at different temperatures based on the following equation:
[113, 114]
T

AT) =l = )1 = 1= 1) (2:19)

T, can be obtained based on the nonlinear fitting from the above equation, where
unknown parameters ¢; and c; can be obtained simultaneously. Here, an exponent
constant 11/9 was applied, which is suggested by previous publication. [113, 114]
Besides this approach, the critical temperature can also be obtained from a three-
term Wegner expansion based on the condensed phase and vapor phase density in the

following form: [115, 116, 117]

T T T
_ _ _ T \B _ T \B+A
PLV = Pc T 02(1 Tc)j:[BO(l TC) -+ Bl(l TC> ] (220)

where pry is the density from liquid phase or from vapor phase, p. is the critical density,
T, is the critical temperature, Cy, By and B, are variable constants that can be obtained
from the fit, 8 and A are the universal critical parameters from the renormalization
group theory. [ is taken to be 0.325 [118] and A is taken to be 0.5[115]. Using
the optimization algorithm from Nelder and Mead, [119] the fit parameters can be
determined. We note that according to our previous study, |120| critical temperature
based on a Wegner fit usually results in a lower estimate value than that from the

surface tension fitting approach from Equation 2.19.

2.5 Vapor Pressure
In the system of liquid-vapor interface, vapor pressure is another important
property. Depending on which direction in the simulation box was defined as the

normal vector, the vapor pressure P,,, equals to Popq. [121, 122] If z direction is
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considered as the direction normal to the surface, then Py, — P,orma — Ps.. Similar
to the surface tension, the vapor pressure is also dependent on the temperature. Based
on the Antoine’s law, [123] vapor pressure can be related to the temperature from the

following equation:
B

T+C

where A, B, C are adjustable parameters can be determined from nonlinear fitting.

In(Pray) = A + (2.21)

Based on this equation, one can compute the critical pressure P, from the critical

temperature T..

2.6 Dipole Moment Profile

In a molecule, due to the differences in electronegativity of various of atoms and
the geometry of the molecule, there exist a separation of positive and negative charges
in the molecule. In this case, dipole moment p is define as the product between charge
q and separation of the positive charge and negative charge d. Here, q is a scalar
and d is a vector pointing from negative charge to positive charge. Therefore, p is
also a vector. Dipole moment is an important measurement of the electrostatic and
geometric property of the molecules. In the liquid-vapor interface system, the dipole
moment profile of the solvent molecules along the normal vector is usually considered.
The magnitude of the dipole moment of one molecule can be calculated by the following

equation:

w= \/(Z qiri)? + (Z Qi) + (Z qizi)? (2-22)

where i denotes an atomic site in the molecule. The direction of dipole moment can
also be useful as a measurement of the orientation of the molecule. In a liquid-vapor
interface system with z direction as the normal vector, usually the orientation of water
molecule can be estimated from 6, which is defined as the intersect angle between the
7 direction and the dipole moment vector in space. Furthermore, order parameter can

1
be defined based on 0 as P, =< cosf > and P, = 5 < (3cos?0 — 1) >. P, value close
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to zero indicates a random orientation with less order for the water molecules in the

system.

2.7 Interfacial Potential

Interfacial potential is another important property for the liquid-vapor interface
system as a reflection of a combination of orientation and electrostatic state. According
to previous study, [124, 125, 126, 127, 128, 129, 130, 131, 132, 133, 52| interfacial
potential can be determined by the double integration of the z component of charge

density along the surface normal as follows:

AD(2) = (=) — D(z0) = —% / K / T p(2) (2.23)

where z is the center of mass of the bulk region and p(z") is the z component of charge
density. The obtained interfacial potential can be further decomposed into two parts:
contributions from molecular dipole moment and from molecular quadrupole moment.

[134, 135, 136] The dipole moment density is defined as:
P.2) =< (2 = 2n) (D Gimzim) > (2.24)

where the indices m and i denote a molecule and an atom site within the molecule.
The dipole moment contribution then is computed via the integration of the dipole

moment density P.(z) over z direction:

[e.e]

Ady = 1 dzP,(z) (2.25)

€0 20

Further, the quadrupole moment density can be expressed as:
1
Qux(2) =< Y d(z— zm) (5 > Gimzt,) > (2.26)

In both the calculation of dipole moment density and quadrupole moment density, oxy-
gen atom in the water molecule was taken to be the molecular specific center z;,,. The
quadrupole contribution to the interfacial potential is calculated from the difference of

quadrupole denisity @.,(c0) and a reference value @, (0).

ADg = —%@zz(oo) —Q..(0) (2.27)
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2.8 Free Energy and Potential of Mean Force

Free energy is considered to be a critical quantity in thermodynamics since it
determines the equilibrium state of a system. For two defined states in the system, we
can consider one is the initial state and the other one is the final state. What we care
about is the free energy difference since it determines whether the change between these
two states is thermodynamically favorable or not. Based on the statistical mechanics,

the free energy difference between these two states can be expressed in the following:

1 Q na
AA = Aﬁnal - Ainitial - _B In Qi:itill

Qfina and Qinitial represent the partition function of final and initial state respectively.

(2.28)

This equation can be further simplified as:

1 Fhna
AA = Aﬁnal - Ainitial - _B In final

2.29
Pim'tial ( )

Prnal and Piiia1 represent the probability in the final and initial state. The logarithmic
relationship implies that probabilities of finding the system in different states may have
a tremendous difference due to the variation of free energy. Due to the limited time scale
in the computational simulation, sometimes it is rather difficult to sample the system
in some high free energy states. Several methods have been developed to overcome
this sampling issue and we will discuss them in the later. In molecular dynamics
simulation, sometimes we would like to have a detailed track of the free energy change
along a path from the initial state to the final state. In this case, a collective variable
of the system can be defined and varies along the path. The free energy involves in this
type of collective variable change along a certain path is called potential of mean force
(PMF). If we consider two particles are brought together from an infinite-separation,
dissociated state to the associated, contact state, PMF is associated with the reversible
work in this process. The connection between the PMF and free energy can be found
in early work by Kirkwood[137| as expressed in Equation 2.30. Recently, a refined

expression has been discussed by Wong et al as shown in Equation 2.31: [13§|

dA (&)
do

= —< Fg > (2.30)
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where V is the potential energy and g¢ is the generalized coordinate so the first term
represents the negative value of mean force exerted on the collective variable of interest
and integration of the mean force along the domain of the collective variable produce
the PMF. The second term is due to the volume scaling of the transformation from
Cartesian to generalized coordinates. The last term is considered as Leibnitzian con-
tribution, which accounts the interchange of integral and differential operators during
Jacobian transformation. In our current study, since the Cartesian representation of
collective variable is retained, the Jacobian and Leibniz terms vanish. For this case,
Equation 2.31 returns to Equation 2.30, so the thermodynamic free energy equals to
the PMF. Further, some sampling methods are discussed in order to overcome the free

energy barrier. We will discuss these methods in the following parts.

2.8.1 Adaptive Biasing Force

Adaptive Biasing Force (ABF) method is a way to enhance the sampling of
collective variable in the high free energy region in order to obtain the converged PMF
profile. [139, 140, 141, 142| In the ABF method, a biasing force opposing the actual
force arising from system components is periodically applied to the collective variable to
generate what is effectively a random walk along the collective variable (purely diffusive
dynamics). The ABF free energy gradient is estimated from the force (Fg,), which is
accumulated in small finite bins of width 0&,. [143, 144| The applied biasing force,
which is along the collective variable & to overcome free energy barriers, is calculated
as:

FABE =V, A (&) = — < Fyy >, (2.32)
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< Fey >¢, denotes the current average of F¢, along the collective variable. As the
estimate of the free energy derivative VA, is refined with more sampling over the

FABE applied will compensate the system

course of the simulation, the biasing force
force. As a result, no net force will act along the collective variable &, over time allowing
the whole system dynamics to be diffusive. Since we need a mean value of a property
(force) that depends on a continuous variable, we must integrate over the probability
density distribution function of the collective variable ((F¢(£)) = [ P(£)Fe(€)deE ).
This distribution is represented by the aggregate of configurations generated from the
MD simulation. To enhance sampling of the distribution of configurations where the
collective variable holds a particular value, the collective variable is restrained within
a certain narrow range (instead of its entire span). At the boundaries of the narrow

range of interest, relevant restraint potentials are introduced on the collective variable

in order to prevent it from moving outside of the desired range.

2.8.2 Umbrella Sampling

Umbrella sampling is another technique to improve the sampling of collective
variable in configuration space. The basic idea underlying this method is to modify
the potential function so that it can ensure the adequate sampling through the whole

configuration space as shown in the following equation:

Utotal(r) = Uunbiased (T) + Ubisaed (T) (233)

where Uynpiased () 18 the unbiased potential, Usyar(r) is the total potential after mod-
ification and Upjasea(7) is the biased potential. Usually, the biased potential is in the
following form:

Ubisaed(r) - ]{?(’f’ - TO)Q (234)

ro means the equilibrium state and k is the force constant. The choice of this force
constant should be appropriate such that it can overcome the free energy barrier and at

the same time the neighboring windows can have enough overlap of along the reaction

29



coordinate. From this protocol, the distribution of sampling configurations is non-
Boltzmann. Weighted histogram analysis method then is applied to obtain the unbiased

free energy profile. |145, 146|

2.9 Instantaneous Protein Interface and Interface Fluctuations

We discuss the protocol to construct liquid-vapor interface and protein-solvent
interfaces. It has been previously explored by Willard and Chandler [147| that one
could construct a coarse-grained solvent density field from the atomic coordinate in
individual snapshot. Then the interface related to the solvent is defined as a constant
density surface for the coarse-grained field in space. Specifically, in this work, we
are interested in the water-vapor interface and water-protein interface. Therefore,
water oxygen density field is constructed as follows: we set up a series of spatial grid
points and compute the corresponding coarse-grained densities at space-time point r,

t, represented as p(r,t) by Equation 2.35.
e, 1) = Y bl —r(0):6) (2.35)

where r;(t) is the ith water oxygen atom’s position in space and summation of each
water molecule’s density contribution in the whole space to this point yields the coarse-
grained density of the particular grid point. Each water molecule’s density contribution

is modeled as a Gaussian function in Equation 2.36.
O(r; &) = (2m%) " Pexp(—r?/26?) (2.36)

where r is the magnitude of r, ¢ is taken as 3.0 A, and d stands for dimensionality (3
in this case). The final d dimensional density field will be constructed by acquiring
each grid point’s density. Then the interface is determined as the (d — 1)-dimensional
manifold with a constant value c. In practice, some differences arise to construct the
liquid-vapor interface and liquid-protein interface in this work considering the shape
of the liquid-vapor interface is flatter while protein-water interface possesses some cur-

vature. Therefore, we select Cartesian coordinate system to construct the liquid-vapor
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interface and spherical coordinate system for protein-water interface. For the liquid-
vapor interface, coordinate (x,y,z) for each grid points in space is set up and the surface
is obtained as the manifold by setting p(x,y, 2) = ppur/2. That is, for a specific (x, y)
coordinate set in 3 dimensional space, it defines a line which is parallel to the 7 axis.
Along this line, if water density of one point satisfies condition p(x, y, 2) = ppur/2, then
this point is assigned to the interface. This instantaneous surface is denoted as (hy(z, y),
at time t). We can average these instantaneous surfaces to obtain the mean surface
(h(z,y)) and furthermore, subtracting the mean values from the h(x,y), we obtain
dhi(z,y) as surface height and the height fluctuations (dh%(z,y)). For protein-water
interface, grid points in space are defined by (7,0, ) and for a specific (6,¢) coordinate
set in the spherical system, it defines a radial vector. r is the radial distance of end
point of the radius vector from the origin (0,0,0); 6 is polar angle, which is defined
as intersection angle between the radius vector and the positive z vector; and ¢ is az-
imuthal angle defined by the positive x vector and orthogonal projection of the radius
vector on XY plane. The spherical coordinates (r, 0, ¢) of a point could be derived from
its Cartesian coordinates (x,y,z) by the following formulas: r = |r| = /22 + 2 + 22,
0 = arccos(%) and ¢ = arctan(%). Points are defined to belong to the interface if
p(ro,0,¢) = 0.6ppur. We use a different constant value ¢ here compared with liquid-
vapor interface case because this choice will result in a more unambiguous construction
of protein-solvent interface. We note that other parameters, £ and d remain the same
as in the case of the liquid-vapor interface. Correspondingly, instantaneous protein
interface can be expressed as (h(6,¢)), mean surface as (h(f,¢)), surface height as

dhi(0, ) and height fluctuation as (6h2(6, ¢)).
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Chapter 3

EVALUATION OF EFFECTIVE HYDROPHOBICITY AROUND
PROTEIN SURFACE AND IMPLICATIONS FOR BINDING PATCH
THROUGH HYDROPHOBIC EFFECTS

Reproduced with permission from

Di Cui, Shuching Ou, Sandeep Patel. “Protein-Spanning Water Networks and
Implications for Prediction of Protein-Protein Interactions Mediated through Hydropho-
bic Effects." Proteins: Structure, Function, and Bioinformatics. 2014,82 (12), 3312-
3326. Copyright (©) 2014, Wiley Periodicals Inc.

3.1 Introduction

It is generally accepted that water molecules play a crucial role for the stability
of structures, dynamics and functions of biomolecules, such as proteins. [148, 149, 150,
151] One key feature of water molecules surrounding biomolecules is the tendency to
connect and cluster with each other, forming branched networks arising from short-
ranged and directional hydrogen bonding interactions; the broad description of these
structures has enjoyed a rich history in the context of percolation theories in reduced
dimensions[152, 153, 154, 155, 156|. It’s been suggested that the continuous (dynamic)
formation, dissolution, and rearrangement of water networks around protein surfaces
is responsible for conformational transitions of the biomolecule. [157| The structures
of water networks are essentially determined by water-water interactions and water-
protein interactions. [154, 158] Due to the strong heterogeneity of protein surfaces in
terms of both topography (local, as well as global, geometry and shape) and chemical
composition, [15] the first hydration shell water molecules network arranges around the

protein in a non-uniform manner. Water network structure is accommodated near some
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regions while disfavored near other regions. Therefore, distribution of water molecules
is dependent on local environment defined by the combination of water and protein
residue density at a point in space in the vicinity of the protein/solvent interface. The
local environment is thus defined by a collection of protein residues. For instance,
a canonically-defined hydrophobic residue may represent a more or less hydrophobic
environment right in the vicinity of its spatial location due to perturbations from its
neighboring residues as discussed by Giombavtista et al[26] and others [27, 159]. These
arguments and observations lead to the perspective of effective hydrophobicity of a
protein surface residue, which warrants the view that the hydrophobicity of a group is
context-dependent and thus a reflection of multiple effects of surrounding moieties on
protein surfaces. [28|

Evaluating the effective hydrophobicity of protein surface regions is important
since various observations indicate a correlation between effective hydrophobic regions,
defined by groups of residues with high effective hydrophobicity, and binding patches
of proteins that are predominantly mediated by hydrophobic effects for the association.
[160, 161] Since a hydrophobic solute (generally of dimensions up to about 1 nanometer
in diameter) is often considered (due to a variety of physical rationalizations) incapable
of hydrogen bonding with water, water-water hydrogen bonds are reoriented along the
surface of hydrophobe in order to minimize disruption of the three-dimensional hydro-
gen bonded network of water molecules. This leads to a structured water cage around
the hydrophobe in the spirit of the classical Frank and Evans model.[8] The propensity
of water molecules to predominantly adopt a subset of configurations to maximize in-
teraction leads to significant loss of configurational entropy of water molecules. Such
unfavorable effects can be minimized if hydrophobe molecules aggregate. Upon aggre-
gation, water molecules surrounding the hydrophobic aggregate experience a loss in
hydrogen-bonding network interactions (increased orientational and translational free-
dom); concomitantly, the solvent-exposed surface area of such aggregates is smaller
than the sum of surface areas of individual solutes. This makes the entropic contribu-

tion less unfavorable and, hence, makes the free energy more favorable (though still not
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necessarily dictating a state with minimum free energy under the appropriate external
constraints). The hydrophobic effect is generally considered to be one of the driv-
ing forces for protein associations [162, 163, 91| as well as hydrophobic self-assembly
of micelles, lipids, and lipid bilayers. In such association, one can consider regions
of enhanced effective hydrophobicity associate under a mechanistic process described
above. From the perspective of individual protein residues, those located within re-
gions of higher effective hydrophobicity bear higher propensity to belong to binding
interface(s) of the protein, associating with effectively hydrophobic residues from other
proteins to avoid direct exposure in the aqueous medium. This is not to conclude
that protein-protein association is predicated solely on interactions between effectively
hydrophobic regions. The complexity of protein surfaces leads to multiple types of
interactions. These include hydrogen bonding, ion pairing, interactions mediated by
aromatic rings and the existence of these interactions may balance the ratio between
hydrophilic residues and hydrophobic residues on protein interfaces, [161, 164| espe-
cially for those weak-binding proteins.

The idea of effective hydrophobicity offers a further way to view association of
proteins in the weak binding limit. The description of weak-binding proteins is usually
based on protein-protein interaction strength with an equilibrium dissociation constant
Ky larger than 1 puM. The low-affinity nature of these proteins make them rapidly
assemble and disassemble within a protein network which is important for mediating
many cellular events. [165] It has been shown that the lower binding affinities for
these proteins correspond to some structural characteristics involving smaller and less
hydrophobic protein-protein interfaces. |166| These structural characteristics lessen the
hydrophobic effect so that unlike obligate proteins, which exist in the form of complexes
to avoid exposure of hydrophobic interfaces to solvent, single weak-binding proteins
would be stable on their own in vivo. A consequent question involves distinctions of
effective hydrophobic and hydrophilic regions on these protein interfaces and further
evaluation of hydrophobic effects in mediating weak protein-protein interactions. In

the present study, we will specifically focus on identification of effective hydrophobic
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regions for small, weak-binding proteins.

A straightforward approach to identifying effective hydrophobic protein surface
regions might exploit behaviors of first solvation shell water networks. Due to the
hydrophobic nature, water networks should display a more significant propensity to
form around the effective hydrophilic regions, while showing virtually no preference
for the effective hydrophobic regions. Godawat et al [36] monitored the water density
near the surfaces of fully solvated self-assembled monolayers (SAMs) with different
functional groups exposed in aqueous solution and found that water density shows a
poor distinction around hydrophobic head groups (-C'F3, -C'H3) and hydrophilic head
groups (-OH, -CON Hs). Alternatively, it has been suggested that differences arise
when considering the fluctuations of water density near the two regions. Enhanced
fluctuations, reflected by the broad probability distributions of water number density
are observed around effective hydrophobic surfaces compared with the bulk solution
and effective hydrophilic surfaces. |28, 34| Moreover, the enhanced density fluctuations
around hydrophobic surfaces could further be characterized by more compressible hy-
dration shells and increased cavity formation, [167, 168| indicating that the nature of
hydration shells around hydrophobic surfaces is softer and more flickering than that of
hydrophilic ones. This approach has been further explored recently by Patel et al [35],
who presented a more efficient method to estimate the cavity formation free energy to
characterize effective hydrophobicity of the protein hydrophobin-IT (HFBII). Further-
more, instead of considering water density fluctuation, Cui et al [169] distinguished the
effective hydrophobicity of three different regions of HFBII based on the protein-solvent
interface height fluctuations [169|. Although conceptually different from water density
fluctuations, these studies reflect the malleable nature of hydration water structure
around effective hydrophobic protein surfaces.

Another approach to map the effective hydrophobicity on protein surfaces is
taken by Acharya et al, [27] who performed simulations of HFBII protein in aqueous
solution with limited amounts of probe hydrophobic solutes and considered the local

number density of small probe solutes in the vicinity of different regions of the protein.
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Inspired by this, we propose a somewhat complementary, or “in like spirit”, protocol
to identify ostensibly hydrophobic interaction regions of a protein with known three-
dimensional structure, using local water number around solutes to scale the effective
hydrophobicity. Instead of using actual, physical hydrophobic entities, we use the
amount of water as probe, considering the distribution of water molecules around the
hydrated protein surface. In theory, there should be an existence of a critical hydration
level at which water network coverage will manifest a distinct variance around effective
hydrophobic groups and effective hydrophilic ones. In this sense, we could determine
the effective hydrophobicity around protein surfaces at this critical hydration level.
Thus, one objective of this work is to study a single hydrated protein with different
numbers of hydration water by computational simulation method so as to locate a
proper hydration level that would identify the effective hydrophobic region.

This study is organized as follows. In Section 3.2 we present the computational
details and selected proteins in this study. Our results are organized in Section 3.3,
starting with probing the effective hydrophobic regions of two representative proteins:
ubiquitin and HFBII and manifesting our whole approach; assessment of the protocol
with other proteins and comparison of our identified effective hydrophobic regions with
experimentally determined results are presented next. We finish with our conclusions

and general discussion in Section 3.4 for this chapter.

3.2 Materials and Method
3.2.1 Selection of Proteins

Several types of protein-protein interactions fall into the category of weak-
binding. Interactions between ubiquitin and ubiquitin-binding domains (UBDs), which
are critical downstream of the ubiquitylation event, are typically weak with K, around
10-500 p M. It has been extensively characterized so far that the interaction surfaces
on ubiquitin with UBDs involve a hydrophobic patch (residues L8-144-H68-V70). Mu-
tation of these key residues on ubiquitin [170] has suggested that these regions are

involved intimately in the binding interface. In light of this, we select this protein as a
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candidate to establish a protocol to identify this widely accepted effective hydrophobic
binding region. This protocol would further apply to its binding partners, UBDs with
diverse structures, including CUE domain, [171] UBA of DSK2, [172] GGA3 GAT do-
main, [173] and UBA of Human BMSC-Ubp [174]. Moreover, some proteins bearing
similarities in structure and sequence to ubiquitin, defined as ubiquitin-like proteins,
are also considered here. These proteins include Ubl-domain of HHR23A, [175] Ubl-
domain of HHR23B [176] and NEDDS8 [177]. Another kind of weak-binding protein
is Src-homology-3 domain(SH3), which is found in the context of proteins involved in
signaling pathways regulating several biological functions. [178] Several types of SH3
domain protein along with their binding partners are investigated in this study, in-
cluding Slal SH3-3 domain, [179] Nck-2 SH3 domain and its binding partner Pinch-1
LIM4 domain, [180] CIN85 SH3-3 domain, [181] Abl SH3 domain and its binding part-
ner Crk SH2 domain. |182] Histidine phosphocarrier protein (HPr) is a small protein
playing a vital role in the process of phosphoryl group transfer in phosphoenolpyruvate-
dependent sugar phosphotransferase system (PTS). This function is largely determined
by the fact HPr can form weak complexes with several enzymes in this process. There-
fore, HPr protein is also one of the candidates in the study. Finally, as a control study,
we consider to evaluate the effective hydrophobic region of an obligate protein HFBII
that is present as a dimer in solution. HFBII is a protein expressed by filamentous fungi
and is known for its ability to form a hydrophobic coating on the surface of an object
and it can self-assemble into a monolayer on hydrophobic/hydrophilic interfaces. [183]
These functions are mainly determined by the amphiphilic structural characterization.
On one side of the protein, there is a large hydrophobic patch that consists of residues
L7, V18, L19, L21, 122, V24, V54, V57, A58, A61, .62 and L63; other regions of the
protein surface are generally hydrophilic. These distinctive regions offering different
levels of effective hydrophobicity make HFBII an ideal protein for further testing of

our protocol.
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3.2.2 Simulation Details

Molecular dynamics simulations were performed with NAMD, version 2.9h3,|184,
185] using the CHARMM 22 all-atom force field (Chemistry at Harvard molecular me-
chanics) [186] with CMAP backbone torsion correction term.[187] Canonical ensemble
(NVT) simulations were performed using a cubic cell with a box size 100 A x 100
A x 100 A, and periodic boundary conditions were applied. Since we are interested
in small, weak-binding proteins (typically with numbers of amino acid residues less
than 150), even with the consideration of first two hydration layers, the diameters of
the hydrated proteins are no larger than 60 A Therefore, the box size we applied is
sufficient to avoid van der Waals (VDW) interactions from images. The initial struc-
tures of the proteins were obtained from Protein Data Bank [188] and prepared using
CHARMM-GUI. [189] A single protein was placed in the center of the box and to-
tally fixed during the simulation, surrounded by desired amounts of TIP3P model[190]
water molecules. The number of water molecules was chosen to cover the percolation
thresholds (further discussion below) of the proteins. Based on previous work from
Brovchenko et al [156] on the determination of the water percolation threshold around
a small globular protein, lysozyme, we test a range of solvating water numbers from
N, — 200 to 1000 to span across the percolation threshold of the proteins under study.
If the proteins are net charged, opposite charges are uniformly distributed among all
the atoms of proteins in order to make the system neutral during the simulation (for
example, the total charge on protein Cue2 was -5e, so we add a charge of +5e/780 ~
0.0064e to each atom of the Cue2 molecule); this is an adaptation of the protocol of
Brovchenko et al [156]. Constant temperature was maintained by Langevin bath at
300K, and the pressure was kept constant by Langevin pressure control at 1 atm. A
switching distance of 8 A, non-bonded real-space cutoff of 9 A and pairlist generation
distance of 10 A were used for the van der Waals interactions. The particle mesh Ewald
(PME) method was employed for the calculation of conditionally-convergent electro-
static interactions.[191] The number of grid points of PME in x dimension is 100, in y

dimension is 100, and in z dimension is 100 (as close to a 1A grid point separation as
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possible). The SHAKE algorithm [192| was used to constrain bond lengths involving
hydrogen atoms and an integration time step of 2 fs was used. The trajectories were
saved every 10 ps and the first 5ns was allowed for equilibration before a total of 50ns
production data were generated for proteins with each hydration level. One snapshot

of the simulation system in equilibrated state is shown in Figure 3.1A and B.
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Figure 3.1: (A) Representative snapshot of ubiquitin solvated by 600 water molecules
(B) Representative snapshot of ubiquitin solvated by 600 water molecules
(rotated by 180° of Panel A).
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3.3 Results
3.3.1 Water Networks around Ubiquitin

Previous reports indicate the existence of a minimum amount of hydration water
for proteins to perform their biological functions |193|, and this minimum amount of
water usually correlates with the hydration level for the formation of the spanning
water networks around protein surface. Inspired by this, we anticipate that the critical
hydration level around a single protein surface that best distinguishes the effective
hydrophobic and hydrophilic regions will also be related to the appearance of spanning
water networks. That is, the hydration level (number of waters) that gives rise to an
initial single, self-connected network of water molecules on the protein surface could
be used as a filter for separating the most effectively hydrophobic and hydrophilic
regions of the protein surface. That is to say, at the percolation threshold, where a
single large networked water cluster is formed on the protein surface, the network will
avoid effectively hydrophobic regions and cover effectively hydrophilic regions. Here
we are probing this percolation transition by increasing the number of hydration water
molecules; we are forcing a wetting of the protein surface. In a recent study, Patel
et al [194] explore hydrophobic interfaces of proteins in the context of their dewetting
behaviors upon external perturbing potentials. The authors suggest that effectively
hydrophobic regions of a protein, when involved in interactions with other partners,
will undergo dewetting. This is very similar to the percolation network avoiding the
effectively hydrophobic regions of a protein as we consider in this work. This spanning
water network could be further evaluated as the largest water cluster in the biological
system as shown in previous publications. [195, 196, 156| Here we consider the largest
water cluster within the first hydration shell of ubiquitin at different hydration levels
including N,, = 400, 500, 600, 700, 800 and 900. A water molecule belongs to the
first hydration shell if the distance between its oxygen and the nearest heavy atom of
the protein is < 5.0 A, which is based on the minima in the pair correlation functions
between the water oxygen and the heavy atoms of the protein as shown in Figure

3.2. A water cluster is defined by a continuous connection of water molecules by
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Figure 3.2: (A) Distribution of distance between water oxygen and the nearest heavy
atom of protein ubiquitin (B) Distribution of distance between water
oxygen and the nearest heavy atom of protein HFBII.

hydrogen-bonds. Two water molecules are defined as hydrogen-bonded by a combined
distance-energy criterion such that the distance between the oxygen atoms is < 3.5 A
and the water-water interaction energy is < -2.7 kcal/mol. [197| The size of the cluster
n, is considered to be the number of water molecules forming the cluster. [152] The
methodology employed here is based on the literature of percolation theory as applied
to aqueous networks [152].

An arrangement of water molecules belonging to the largest water cluster around
a single ubiquitin with N,, — 600 is shown in Figure 3.3A. We consider the probability
distribution P(.S,,4.) of the size of the largest water cluster S,q, in the system which

can be obtained from the evolution of S,,,, with simulation time as shown in Figure
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3.3B. P(S,4z) of single ubiquitin at various hydration levels is shown in Figure 3.3C-H.
Spanning and nonspanning largest clusters can be distinguished by considering that
the left-hand peak of the distribution profile (Panel C) corresponds to the largest non-
spanning water cluster, while the right-hand peak corresponds to the largest spanning
water cluster (Panel G and H). In the middle range of hydration levels, the distribution
profiles are bimodal; with increasing hydration levels from N,, = 500 to N,, = 700, the
height of the right peak outweighs that of the left, indicating a transition between
nonspanning to spanning water cluster, which is termed as the percolation transition.
[198, 195] With N,, = 500, the probability of the spanning water cluster reaches about
50%, which is considered as the lower boundary of the percolation threshold; with N,
— 700, the probability of the spanning water cluster becomes dominant with a marginal
peak for nonspanning cluster and a more pronounced peak for the spanning cluster,
which is considered as the upper boundary of the percolation threshold. To further
explore which hydration level is the critical one, we next consider the water density
distribution around single ubiquitin with hydration level N,, — 500, N,, — 600 and N,,
= 700 respectively. Our goal is to compare the hydration for the known effective hy-
drophobic region of this protein (reported as the hydrophobic binding patch involving
L8, 144, G47, H68 and V70) at these three hydration levels in order to connect the
P(Spaz) distribution profile with an optimized hydration level at which to evaluate the
effective hydrophobic region based on the water density distribution in the vicinity of

a particular region.

3.3.2 Surface Water Density around Ubiquitin

Having determined the percolation threshold, we next discuss our approach to
assess the water density in the local vicinity of a protein surface residue. We adopt
a residue-based approach to characterize the water density distribution around single
protein. First hydration shell water molecules are assigned to belong to the nearest
amino acid residue around them; the distance between a water molecule and one amino

acid is defined as the shortest separation between any of the heavy atoms of the residue
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(A) Arrangement of water molecules on the surface of ubiquitin solvated
by 600 water molecules. The water molecules that belong to the largest
cluster are colored in blue; those of all other water molecules in red
(B) Evolution of the largest water cluster size (C)-(H) Probability distri-
bution P(S,4:) for the largest cluster size Sy, of the water molecules
around ubiquitin protein surface at various hydration levels from N, =

400 to N, = 900.
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and the oxygen atom of the water. Despite this approach for assignment, the presence
of water molecules in a specific location in space is not solely affected by their nearest
amino acid residue. As we have mentioned in the Introduction, this is actually context
dependent and an effect resulting from all the possible interactions between a water
molecule and residues, including the nearby residues and neighboring water molecules.
The reason we adopt this residue-based assignment is that it allows us to compare our
identified effective hydrophobic region with the literature reported hydrophobic binding
patches of the proteins, which is usually based on the unit of residue. For each amino
acid residue on protein surface, the surface area exposed to the solvent is dissimilar,
leading to a natural bias in the number of hydration waters. To account for this, we
define a surface water density to describe the hydration level around individual amino

acid residues using the following relation:

< Ny >
Ngepy = ———— 3.1
d Ssasa ( )

where Ny, is the surface water density, < N, > is the average number of water
molecules around each residue and Sg,s, is the solvent accessible surface area (SASA) of
the residue, which is defined by Lee and Richards to measure the surface area of protein
residues accessible by the solvent molecules within a specific radius of a probe molecule
[199, 200]. Using CHARMM, the SASA for each residue was obtained by analyzing the
initial structure of protein molecule using the “COOR SURFACE” module with a probe
radius of 1.4 A. Surface water density around each amino acid residue of ubiquitin is
shown as a bar graph in Figure 3.4. Since we are interested in the location of effec-
tive hydrophobic region exposed on protein surface, we do not consider those residues
buried inside of the protein with little to no SASA. In this sense, we only consider the
residues with SASA larger than 20 A2, We note such a criterion could essentially give
a similar selection of the exposed residues based on other online servers. [201] We note
that this approach will lead to variations of the computed SASA for the same residue
depending on the local environment of the residue; in our opinion, this is necessary as

well for incorporating local effects. For these residues, a more straightforward way to
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display the surface water density is to map this information around the three dimen-
sional structure of the protein. Figure 3.5 qualitatively displays a colored map of the
surface water density around different residues of the protein ubiquitin embedded in
an aqueous medium with N,, — 600. Red colour depicts regions with low-hydration
levels; while blue colour represents regions with high-hydration levels. Obviously, near
the C-terminal there is a patch that is composed of low-hydrated residues, which is
the effective hydrophobic region we seek; except for this area, other regions around the
protein surface manifest a middle to high level of hydration. Considering the structural
continuity of patches on the protein surface, a mathematically rigorous way to outline
this region should be based on the cluster analysis of low-hydrated residues, defined
by the residues with a surface water density less than 50 x 1073 A=2. Based on the
positions of centers of mass of these selected residues on protein surface, single-linkage
clustering [202| is applied to identify their clustering (grouping) information. We turn
to the clustering analysis next. Regarding the outlined protocol, we note that the
choice of density is a free parameter, and can be selected on a by-protein basis. In
this work, however, we use the same value of the threshold water density throughout.
Furthermore, this value may depend on the molecular mechanics force fields used to
describe both water and protein, and this should be kept in mind upon application of

such a protocol.

3.3.3 Cluster Analysis to Identify the Effective Hydrophobic Interface

In this section, we discuss our approach for clustering residues with similar asso-
ciated water densities, with the clustering being determined by a chosen level (distance)
of spatial proximity (separation of residues). We use single linkage clustering|202], a
simple, direct method, but appropriate for our purposes. For single-linkage clustering,
each element (each residue associated with the threshold water density) to be assigned
to a cluster is initially considered as a cluster of its own. Thus initially, the distance
between two clusters is defined as the minimum separation between two elements (one

in each cluster) in each amino acid residue with selected threshold water density. The
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Figure 3.4: Surface area water density around each amino acid residue of ubiquitin
protein at hydration level of N, — 600.
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Figure 3.5: Water density map around ubiquitin with N,, = 600. (A) and (B) rep-
resent two side of the protein respectively with a rotation of 180 °. Red
colour indicates a lower water density; blue colour indicates a higher

water density.

48



grouping of amino acid residues into clusters proceeds by defining a separation cutoff
(minimum separation between elements of each cluster determined up to this point).
With increasing separation cutoff, two existing clusters would merge into a larger one if
the distance between these two clusters is less than the cutoff. Finally, all elements are
classified into one single cluster as the cutoff becomes sufficiently large to encompass
all elements. The clustering result can be visualized as a dendrogram shown in Figure
3.6. The X axis displays the sequence of amino acid residues and the Y axis depicts the
cutoff separation distances used to assign elements into a single cluster. With a specific
separation cutoff, the corresponding point on Y axis is located. A line that passes this
point and is parallel to the X axis can be drawn and the number of intersection points
between this line and the dendrogram corresponds to the number of clusters under
this cutoff. The amino acid residues in the cluster correspond to those whose verti-
cal line projections intersect the horizontal line representing the separation cutoff. As
mentioned before, we would like to compare the identified effective hydrophobic region
of this protein at different hydration levels around the percolation threshold including
N, = 500, N, = 600 and N, = 700. Figures 3.6A, B and C depict the clustering
of low-hydrated residues of ubiquitin under these three hydration levels respectively.
Based on the previous study, a cutoff distance of 8.0 A was applied to define elements
in space as a cluster.|30] At the hydration level of N,, = 500 (Figure 3.6A), residues
F4, L73, V70, L71, G47, 144, H68, L8, K6, T9 and G10 can be considered to form a
large patch, which is further represented in Figure 3.7A; at N,, — 600 (Figure 3.6B),
residues G47, 144, H68, V70, L8, T9 and G10 constitute the hydrophobic cluster shown
in Figure 3.7B; at N,, = 700 (Figure 3.6C), the cluster reduces its size to only contain
three elements: L8, T9 and V70, as in Figure 3.7C. Figure 3.7D shows the literature
reported hydrophobic interaction interface of ubiquitin including L8, 144, G47, H68
and V70. With N, = 600, the identified effective hydrophobic region matches best
with these residues. Therefore, N,, = 600 is the critical hydration level to distinguish
the effective hydrophobic and hydrophilic region. At N, — 500, low hydration level

will limit the formation of a spanning water network that essentially could cover all
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the hydrophilic regions around protein surface, so some of the hydrophilic residues that
are close to the effective hydrophobic region are exposed on protein surface with lower
water density leading to a false positive in the estimation of the effective hydropho-
bic region; at N, — 700, water molecules will cover all the hydrophilic region, with
the extra being retained around the effective hydrophobic region, leading to a false
negative in the estimation of effective hydrophobic region. We notice that N,, = 600
corresponds to the hydration level in the middle of the percolation transition, where
the probability of the largest spanning water cluster just outweighs that of the non-
spanning cluster, as shown in Figure 3.3E. Besides using the probability distributions
P(Spaz) for the largest cluster size S,,,, around specific protein, another way to locate
the percolation threshold is based on the probability distribution ng of clusters with
various size S. It has been reported at the percolation threshold, ng and size S obey
a power law ng ~ S™7, with the exponent termed as Fisher exponent. At percolation
threshold, the Fisher exponent corresponds to a specific value for an infinite system in
theory. Depending on the dimensionality, this value is 187/91 for a 2d infinite system
and 2.18 for a 3d infinite system. [198] Around the real biomolecules, the H-bond based
formation of the water cluster is finite. This value is sensitive to the parameters to
define the water clusters. In this case, it is the H-bond criteria with distance criterion
R, representing the oxygen-oxygen distance and energy criterion U, representing the
water-water pair interaction energy. |[195| Therefore, the specific Fisher exponent value
to judge the percolation transition is ambiguous. In another approach, we judge the
threshold based on the convergence of the Fisher exponent at various hydration levels.
The identical representative protein ubiquitin was applied here. In the Figure 3.8, it
displays the probability distribution ng of clusters with size S around the protein at
hydration levels ranging from N,, — 400 to N,, — 800 (Panel A to Panel E), with both
S and ng using log scale. The Fisher exponent at each hydration level can be obtained
by fitting the distribution plot with S ranging from 0.5 to 1.5, corresponding to the
linear region of the distribution profile. The fitting Fisher exponent of various hydra-

tion level is shown in Figure 3.8F. Apparently, a plateau region occurs starting from
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hydration level N,, — 600, corresponding to the percolation threshold. This judgment
of location of percolation threshold is consistent with the approach from distribution of
largest water clusters in the system. Furthermore, the sampling interval between two
successive hydration levels around a single protein surface is 100 water molecules in
our current approach. To verify whether this resolution is sufficient to capture suitable
hydration levels to distinguish the effective hydrophobic regions, we test the clustering
of low-hydrated residues with more closely-spaced hydration levels between N, — 600
and N,, — 700, including N,, — 620, N,, — 640, N,, — 660 and N,, — 680 in Figure 3.9.
The outcomes suggest that the identified low-hydrated patches on protein surface at
N,, = 620 and N,, = 640 are identical to the case of N,, = 600; while at N,, = 660 and
N, — 680, it is close to the result from N, — 700. Therefore, under detailed hydration
conditions, the identified effective hydrophobic clusters remain the same as the ones

from our initial choice of hydration level for this test system.

3.3.4 Another Example: HFBII

As a further verification of the approach to identify effective hydrophobic inter-
faces originally developed from ubiquitin, we consider another example, the protein HF-
BII, which has served as a typical protein to characterize the effective hydrophobicity|27,
35|. Considering first the analysis of water networks, Figure 3.10 displays the probabil-
ity distributions of the largest water cluster around HFBII at various hydration levels
ranging from N, — 400 to N, — 900. The hydration level of N,, — 500, exhibits the
dominance of the spanning cluster in the system. Therefore, we consider N,, = 500 as
the critical hydration level to locate the effective hydrophobic patch for HFBII. Under
this hydration level, the dendrogram of low-hydrated residues and surface water density
map around the protein surface are shown in Figure 3.11 and 3.12. In the independent
work of Patel et al. the authors show the hydrophobicity map of the identical protein
HFBII in Figure 4 of that work [35]. Interestingly, both results indicate the existence
of two effective hydrophobic regions around protein surface. In the present case, the

larger one consists of residues L7, P8, T16, V18, L19, L21, 122, V24, A61, L62 and
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Figure 3.6: (A) Cluster analysis of low-hydrated residues of ubiquitin with N, =
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— 700.
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Figure 3.7: (A) Representative of the cluster of low-hydrated residues of ubiquitin
with N, = 500 (B) Representative of the cluster of low-hydrated residues
of ubiquitin with N, — 600 (C) Representative of the cluster of low-
hydrated residues of ubiquitin with V,, — 700 (D) Representative of the
reported binding patch for ubiquitin. In all cases, the residues involved
are shown in blue colour.
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L63 (red in Figure 3.12A), corresponding to the binding residues of this protein when
it binds to other hydrophobic surfaces; the smaller one consists of residues T35, A37,
138, A41, A44 and S45, located at the other side of the protein (red in Figure 3.12B).

We pause here to further address minor aspects related to our algorithm here.
To distinguish effective hydrophobic regions from hydrophilic ones in a most straight-
forward way, we choose the surface water density. In a previous study, it has been
shown that around a fully hydrated surface, the water density itself will give a poor
distinction. Instead, the fluctuation of the density could be a more relevant property.
However, we are dealing here with a partially solvated surface with limited amounts

of water in the system. Unlike previous studies with fully hydrated systems, water
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Figure 3.12: Water density map around HFBII with N,, = 500. (A) and (B) represent,
two side of the protein respectively with a rotation of 180 °. Red colour
indicates a lower water density; blue colour indicates a higher water
density:.
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in our system should be able to arrange between hydrophobic and hydrophilic protein
surface regions; there is no constraint that water density be equivalent at all positions
along the protein surface. Based on this, we simply utilize the surface water density
to map effective hydrophobicity. For a further connection with previous work, we also
consider the fluctuation of water number around each residue on protein surface which
is defined in the following equation.

< N,22>— <N, >?
< N, >2

Ny = (3.2)

where Ny, is the normalized fluctuation of number of water around certain residues;
< N, > is the average number of water molecules as we previous defined. A map
reflecting the fluctuation of number of water around ubiquitin surface at critical hy-
dration level N,, = 600 is shown in Figure 3.13 with regions showing higher fluctuation
colored as red and regions showing lower fluctuation colored as blue. Qualitatively, the
hydrophobicity maps from our two approaches matched with each other, with lower
surface water density region manifesting larger density fluctuation, which could be
considered as effective hydrophobic region. For ubiquitin, this region includes L8, T9,
G10, 144, G47, H68 and V70. A detailed comparison of the prediction results between
these two approaches for more proteins can be found in Table 3.1. Due to the consis-
tency of the results, in the following section, where we compare our predicted effective
hydrophobic residues with the experimentally determined binding patches, only results

based on the surface water density are listed.

3.3.5 Applications to Other Proteins

Next, we consider other proteins by identifying the effective hydrophobic patches
and evaluating the hydrophobic effect in mediating their associations with other pro-
teins. The proteins we probe in this paper are listed in the Selection of Proteins section.
We note that such selection has considered some of the structural characteristics of
these proteins. These proteins are all globular proteins small in size, with numbers of

amino acid residues ranging from 60 to 150 and with nominal radius of gyration around

29



Protein
Ubiquitin

HEBII

CUE domain

UBA of DSK2

GGA3 GAT domain

UBA of Human BMSC-Ubp
Ubl-domain of HHR23A
Ubl-domain of HHR23B
NEDDS

Pinch-1 LIM4 domain

Slal SH3-3 domain

Nck-2 SH3 domain
CIN&5 SH3-3 domain

Crk SH2 domain

Abl SH3 domain
HPR

Based on surface water density
L8, T9, G10, 144, G47,

H68, V70
L7,P8,T16,V18,L19,
L21,122,V24,060,A61,
L62,1.63

115, M19, P21, L41

M342, G343, F344, F345,Q362,
L365,1369,N370,G371
F263,5267,1L276,1280,(281

M76,G77.178,Q79,Q96,

L99 F103, A104,P108
L10,Q11,Q12,149,G52,
V73,M75
L8,Q10,147,A49,G50,K51,
K67,N68,F69,V71,M73

L8, T9, 144, G47, V70, L73
1192, R197, P199
Y362,F364,P406,Q408,F409

L203,Y204,V253
1275,F276,Y278,1302,V304,
P319,K324
P67,P69,P70,VT71,P72,
P73, P75,A76,Q77,P78,
P79,P80,G81,V82

V67, 1L69, Y70, Y115
F48, Q51, T52

Based on fluctuation

L8, T9, G10, 144, G47
H68, V70, L.71

G6, L7, P8, T16, V18,
L21,122,V24,060,A61,
L62

115, M19, N37, L39, L41,
L47

M342, G343, F344, F345,
L365, L369, G371

F263, T269, L276, G277,
L280

M76, G77, 178, Q96,
L99, L101, F103, A104
149, Y50, G52, V73, MT75

147, A49, G50, N68,

F69, V71, M73

L8, 144, G47, H68

1192, P199

Y362, F364, L404, P406,
F409

L203, Y204, V253

1275, F276, Y278, P319

P67, P69, P70, P72,
P73, P75,A76, Q77,
P78, P79, P80, G81
V67, L69, Y70, V119
147, F48

Table 3.1: Comparison of identified effective hydrophobic regions based on surface
water density and based on water number fluctuation.
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Figure 3.13: Map based on the fluctuation of number of water around ubiquitin
surface at critical hydration level.
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10 A to 15 A. These considerations in shape and size are necessary since it has been
pointed out that there is an increase of hydration water density around small solutes
compared with larger ones. [203] In light of this, the proteins we investigated are all
comparable in size with ubiquitin to allow us to use the same criteria to define the
low-hydrated residues. For some of the proteins we studied, the main globular struc-
tures have elongated tails at terminal regions, such as Ubl-domain of HHR23B, which
has a long tail at C-terminal end that is composed of ten residues. The wire-like shape
leads to poor solvation of the tail. These regions should not be considered as effective
hydrophobic interface for the protein. A further test of this involves the remove of the
tail for the initial structure to identify effective hydrophobic region. In Figure 3.14,
we compare the water density map for the protein at the identical hydration level N,,
= 600 with and without the long tails. In both cases, the same effective hydrophobic
patch was identified.

Following our protocol, we first consider the largest water cluster distribution at
various hydration levels for each protein, selecting the hydration levels corresponding to
the case of just formation of the spanning cluster in the system. In Table 3.2, it displays
the critical hydration levels to locate effective hydrophobic interfaces. Under these
hydration levels, the effective hydrophobic regions were identified based on selection
of low-hydrated and surface-exposed residues and further clustering them in space.
The corresponding dendrogram for each protein is shown in Figure A.1-A.14 in the
Appendix A. The summarized results for the elements of effective hydrophobic patch
for each protein along with the literature reported residues that are responsible for
the hydrophobic association of the protein are listed in Table 3.3. Here, we emphasize
that hydrophobic interaction may serve as a key contribution for these proteins to bind
with others, but it is not the sole contributor. Therefore, the listed reference residues
involved in hydrophobic association in the third column may not cover all binding sites

for the proteins. For example, for the interactions between ubiquitin and ubiquitin
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Figure 3.14: (A) Water density map around protein Ubl-domain of HHR23B at crit-
ical hydration level N,, — 600 with long tail around C-terminal (B)
Water density map around protein Ubl-domain of HHR23B at critical
hydration level N,, = 600 without long tail around C-terminal.
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Protein Critical hydration levels

Ubiquitin 600
HFBII 500
CUE domain 500
UBA of DSK2 400
GGA3 GAT domain 700
UBA of Human BMSC-Ubp 300
Ubl-domain of HHR23A 600
Ubl-domain of HHR23B 600
NEDDS 600
Pinch-1 LIM4 domain 500
Slal SH3-3 domain 500
Nck-2 SH3 domain 600
CIN85 SH3-3 domain 500
Crk SH2 domain 600
Abl SH3 domain 400
HPR 500

Table 3.2: Critical hydration level to identify effective hydrophobic regions for each
protein.

interaction motifs (UIM), besides the hydrophobic interactions mediated by L8-144-
H68-VT70 patches, residues ARG42, ARG72 and ARG74 involve extensive hydrogen-
bonded interactions with some of the GLU resides of UIM. [170, 204| Also, residues
GLU233 and ASN250 from Nck-2 SH3 domain are responsible for the hydrophilic
interactions with Pinch-1 LIM4 domain. |180] These residues were not included in the
reference column for the comparison of effective hydrophobic regions. Besides, it has
been previously discussed by Winget et al [205] using ubiquitin as an example that
protein-protein recognition is a complicated issue involving specific interactions with
different binding partners. However, it has also been noted that although there exist
distinct binding sites, a single protein actually possesses some conserved binding site
motifs that are repeatedly used with different binding partners. |206] The reference
binding locations we present in the table are based on these common motifs, considered

as key residues.
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Protein
Ubiquitin
CUE domain
UBA of DSK2

GGA3 GAT domain
UBA of Human BMSC-Ubp

Ubl-domain of HHR23A
Ubl-domain of HHR23B

NEDDS

Pinch-1 LIM4 domain
Slal SH3-3 domain
Nck-2 SH3 domain
CIN85 SH3-3 domain

Crk SH2 domain
Abl SH3 domain

HPR
HEFBII

Identified patches
L8,T9,G10,144,G47,H68,V70
115 M19,P21,1L41
M342,G343,F344.F345,Q362,
L365,L369,N370,G371
F263,5267,1.276,1.280,0281

M76,G77,178,Q79.Q96,1.99.F103,

A104,P108
£10,Q11,Q12,149,G52,
V73,M75
L8,Q10,147,A49,G50,K51,K67,
N68,F69,V71,M73
L8,T9,144,G47,V70,L73
1192, R197,P199
Y362,F364,P406,Q408,F409
L203,Y204,V253
1275,F276,Y278,1302,V304,
P319,K324

P67,P69,P70,V71,P72,P73 P75,

A76,Q77,P78,P79,P80,G81,V82
V67, L69,Y70,Y115
F48,Q51,T52
L7,P8,T16,V18,L19,L21,
122,V24,Q60,A61,L62,L63

Reported patches
L.8,144,G47,H68,V70|170|
115,M19,P21,1.39,143,1.47[171]
D341,M342,F344,V361,362,
L.365,1.369[172]
F263,A266,1.276,1.280[173]
M76,178,1.99|174|

L10,Q11,Q12,K47,149,A51 K53,
154,V73,M75,T77, K78[175]
L8,147,V71,M73|176|

1.8,144,V70[177]
1192,R197,R198,P199[180)
Y362,1'364,W391,P406,F409[17¢
1.203,V253,V254|180)
F276,W306,P319,F322|181]

P67,P69,VT71,P72,P75[182]

Y70,F72,W99,W110,Y115[182)
T16,R17,L47,F48,Q51[207
V18,119,1.21,122,V24,A61,L62,
1.63[183]

Table 3.3: Identified effective hydrophobic patches for various kinds of proteins.
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For some of the proteins, more than one hydrophobic patch around single pro-
tein surface were identified, such as in the case of HFBII as previously discussed, UBA
of Human BMSC-Ubp (Figure A.4 in the Appendix A) and Crk SH2 domain (Figure
A.12 in the Appendix A). Considering the sizes of the proteins we investigated, usually
there is only a single hydrophobic interfacial region involved in protein-protein associ-
ation. Therefore, only the components from the largest hydrophobic cluster are listed
here to compare with experimental results. Those identified residues that match the
ones belonging to the hydrophobic binding patch are presented in bold-face type in the
Table 3.3. Taking into account the types of residues that were identified as elements
of effective hydrophobic region, most of the residues belong to the strong hydrophobic
residues (LEU, ILE, VAL, ALA) defined by Kyte-Doolittle hydropathy values. How-
ever, a small portion of residues that are traditionally classified as hydrophilic residues
based on Kyte-Doolittle hydropathy scale, such as R197, P199 in Pinch-1 LIM4 do-
main and Q11, Q12 in Ubl-domain of HHR23A, are detected as effective hydrophobic
residues, which reflects the key point about the importance of considering the local
context of a residue into account in evaluating its hydrophobicity.

For further assessment of the identification results, we consider the accuracy

and coverage of our predictions. We use metrics presented by Zhou et al[1].

TP

_r 33

Cov i ( )
TP

Ao — 11 4

“TTpyFp (3.4)

where Cov is the coverage; Acc is the accuracy; TP is the number of true predictions
based on our approach; RI is the number of real residues involved in the hydrophobic
association according to the literature, which is the reference; FP is the number of false
positives in the prediction. Table 3.4 presents these results for various proteins. Over-
all, our identified effective hydrophobic regions match with the key reported binding
residues of these proteins involved in hydrophobically-mediated associations, with an

average coverage around 75%. For the generation of the false positives, like residues
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K6, T9 and GG10 in ubiquitin and residues P8, T16 and Q60 in HF'BII, we attribute this
to neighbor effects. These residues usually appear around the key hydrophobic binding
patches so the water densities around them are largely affected by the hydrophobic
local environment nearby. As a result, they were considered as a part of effective hy-
drophobic patches. A possible solution to reduce these false positive predictions may
introduce a polarizable force field to better distinguish water densities around these
residues and the effective hydrophobic residues in future work. Less false negatives are
generated in our prediction as indicated by the high coverage, which may be related
to the fact that we have already reduced our target area to the effective hydrophobic
binding regions.

Another comparison may involve our binding prediction and prediction from
servers online, which are usually based on bioinformatics information like protein se-
quence conservation, secondary structures, solvent accessibility and so on. [1| Here,
we acknowledge the power of these well developed servers providing information of all
the possible binding sites for the proteins without any biases in emphasizing the key
spots, which displays a high coverage and low accuracy in prediction of the residues
involved in the hydrophobic association as shown in Figure 3.15. In contrast, our ap-
proach possesses the advantage to pick out the conserved effective hydrophobic binding
sites which is essential in mediating protein-protein association driven by hydrophobic
effects. The increase in coverage is not at the expense of large sacrifice of accuracy
as shown in Figure 3.15. Compared with other web servers, our method is sufficiently
robust to select the possible key hydrophobic binding sites with little interference from
the false positives, which suggests that the piece of effective hydrophobicity informa-
tion of residues around protein surface may need to be accounted for in the future

development of more advanced binding interface prediction algorithms.

3.4 Summary
We presented a method that exploits water network percolation behavior in the

first solvation shell of small proteins in order to predict clusters of residues potentially
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Proteins

Ubiquitin

CUE domain

UBA of DSK2

GGA3 GAT domain
UBA of Human BMSC-Ubp
Ubl-domain of HHR23A
Ubl-domain of HHR23B
NEDDS

Pinch-1 LIM4 domain
Slal SH3-3 domain
Nck-2 SH3 domain
CIN85 SH3-3 domain
Crk SH2 domain

Abl SH3 domain

HPR

HFBII

Coverage(%)
100
20
72
75
100
20
100
100
75
80
67
20
100
40
40
100

Accuracy (%)
72
75
26
60
33
86
36
20
100
80
67
29
36
50
67
67

Table 3.4: Coverage and accuracy of various approaches of predictions. Based on the
reference, |1] the coverage is defined as Cov = TP/RI and the accuracy
is defined as Acc = TP/(TP+FP). TP is the number of true prediction;
RI is the number of real residues involving in the hydrophobic association
according to the literature; FP is the number of false positives in the

prediction.
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Figure 3.15: Prediction coverage vs prediction accuracy of different approaches.
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involved in binding interactions with other proteins. The binding interfaces we focus
on rely in some part to hydrophobic characteristics of the residues involved. The
novel idea here is that we consider hydrophobicity of a particular residue not solely
based on its lone properties, but rather based on an analysis that includes the local
chemical context of the residue. That is, we consider an effective hydrophobicity of
a residue that is dictated by the character of neighboring residues as well as local
water. Though simplistic in principle and spirit, this method is able to predict with
significant accuracy and coverage the binding interaction residues for a series of small
proteins. The results of our work are consistent with previous studies that consider
water density fluctuation based approaches for characterizing local hydrophobicity of
protein surface regions. Furthermore, a central component of the algorithm presented
is a critical percolation threshold of solvent of the first hydration shell of the model
proteins selected for this work. This phenomenon connects with recent molecular
simulations suggesting that biological molecules and molecularly hydrophobic interfaces
exist in thermodynamic states on the border of dewetting transitions. These states are
sensitive to perturbations (chemical, environmental) which can modulate and/or fine
tune the nature of interactions of these interfaces with other interfaces or molecules
in order to effect or inhibit biological function [194]. Taken together, the composite
picture is one suggesting the importance of accounting for local chemical environment
when characterizing the hydrophobicity of residues in conjunction with solvent density
fluctuations in the vicinity of hydrophobic regions giving rise to tunable propensities
for wetting and dewetting these critical biochemical interfaces.

Using ubiquitin as an example, we developed a protocol to identify the effective
hydrophobic interface by first determining the critical hydration level at which percola-
tion transition of the water network occurs. The approach is adapted from percolation
theory, and we have isolated a protocol which determines the percolation threshold by
finding a hydration level where a unimodal distribution of the probability of largest

cluster transitions (biased to small cluster sizes) to a bimodal distribution. This point,
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the percolation threshold, gives rise to a networked, spanning water cluster which ef-
fectively seeks less hydrophobic regions of the protein surface in order to maximize
favorable interactions. The differences in water density around particular residues can
then be used to cluster the residues based on a cutoff value of density in order to clus-
ter residues which are putatively hydrophobic. Using this approach we have studied
the proteins UBDs, ubiquitin-like proteins, SH3 domain. We have also compared our
predictions of binding patch residues to those from automated servers (SPPIDER, In-
terproSurf and meta-PPISP). We find that the current method is competitive in terms
of the average accuracy 60% and the average coverage 75% across the series of proteins

studied.
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Chapter 4

ION-SPECIFICITY AROUND EFFECTIVE HYDROPHOBIC
REGIONS OF PROTEIN SURFACE

Reproduced with permission from

Di Cui, Shuching Ou, Eric Peters, Sandeep Patel. “lon-Specific Induced Fluc-
tuations and Free Energetics of Aqueous Protein Hydrophobic Interfaces: Towards
Connecting to Specific-lon Behaviors at Aqueous Liquid-Vapor Interfaces." Journal of
Physical Chemistry B. 2014,118 (17), 4490-4504. Copyright © 2014, American Chem-

ical Society

4.1 Introduction

The fundamental nature of interactions between ions, co-solutes, and proteins
in aqueous solutions continues to garner attention |37, 38, 39| due to its importance
in understanding protein denaturation, folding, protein-protein interactions to name a
few examples. In the context of protein denaturation, Hofmeister effects or ion-specific
effects, related to the modulation of surface tension and protein solubility by additive
salts that influence the strength of direct and water-mediated interactions in solution
have been intensely explored with the ultimate aim of extracting basic physical in-
sights into the above mentioned processes[40, 41, 42, 43]. At the heart of specific-ion
effects as related to protein denaturation is the molecularly-resolved interface between
protein and aqueous solution; moreover, the nature of the differences in behavior of
cations/anions at such interfaces (including both liquid-vapor interfaces and liquid-
solute interfaces) weighs heavily on the interpretation and definition of these processes.
Now amassed is a vast literature that discusses specific-ion effects as embodied in differ-

ential stabilities of halide ions at liquid-vapor interfaces [45, 46, 47, 48, 49, 50, 51, 52.
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It has been widely shown that larger halide ions such as I~ and Br™ tend to bind to
liquid-vapor interfaces more strongly and with lower transfer free energies than smaller,
more charge-dense, and more strongly-hydrated CI~ and F~ anions. The microscopic
origins and molecular mechanisms of these behaviors are concerned with several fac-
tors ranging from ion size, ion polarizability and ion hydration properties to solvent
polarizability.[53] Recent studies [55, 56, 57| have begun to consider differential per-
turbations of liquid-vapor interface fluctuations by different anions. Ou et al studied
ion-specific effects at the aqueous liquid-vapor interface by exploring ion-induced in-
terfacial fluctuations in the case of two chemically distinct anions CI™ and 17, which
represent, the neutral and chaotropic positions in the Hofmeister series, on distant
liquid-vapor interface. [56, 57| They observed that the more surface stable I~ anion (as
observed elsewhere [208, 51, 50, 55|) induces larger interfacial fluctuations compared
to the non-surface active species Cl7, thus demonstrating a strong correlation with
induced interfacial fluctuations and anion surface stability as observed from molecu-
lar simulations. The authors trace these differences in induced interfacial fluctuations
by CI~ and I~ to the nature of the hydration environment around the anions; water
molecules in the hydration shells of I7 are shown to be more dynamic and less per-
sistent compared to those in proximity to C1=. When approaching the liquid-vapor
interface, coupling of local solvent around anions with solvent further away and near
an interface leads to different perturbations of the interface by the two anions, and
thus different contributions to interface height fluctuations, and ultimately surface
stability via contributions from interfacial entropy arising from surface fluctuations
correlations|55, 57, 56|.

This ion-specific effect is not necessarily restricted to the liquid-vapor interface;
one might consider how the perturbation-inducing properties of the two anions may
play out generally in the vicinity of hydrophobic interfaces. Heyda et al.|59| examined
systems of N-methylacetamide (NMA) in the presence of monovalent cations and anions
in water. The larger anions, I~ and Br~, demonstrated preferential spatial correlation

with the hydrophobic methyl group, which supports earlier experiments addressing the
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importance of the nonpolar methyl groups for the halide ion-NMA interactions. [209]
Horinek et al. investigated the potential of mean force (PMF) for Na®, Cl~, Br~ and
[~ to transfer from bulk aqueous solution to a hydrophobic self-assembled monolayer-
water interface in an infinite dilution. [210] Similarly, soft polarizable monovalent
anions(I™ and Br™) prefer to accumulate around the hydrophobic interface. In another
contribution, Lund et al. probed the distribution of F~ and I~ around a spherical
macromolecule. [60] They found that when the nanosphere is uncharged and considered
as a hydrophobic particle, F~ ions are repelled while I~ ions are weakly attracted to
it. In a recent molecular simulation study, Friedman et al |211] analyzed extensive
molecular dynamics simulations of three proteins in aqueous salt solutions. The authors
concluded that binding of cations and anions to protein surfaces is heterogeneous,
with the same amino residue demonstrating a wide range of binding probability to a
particular ion. This heterogeneity stems from the heterogeneous environments found
on protein surfaces. As pointed out by Giovambattista et al[26] and others [27, 159],
the local environment of any given amino acid residue is largely perturbed and defined
by its neighboring residues. Jungwirth and coworkers have further provided volumes
of data on the nature of differential, or ion-specific, binding of cations and anions to
protein surfaces. [61, 62, 63| Specifically, using lysozyme as an example, they indicate
that in the mixed aqueous solution of KCl and KI, I~ is preferential to be in close
vicinity of the hydrophobic groups. [212, 213| Furthermore, this specific-ion effect may
play a crucial role in modulating protein-protein interaction in solution. [66]

Since there is implied a connection of the behaviors of ions at aqueous liquid-
vapor interfaces to those of possibly biochemical relevance (protein-water, bilayer-
water, etc)|b8|, we seek to begin to address connections with particular focus on hy-
drophobic regions of proteins (to use a model system that is a natural extension of
the ideally hydrophobic aqueous liquid-vapor interface). We propose to consider how
anions, in particular CI~ and 17, induce fluctuations at the interface around hydropho-
bic patch of a rigid protein in aqueous environment. We also seek to make connection

of observed induced interfacial fluctuations to the free energetics (probabilities) of the
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two types of anions near the hydrophobic protein region. We anticipate that similar
qualitative trends and behaviors should arise in the biomolecular context as observed
for aqueous liquid-vapor interfaces. We note that unlike the liquid-vapor interface,
the protein-water interfaces are more complicated because of their inherent chemical
and topographical heterogeneity. The heterogeneities account for different effective
hydrophobicity around protein surfaces, influencing the behavior of hydration water
significantly. [26] With molecular dynamics simulations, Godawat et al [36] found that
water density near the surfaces of self-assembled monolayers (SAMs) with hydrophobic
head groups (-C'F3, -C'H3) shows a poor distinction from that of SAMs with hydrophilic
head groups (-OH, -CON H,). However, differences arise when considering the fluc-
tuations of water density near the two regions. Enhanced fluctuations, reflected by
the broad probability distributions of water number density are observed around hy-
drophobic surfaces compared with the bulk solution and hydrophilic surfaces. |28, 34|
Moreover, the enhanced density fluctuations around hydrophobic surfaces could further
be characterized by more compressible hydration shells and increased cavity formation,
[167, 168| indicating that the nature of hydration shells around hydrophobic surfaces
are softer and more flickering than that of hydrophilic ones. Since the long-ranged
ion-induced perturbations of aqueous protein interfaces involve the coupling of local
hydration shells of the ions with distant hydration shells around protein surfaces, the
nature of both would affect the extent of induced interfacial fluctuations. It would be
interesting to compare the interface height fluctuations as C1~ /I~ approaching the hy-
drophobic/hydrophilic protein regions. We note that the interface height fluctuations
we are pursuing here are conceptually different from the density fluctuations, while both
of them reflect the nature of hydration water around protein surfaces. Additionally, it
has been reported that the ion-specific effects are dissimilar around hydrophobic and
hydrophilic surfaces, with large I~ showing a stronger affinity than the smaller halide
ions to the hydrophobic surfaces while the reverse trends of size-dependence of halide
ions are realized at the hydrophilic surfaces. [64, 65, 66, 60] We would like to fur-

ther connect this affinity (probabilities) differences of Cl~ /I~ around protein patches
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with different hydrophobicity to their induced aqueous protein interfacial fluctuations
correspondingly.

The particular protein we focus on in this study is hydrophobin-II (HFBII),
which is a small protein with 71 amino acid residues expressed by filamentous fungi.
The protein is known for its ability to form a hydrophobic coating on the surface
of an object and it can self-assemble into a monolayer on hydrophobic/hydrophilic
interfaces such as a water/air interface. [183] These functions are mainly determined by
the amphiphilic structural characterization. Acharya et al. [27] mapped the effective
hydrophobic regions and effective hydrophilic regions of HFBII by considering the
density of small probe hydrophobic solutes around each region of the protein. Moreover,
they selected three regions with different hydrophobicity based on this and further
monitor the density fluctuations in their vicinity. The calculations showed that around
most hydrophobic region, they observe the largest density fluctuations whereas the least
density fluctuations were detected around most hydrophilic region. Considering of this,
this protein is an ideal candidate to compare the characters between hydrophobic and
hydrophilic interfaces.

The chapter is organized as follows. In Section 4.2 we discuss the simulation
protocols and computational details of liquid-vapor interface and aqueous protein in-
terfaces. Our results are presented in Section 4.3 and are organized into four topics.
We start the discussion by investigating the PMFs and interfacial fluctuations as single
C1~ /I~ translocate across the aqueous liquid-vapor interface. We consider Cl~ /I~ den-
sity distributions around aqueous HFBII hydrophobic interface in 1.0 molal solutions
in the second part. We further investigate the PMFs and interfacial fluctuations as
single C17 /I~ approach the aqueous protein hydrophobic interface, demonstrating the
similarity between liquid-vapor interface and hydrophobic protein interface in terms of
ion specific induced perturbations of the interface. We finish this section by examining
single C1~ /I~ approaching another two regions with different hydrophobicity on the
protein surface compared with the hydrophobic region we initially studied. We finish

with our conclusions and general discussion in Section 4.4.
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4.2 Method
4.2.1 Simulation Details

Molecular dynamics simulations performed in this study include: 1. umbrella
sampling molecular dynamics simulations of translocation of a single CI~ /I~ across
the aqueous liquid-vapor interface; 2. molecular dynamics simulations of a single, fully
rigid hydrophobin HFBII protein in 1.0 molal concentration of KC1/KI aqueous solu-
tions; and 3. potential of mean force calculations using molecular dynamics simulation
trajectories of single Cl~ /I~ approaching three different regions of the protein that
are defined as hydrophobic, less hydrophobic and hydrophilic. Detailed simulation

protocols are now discussed as follows.

4.2.1.1 Umbrella Sampling Potential of Mean Force Calculations: Ion
Translocation Across Aqueous Liquid-vapor Interface
Molecular dynamics simulations were performed using the CHARMM package.|214,
186| Simulations of liquid-vapor interfaces were performed in the NVT" ensemble. Tem-
perature was maintained at 7' = 300 K using Nosé-Hoover thermostat.[215] The sim-
ulation cell was rectangular with dimensions 24 A x 24 A x 100 A, in which z is
the direction normal to the liquid-vapor interface. A bulk slab consisting of 988 water
molecules (represented by the nonpolarizable TIP3P model[190]) and a single anion
(Cl~, I7) was positioned in the center of the simulation cell, resulting in two liquid-
vapor interfaces. We note that Lennard-Jones parameters for ions that are suitable
with TIP3P were taken from Cheatham et al|216|. The parameters are listed in Table
4.1. To verify if these parameters are suitable to TIP3P water model in CHARMM
force field, we did some tests to compare the single water-ion binding distances and
the single water-ion binding energies of the ions for the two cases. In these tests, one
single ion and one water molecule were placed in a large enough simulation box and the
non-bonded cutoff distances were also set as large as possible. Since our production sim-
ulations were performed with NAMD simulation package using CHARMM force field,

ideally, we would like to also perform the test in the same way. Unfortunately, because
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the default minimization algorithm in NAMD has a conflict with SHAKE algorithm
which is used to constrain bond lengths involving hydrogen atoms, it is impossible to
accurately minimize the structures with fixed water bond distances. Therefore, the
energy minimization was performed with CHARMM package using CHARMM force
field. With a stable structure, the binding energies can be recalculated using NAMD.
The test results are shown in Table 4.1. For the cations (KT, Na®™, Cs™), test results
match well with the original; while for the anions (Cl~, 1), we observe very small
deviations for both single water-ion binding distances and single water-ion binding en-
ergies. We note that this is due to the fact that the TIP3P water model implemented in
the CHARMM force field is slightly different from that of AMBER. In the CHARMM
version of TIP3P, Lennard-Jones parameters on hydrogen is nonzero, whereas in the
original version, Lennard-Jones interaction contributions from water hydrogen atoms
not included. We verify this with a further test where we applied non-bonded fixed
(NBFIX) strategy in CHARMM to ensure that there are no Lennard-Jones interactions
involving hydrogen atoms from water; we obtained an exact matching result of binding
distances and binding energies compared with original report. Despite this minor issue,
we still transfer the ion parameters in TIP3P AMBER to the CHARMM force field
in this study. We consider this as a valid combination because this empirical model
could reproduce the most important characteristics that we would like to address be-
tween the two distinct anions: for Cl7, it is small, fully hydrated with rigid hydration
shell; while for 17, it is large, soft, partial hydrated with malleable hydration shell.
These characters can be proved by the ion-water RDF in Figure 4.1. We note that
currently no ion parameters could be considered as absolutely correct in conjunction
with proteins during the simulation, because essentially no ion are parameterized based
on the interactions with proteins. Therefore, in discussion about ions’ effects related
to the proteins, as long as the model could reproduce currently accepted experiment
observables, it could be considered as validation.

A rigid water geometry is enforced using SHAKE[192] constraints. Conditionally

convergent long-range electrostatic interactions were treated using Particle Mesh Ewald
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Non-Bonded Parameters

Cl~

-

K+

Single Water-Ion Binding Distances
K+

Nat

Cst

Cl~

-

Single Water-lon Binding Energies
K+

Nat

Cs™

Cl~

-

Cheatham (A)

Cheatham (kcal/mol)

o (A)
5.026
5.720
3.410

2.66
2.29
3.00
3.09
3.48

-18.51
-24.29
-15.08
-14.26
-11.34

¢ (kcal/mol)
-0.0355910
-0.0536816
-0.1936829
this research (A)
2.66
2.29
2.98
3.13
3.50
this research (kcal /mol)
-18.52
-24.30
-15.10
-14.15
-11.37

Table 4.1: L[.J parameters for ions applied in this work and verification. Note: for the
case of single water-anion binding case, there are two geometries for the
binding structure, one is Cg, another is Cyv; the binding distances and
binding energies for CI~ and I~ shown here are from Cg geometry.
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Figure 4.1: lon-water radial distribution function (RDF) for anions in TIP3P.
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(PME)[191] approach with a 30 x 30 x 128 point grid, 6th order interpolation, and
x = 0.33. Dynamics were propagated using a Verlet leap-frog integrator with a 1.0 fs
timestep. Computational experiments measuring the reversible work for transferring
single ions/molecules from bulk aqueous environment to the aqueous solution liquid-
vapor interface have enjoyed a long history as a means to explore the origins of surface
stability.|45, 217| In order to determine the PMF, a reaction coordinate defining this
pseudo-chemical reaction must be defined. Our reaction coordinate for PMF is the
Cartesian z-component of the separation between the water slab center of mass and ion
position. Along the z axis, to enhance sampling of the distribution of configurations
where the reaction coordinate holds a particular value, the reaction coordinate was
restrained within a certain narrow range (instead of its entire span). In this case, we
constructed 26 continuous “windows” with width 1.0 A. In each window, single anion
was restrained to z-positions from 10 A to 35 A relative to the water slab center of
mass using a harmonic potential Urostraint(z; Zrelative,rcf) = %krcstraint(z - Zrolativc,ref)2 with
the force constant of 4 (kcal/mol)/A?; this encompassed a range approximately 15 A
below the GDS to approximately 10 A above it at 300 K. Though one could probe
separations further into the bulk (towards the center of the system) this distance is
sufficient to probe the differences of interest in this study. Total sampling time for each
window was 30 ns; properties were calculated from all but the initial 1.0 ns, which was

treated as equilibration.

4.2.1.2 Protein in KC1/KI Aqueous Solution

Simulations of a single hydrophobin in 1.0 molal concentration of KCI/KI aque-
ous solution were performed with NAMD, version 2.9b3,[184, 185] using the CHARMM
22 all-atom force field with CMAP backbone torsion correction term.[187| Identical pa-
rameters for water (TIP3P) and ions (Cl7, I~ and K*) were applied as the ones from
liquid-vapor interface simulation. Isothermal - isobaric ensemble (NPT) simulations
were performed using a cubic cell with a box size 60 A x 60 A x 60 A. NPT ensemble

was used to eliminate the liquid-vapor interfaces, so only the protein-water interfaces
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were considered in the system. The initial structure of the protein was constructed
using CHARMM-GUI. [189]| The protein structure was based on the ultra-high reso-
lution structure at 0.75 A of hydrophobin HFBII, with PDB code 2B97. [218| The
original crystal structure was actually the dimerization complex of the protein. Only
one monomer, composed of 70 residues, was modeled in this study. The protein was
placed in the center of the box, with center of mass located at (x = 0 A,y =0 A,z =0
A), the rest of the box was filled with 6481 water molecules, 116 K* and 116 C1~/I~,
resulting in a molal concentration of 1.0 m. Temperature was maintained by Langevin
bath at 300K, and the pressure was kept constant by Langevin pressure control at 1
atm. A switching distance of 10 A, non-bonded real-space cutoff of 12 A and pairlist
generation distance of 14 A were used for the van der Waals interactions, and the
particle mesh Ewald (PME) method was employed for the calculation of conditionally-
convergent electrostatic interactions. The grid size of PME in x dimension is 60, in y
dimension is 60, and in z dimension is 60 (as close to a 1A grid point separation as pos-
sible). The SHAKE algorithm was used to constrain bond lengths involving hydrogen
atoms and an integration time step of 1.0 fs was used. The protein was fixed during
the simulation with other components could move randomly. We provide the NAMD
input file for our simulations in Table 4.2. A total of six different replicates were used
and the first 2.0 ns of each replicate was considered as equilibration. At least 10 ns of

production run for each replicate was used to compute properties.

4.2.1.3 Aqueous Protein Interfaces

In order to illustrate the molecular detail and free energetics of C1~ /I~ approach-
ing the aqueous protein interfaces with different hydrophobicity, we further simulated
systems with 6481 TIP3P water molecules and a single C1~ /17, transferring from bulk
to the protein interfaces. A representative snapshot of the simulation system can be
found in Figure 4.2A. HFBII protein was arranged in a way that its largest hydrophobic
patch, consisting of V18, 19, 1.21, 122, V24, V54, A61, L62 and L63 (shown in Figure

4.2B), was nearly perpendicular to the z direction (further quantitative information is
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exclude

1-4scaling
COMmotion
zeroMomentum
dielectric
switching
switchdist

cutoff

pairlistdist
timestep
stepspercycle
nonbondedFreq
fullElectFrequency
rigidBonds
langevin
langevinDamping
langevinTemp
langevinHydrogen
langevinPiston
langevinPistonTarget

scaled1-4
1
no
no
1.0
on
10
12
14
1.0
20
1
2
all
on

300
off
on

1.01325

langevinPistonPeriod
langevinPistonDecay
langevinPistonTemp
useFlexibleCell
useGroupPressure
cellBasisVectorl
cellBasisVector2
cellBasisVector3
cellOrigin
wrapAll
PME
PMEGridSizeX
PMEGridSizeY
PMEGridSizeZ
constraints
selectConstraints
selectconstrX
selectconstrY
colvars

20

25

300

no

yes
60.00 0.00 0.00
0.00 60.00 0.00
0.00 0.00 60.00
0.00 0.00 0.00

on

yes

60

60

60

on

on

on

on

on

Table 4.2: NAMD input parameters for the simulations.
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in Table 4.3) and the whole protein was fixed during the simulation with center of mass
located at (x =0 Ay =0A z=0A). A single CI=/I~ was added in the solution with
one counter ion, KT, to neutralize the negative charge of the monovalent anion. The
K* was fixed at position (x — 0 A y — 0 A z — -15 A). Similar to the liquid-vapor
interface situation, for calculation of PMF, we consider the Cartesian z component
of the separation between the center of mass of protein and center of mass of the
single ClI~ /I~ as the reaction coordinate for the present umbrella sampling molecular
dynamics simulations. Single C17 /I~ was aligned along the z direction, approaching
the specific spot on the patch with position x = 0 A and y =0 A by freezing the
orthogonal degrees of freedom along x axis and y axis via the use of strong restrain-
ing potentials. We center on one specific region of the patch, acknowledging that the
heterogeneity of the protein surface necessitates some care in interpreting the results,
which we will address further below. For a meaningful discussion and interpretation of
ion-induced fluctuation (interface fluctuation in addition to the level present in pure
water) as the ion approaches the hydrophobic interface, one reference location with
fixed position has to be defined. Using NAMD’s “selectConstraints” infrastructure, x
component of the ion was restrained at x = 0 A and y component was restrained at y
— 0 A with a force constant of 1000 (kcal /mol)/A? respectively. Along the z axis, we
constructed 46 continuous umbrella sampling “windows” with width 0.2 A along the
positive z-direction ranging from area around protein-solvent interface to bulk water
region. The spans of the windows going from interfacial region to bulk region (in A)
were: [16.0:16.2|, [16.2:16.4], [16.4:16.6] ...... [24.4:24.6], [24.6:24.8], [24.8:25.0]. This
range of ion position (from 16 A to 25 A) is sufficient to probe the differences of single
ion around interface and that in bulk water region, while minimizing the number of
windows that is required to construct. In each window, a harmonic restraint potential
with force constant of 10 (kcal/mol)/A? was applied on Cartesian z component of the
ion. Other simulation conditions remain the same as that of the 1 m concentration of
KCI/KI aqueous solution. The first 2ns was allowed for equilibration before a total of

20ns production data was generated for each window.
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Figure 4.2: (A) Representative snapshots of the system used in the study (B) rep-
resentation of the hydrophobic interface defined in this study. Including
residues L7, V18, L19, L21, 122, V24, V54, A61, 162, L63. Dash orange
line roughly select the region of interest (C) representation of the less
hydrophobic interface defined in this study. Including residues 131, A32,
D34, 138, A41, H42, S45. (D) representation of the hydrophilic interface
defined in this study. Including residues D25, C26, K27, T28, A58, D59,

Q60.
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Residue Name Atom Type Angle(°)

L21 N 113
L21 CA 110
L21 CB 91
L21 ca 86
L21 CD1 72
L21 CD2 87
L22 CD 75
L63 CD1 76
L63 CD2 90

Table 4.3: Angle between positive z vector and the line connecting central position
of the patch (0,0,12) with each of the heavy atom position on the patch.

For comparison, we performed another set of simulations to compute the PMF
of the anion approaching the hydrophobic patch using average force integration; in
these simulations, both anion and protein are held fixed so as to realize a series of
center of mass separation distances; the potential of mean force is obtained by inte-
gration of the average force along the reaction coordinate obtained from simulation
trajectory analysis. Furthermore, to attempt to consider effects of protein motion on
ion-induced interface fluctuations, we performed simulations with protein under re-
straint conditions instead of totally fixed. HFBII was placed in the center of box with
exactly the same starting structure as in the fixed(rigid) protein case. During the
simulation, the protein was strongly restrained to remain in a single orientation and
its center of mass at a specific position, chosen as (x = 0 A v =20 A 7z =0 A) via
the use of strong restraining potentials. Using NAMD’s collective variable infrastruc-
ture, HFBII’s center of mass was restrained at (x — 0 A )y — 0 A z — 0 A) using
a force constant of 5000 (kcal/mol)/A?, and its orientation was restrained about the
crystal based orientation using a harmonic restraint potential with force constant of
5000 (kcal/mol)/A2. Single C1~/I~ was fixed along positive z axis, starting from z —
16 A toz — 25 A, a total of ten continuous windows with width 1.0 A. We note that
PMF calculations will not be concerned in the restrained protein case since it requires

extensive simulation time for a well-converged PMF with flexible protein. Instead, we
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are only interested in the comparison of ion-induced interfacial fluctuations of total
fixed protein and restrained moving protein as C1~ /I~ locates at particular separations
along the reaction coordinate. Besides the simulations of single Cl~ /I~ approaching
to the most hydrophobic region of the protein, we considered two other scenarios in
which single anions approach protein regions with different hydrophobicity. Depending
on the nature of residues that are exposed, we defined one patch as less hydrophobic
interface and the other as a hydrophilic interface in order to distinguish them from the
hydrophobic interface we previously described. For these additional two cases, the sim-
ulation conditions remained identical to those in the hydrophobic patch calculations,
except that the protein was oriented in a different way in the simulation cell. For the
simulations in which the anions approach the less hydrophobic region, the interface is
composed of residues 131, A32, D34, 138, A41, H42 and S45, arranged perpendicular to
the z direction (shown in Figure 4.2C). Forty-nine (49) continuous windows with width
0.2 A along the positive z-direction, starting with [15.4:15.6], [15.6:15.8], [15.8:16.0]
...... to [24.4:24.6], [24.6:24.8], [24.8:25.0] are constructed. For the hydrophilic interface
case, the interface we centered on consists of residues D25, C26, K27, T28, A58, D59,
Q60 (shown in Figure 4.2D). Similarly, this interface was oriented in a way that is per-
pendicular to the z direction. The window setup ranged from [14.0:14.2], [14.2:14.4],
[14.4:14.6] ...... to [24.4:24.6|, |24.6:24.8|, [24.8:25.0], a total of 56 windows.

Finally, we address the protocol for simulations where the PMF is computed by
an average force integration method. The PMF of single CI~ /I~ approaching protein
interface can be calculated by integration of the average forces acting on the anion as

shown in Equation 4.1.

W(&) = - / < F(&) > d& (4.1)

where & is the reaction coordinate taken as the separation distance between the C1~ /I~
and the center of mass of the protein; < F(§) > denotes the average forces acting on

the anion at each separation along the reaction coordinate. Uncertainties in PMF are
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determined as: [219)
N
var(G(én)] = ) var[K Az (4.2)
i=1

where var|G(£y)] is the variance, Z is the mean position of z in the iy, window, which
can be obtained from block averages.[220] The standard deviation o[G({x)] is then the

square root of var[G(&x)].

4.3 Result and Discussion
4.3.1 Liquid-Vapor Interface

We start to look at the free energetics of single C1~ /1~ across the liquid-vapor
interface. Results of PMF for CI~ and I~ are shown in Figure 4.3A. For clarity, we
added a vertical offset of 0.1 kcal /mol for the C1~ case. To better compare the interface
stability between the two ions, in the large graph of Panel A, we emphasized the PMFs
around the interfacial region while the whole PMFs along the reaction coordinate can be
found in the small inset. The PMF is defined to be zero in the bulk (which is determined
by window z = 10 A). I~ has a slight PMF minimum (= 0.05 kcal/mol) prior to
the GDS (Gibbs dividing surface is around z — £25.5 A in this case). Due to the
uncertainty reported, whether I~ shows surface stability is ambiguous. However, we
notice that there is a barrier (around z = 19 A) prior to the PMF minimum, which
is also observed in other studies;[45, 56| as a result, although being less explicit than
the interfacial stability reported in experiments and other force fields,[208, 51, 50, 55,
57, 56| qualitatively we consider that I~ exhibits a surface-stable state in the current
simulations. In contrast, Cl~ is repelled from the L-V interface in the current and
other force fields.[56] In the Drude polarizable force field, Cl~ shows similar behavior
as I7, having a marginal stabilizing/negative free energy minimum state followed by a
barrier (from bulk to vapor phase). Unlike the nonpolarizable force fields, the Drude
force fields encounter the issues of overpolarization,|221] which leads to differences
in describing the presence of Cl~ at the interface using Drude and non-polarizable

and other polarizable force fields|222]. Consequently, we do not consider CI~ to be
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interface stable, and I~ as having liquid-vapor interface stability with the current force
field, consistent with previous studies. In this work, we stress that we are not focusing
on the exact values of free energetics of single C1~ /I~ adsorption at the liquid-vapor
interface, but rather we want to emphasize the interfacial stability difference between
Cl™ and I~ and related physical and structural properties. More importantly, we would
like to connect these ion-specific behaviors at aqueous liquid-vapor interfaces to those of
more general aqueous protein hydrophobic interfaces. The nonpolarizable water model
and nonpolarizable protein parameters combination would clarify these issues with the
benefit of saving computational resources compared with the polarizable force field. In
light of this, we argue that the current force field we are applying is sufficiently robust
and appropriate.

Our previous studies have demonstrated a connection between interfacial sta-
bility of Cl~/I~ around liquid-vapor interface and the magnitude of their induced
fluctuations of the interface in SPC/E, TIP4P-FQ, SWM4-NDP and TIP4P-QDP wa-
ter models. [56, 57] It is found that the species demonstrating an interfacial stability
appear to enhance liquid-vapor interfacial fluctuations significantly, while those that
show no interfacial stability induce no further fluctuation (or may even suppress levels
of fluctuations). Here we explore the differences in interfacial fluctuations for the two
anions discussed in the current simulations. The fluctuations were computed with the
protocol as we state in Chapter Two. From our previous work, |56] the geometry of the
fluctuation surface (§h*(z,y)) is radically symmetric, with the largest value at the cen-
ter x — 0,y — 0 (right towards the ion). For convenience, we use (6h?(x = 0,y = 0)) to
compare the magnitude of interface fluctuations when C1~ /I~ are restrained at different
z-positions, with the result shown in Figure 4.3B. The fluctuation profile is normalized
by the fluctuation value in pure water (i.e., the system in the absence of the ion, which
has a value of 0.77 A2) Normalization in this manner somewhat accounts for neglecting
effects of larger wavelength undulations of the interface and affords a way to compare
systems of different lateral dimensions if so needed. In this convention of normalized

surface fluctuation ({(§h?)) we extract the ion-induced contribution from each species
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Figure 4.3: (A) PMF of single Cl~ /I~ approaching the liquid-vapor interface in
TIP3P water (B) Normalized liquid-vapor interface fluctuation at (x —
0,y — 0) as a function of anion restrained position for C1~ and 1.
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at different z-position. When (6h%) equals 1, the effect of ion is zero; when (6h?) > 1,
the surface height fluctuation is enhanced relative to pure water with the presence
of ion; when (§h?) < 1, the surface height fluctuation is suppressed. No obvious en-
hancement of surface fluctuations is associated with CI~; on the other hand, [~ induces
larger fluctuation, with the maximum normalized fluctuation value around 1.5 at the
location of z = 21 A, which is before the position of the free energy minimum. Also
presented in the inset is the time profile of (6h%(z =0,y = 0)) for I~ at the window
z — 21 A (which possesses the largest surface fluctuation) to show the convergence of
the fluctuation. Previously, by studying a wide variety of force fields (polarizable and
nonpolarizable), our results |56 suggest a threshold value of the maximum normalized
interfacial fluctuations about 1.5 dividing those ions that are interfacially stable and
those that are not. The largest normalized fluctuation and AG for I are 1.55 (unit-
less) and -0.03 kcal/mol, just barely placing it on the critical /transitional position in
Figure 4 of Reference. [56] For C1~, we found the maximum fluctuation is 1.1 and the
corresponding AG — 0.52 kcal /mol, which falls in the quadrant for non-surface stable
species. It indicates that in terms of the surface stability, the current force fields for
anionic behavior is consistent with other force fields. The differential behavior of the
two ions at the pure aqueous liquid-vapor interface, consistent with previous studies,
thus provides the control needed to interpret the simulations in a protein context.

We note that the differences in induced interfacial fluctuations by Cl~ and I~
may attribute to these two types of ions presenting distinct hydration shell environ-
ments. The first solvation shell of Cl~ is more rigid and less malleable than that of I~.
The nature of the solvent structure around I~ determines that it is more amenable to
inducing fluctuations of the interface as a consequence of a greater disruption of the
solvent structure on approach to the interface. This solvation shell property difference
between Cl™ and I™ in polarizable water has been discussed previously |223]. To cor-
roborate that these characteristics are similar when using the current nonpolarizable
force field, we show the radial distribution functions (RDFs) based on water oxygen

- single Cl~ and water oxygen - single I~ in Figure 4.1. CI~ shows a predominant
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first solvation peak, and an oscillatory probability function, signifying a substantially
structured hydration environment; in contrast, the I~ RDF exhibits a modest peak,
and markedly less oscillations, which is consistent with the results previously we have
obtained for RDFs in different water models (SPC/E, TIP4P-FQ, SWM4-NDP and
TIP4P-QDP). Overall, with the current force field, we observed ion-specific interfacial
behaviors between Cl~ and I7 and also their distinct ability to induce long-ranged
perturbations of the aqueous liquid-vapor interface as we have previously discovered
in other water models. A further step in this work is that we attempt to extend this
investigation from the ideally hydrophobic aqueous liquid-vapor interface to a more
somewhat more realistic, and certainly more complex, aqueous protein hydrophobic

interface.

4.3.2 Ion Distributions Around Protein in 1 Molal Aqueous Environment

Here we consider the protein in 1.0 m KCI/KI aqueous solutions, seeking a
general overview of the relative stability of C1~ and I~ around the hydrophobic interface
of the protein; superficially, we compare the relative probability of finding an anion of
each type in the vicinity of the protein interface. Figure 4.4 shows spatial distribution of
number density of C1~ /I~ around the hydrophobic interface of HFBIT in 1.0 m KC1/KI
aqueous solution. The composition of the hydrophobic patch has been discussed in the
Method Section and roughly the position of the patch is within the range of ( -10 A<
x<10A, -10A<y<10A,6A<2z<13 ﬁ\), so we consider anion density distribution
only around this region. The x-axis represents the lateral distance r = \/m (the
sign of r depends on that of x component and y component; if they are the same, r >
0; if they are different, r < 0), and the y-axis is the z distance from the center of mass
of protein located at (0,0,0). Comparison of Panels A (CI~ density distribution) and B
(I~ density distribution) indicates that I~ has a higher propensity for the hydrophobic
protein interface. For a more quantitative comparison, in Figure 4.5 we show the
number of bins (i.e. effective volume) with C1~/I~ densities above certain threshold

values around the hydrophobic patch. The bins were constructed in three dimensional
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space with size 1 A x 1 A x 1 A, and the ion densities in each bin were computed as
normalized values by dividing the numbers of C1~ /I~ in the bin in the presence of the
protein with the number in the absence of protein. Therefore, a normalized density
value that is larger than one implies the existence of protein enhances the anion density
in the particular site of interest. We consider scenarios with normalized anion densities
greater than 3, 4, 5, 6, 7 and 8 for ClI~ and 17, shown in different panels in the
figure. We find that, consistently, at different radii close to the hydrophobic patch
and above various thresholds, there is greater enhancement of 17. Our observation
agrees with those of Lung et al. [212| in their simulation study on lysozyme in a
mixed aqueous solution of KCI and KI. They observed a specific ion effect around the
protein showing that CI~ has virtually no preference for nonpolar regions, but positively
charged residues, whereas [~ accumulates in the vicinity of hydrophobic groups. They
explain the behavior of CI™ as a direct ion pairing interaction, involving small, fully
hydrated Cl1~ with cationic groups, and [~’s behavior as solvent-assisted attraction of
large, soft, and partially-hydrated I~ to nonpolar protein surface patch. This view of
the differences in ion behavior suggests an underlying ligand-substitution theme as well.
Chloride must substitute a rigid, strongly held solvation shell with another ligand (this
terminology is intentionally used broadly and non-specifically in this situation); this
ligand is a polar or charged entity. The iodide, due to its low charge-density arising
from the classical representation of this entity, can accommodate loss of its rather
loose, less well-defined solvation shell. For a further atomic level understanding of this
solvent-assisted mechanism and a quantitative comparison of the stability of CI~ and
[~ around particular region of HFBII, in the next subsection, we consider the potential
of mean force to as a single C1~ /I~ approaches, from the bulk, a specific point on the

hydrophobic interface of HFBII.

4.3.3 Potential of Mean Force
The umbrella sampling molecular dynamics PMF for both anions approaching

the hydrophobic interface are shown in Figure 4.6A; large values of the x-axis represent
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Figure 4.4: Number density distribution of C1~ /I~ around the hydrophobic interface
of HFBIT in 1.0 m KCI/KI aqueous solution. (A) C1~ density distribution
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large separation of anion and protein center of mass, and the PMFE’s are zeroed at large
separation. To assess the convergence of the potential of mean force, we show the time
evolution of the minimum of the PMF in Figure 4.7. Also, the PMF from this restrained
anion protocol is shown to be consistent with the fixed anion approach (average force
integration), a comparison of which is shown in Figure 4.8. For Cl™, there is a small
barrier around z = 19.5 A, followed by a shallow minimum around z = 18.5 A; a similar
trend is seen for I, with a small barrier around z — 20.5 A and a minimum afterward.
For C1~, the PMF minimum is -0.06£0.05 kcal /mol; for I~, it is -0.08+0.04 kcal /mol.
In light of the uncertainty estimates, both C1~ and I~ exhibit little stabilization at the
hydrophobic protein interface. However, as the single C1~ /I~ draws near the interface,
significant differences arise. The Cl~ PMF starts to increase monotonically; the 1~
PMF shows a slightly more complex trend. Unlike the situation of Cl~, the PMF
profile of I~ shows a second minimum, which is a little higher (0.20£0.04 kcal/mol)
than the first one. At this second minimum position, the free energetic difference
between CI~ and I~ is about 0.78+0.09 kcal/mol, even with the consideration of the
uncertainty. This implies that close to the hydrophobic protein interface, I~ tends
to be more interface stable than Cl7, although compared with bulk, neither of them
displays the stabilization effect around the interface within the context of the specific
force field we have chosen to use in this study. We note that the dramatic increase of
PMF for both C1~ and I~ starting around z = 18.5 A may be related to the change
of number of coordinate water in the first hydration shell around the ion, as it has
been shown in Figure 4.6B. When the ions are close enough to the interface, there will
be the decrease of hydration water. Consequently, the favorable interaction between
single anion and water will be lost, entailing the increase of free energy. Since the two
anions display distinct free energy profiles nearing the interface, we next consider the
induced fluctuations associated with the approach of these ions in the spirit of earlier
studies. [55, 56, 57|

The aqueous protein interface was constructed based on the protocol mentioned

in Chapter Two. Figure 4.9 displays the mean protein-solvent interface along with
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Figure 4.6: (A) PMF for single C1~ /I~ approaching the hydrophobic protein-solvent
interface (B) Coordinate water numbers around single C1~ /I~ as a func-
tion of the reaction coordinate.
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Figure 4.7: (A) Evolution of PMF for ClI™ approaching hydrophobic interface (B)
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the interface fluctuation. From the color scale, one can judge the magnitude of the
fluctuation at each position around the whole protein. Panel A and B represent the
situation that single C1~ /1~ resides at z = 24 A, in which case anions are far away from
the protein interface and there will be no induced interface fluctuation. These are the
inherent fluctuations of the interface, which are completely determined by the struc-
tural character of the protein itself. The Figure shows that one region manifests larger
inherent fluctuation in Panel A and B. This region is in fact part of the largest hy-
drophobic patch of the protein. We will compare and discuss more about the inherent
interface fluctuation among different regions of the protein, including hydrophobic, less
hydrophobic and hydrophilic patches in the next subsection. As single C1~ /I~ approach
the hydrophobic interface, ion-induced perturbations of the aqueous interface around
protein surface are more pronounced as reflected in Figure 4.9C and Figure 4.9D. These
two figures depict the protein interface fluctuation when single C17 /I resides at z =
18 A. Right above the position (x — 0 A, y — 0 A) where single anion approaches the
interface, we notice that fluctuations induced by I~ are much larger than those induced
by Cl~. As single anions move closer to the interface (z = 16 A), this large difference of
fluctuation between ClI™ and I~ lessens as shown in Figure 4.9E and Figure 4.9F. Due
to the heterogeneous features of the protein surface, the extent of induced fluctuation
is not perfectly symmetric about (x = 0 Ay=0 A) However, judging from Figure
4.10, we could find that (x = 0 Ay=0 A) is a feature point displaying largest induced
fluctuations compared with other regions on protein surface as anions reside at various
separations. To better illustrate the change in interface fluctuation magnitude as single
anions move toward the point (x =0 A, y = 0 A), we plot (§h?(x = 0,5 = 0)) along the
reaction coordinate in Figure 4.12A. We stress our intent to discuss the behavior of in-
terfacial fluctuations as the anions move toward the patch; we are not interested solely
in the nature of fluctuations when the anions reside at the interface. From the total
20ns production data, we obtained the fluctuations at this point by using every one

nanosecond of data; the values shown here are the average of each one-nanosecond data
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block and correspondingly, uncertainties were obtained based on the standard devia-
tions. In the bulk region (z ranges from 24 to 25 A), (§h?(z = 0,y = 0)) is around 0.2 2
for both CI~ and I7, which corresponds to the protein interface inherent fluctuation in
the pure water due to the thermal fluctuations. For purpose of demonstrating and com-
paring the fluctuations induced from single C1= /I, we defined (§hz*(z = 0,y = 0)) as
the normalized fluctuation value which is obtained via dividing (6h?(z = 0,y = 0)) by
the inherent fluctuation value, shown in Figure 4.12B. For the single Cl~ case, fluctu-
ations almost remain the same as in the bulk. At z — 17.5 A, slight enhancement of
fluctuation was observed, with a normalized value of 1.36. In stark contrast, for the
case of I, onset of enhanced fluctuation relative to the bulk occurs at z = 22 A. As I~
moves closer to the hydrophobic patch, induced fluctuations continue increasing and
this enhancement reaches a maximum with a normalized value around 3.0 while I~ is
located at z = 18 A. Finally, the fluctuation is lower compared to the bulk when the
anion is close to the interface. Comparing the trends of surface fluctuation as single
C1~ /I~ move toward the hydrophobic protein interface and liquid-vapor interface, we
find that in both cases the fluctuation is enhanced with presence of I7; however, there
is only marginal perturbation of the interface by C17. We stress that this enhancement
of interfacial fluctuations occurs as the ions approach the interface, not while they
directly reside there.

Again, this originates, we claim, from the fact that Cl~ presents a more rigid
hydration environment due to the more effective hydrogen bonding of water, thus
decreasing the efficacy of promoting interfacial fluctuations. To visualize these differ-
ent manners in which the hydration shells of C1~ and I~ couple with the solvation
structure at the hydrophobic protein interface, Figure 4.11A and B present the 180°
angle-averaged radial water density around C1~ and I~ as they reside at z — 18 A, the
position of maximum <5hL2(x =0,y = 0)> for the anions. In this map, we only con-
sider the water density distribution along positive z side, since single anion approaches
the protein interface from this side. For the Cl~, the first hydration shell remains in

its entirety as shown in the bright yellow ring. This implies that the hydration shell
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Figure 4.9: Protein-solvent mean interface (h(z,y)) and interface fluctuations
(5h*(z,y)) in single C1= /1~ solution. The color scale represents the in-
terface fluctuations (A) C1~ resides at z — 24 A (B) I~ resides at z — 24
A (C) CI~ resides at z = 18 A (D) I~ resides at z = 18 A (E) Cl~ resides
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environment for Cl~ is still quite rigid, well-ordered and tightly bound to the central
anion, which will not cause an increased dynamical perturbation of local solvent (the
CI™ will not give up local solvation water unless there is a sufficiently acceptable ligand
to substitute in water’s place); I~, in contrast, possesses the first hydration shell that
is weakly-bound and less-ordered, so that it has more tendency to break, as shown in
Panel B, the bright yellow ring was broken at some region. This malleable hydration
layer accommodates greater coupling with the solvation shell of the protein interface,
consequently, inducing a larger interface fluctuation. For a comparison, we also shown
the density map at z = 19 A in Figure 4.11C and D, a little ahead of the position of
largest fluctuation. In our recent studies, we have demonstrated a connection between
[-V interfacial stability of chemical species and the extent to which the presence of
these molecular species approaching the interface induces collective fluctuations of the
interface in addition to the level inherent in pure water due to thermal motion. Next,
we would like to also discuss the induced protein interface fluctuation difference for CI~
and [~ as a further contribution in explaining their differences in free energy profiles
approaching the hydrophobic patch; the contribution arises in the context of a mech-
anistic view of how the system ultimately finds stability with I~ near the interface.
We observe that the iodide anion induces larger fluctuations on approach to the in-
terface; this increases interface entropy (based on References |56, 55]). This increased
interface entropy may contribute to differentially stabilizing microstates where the io-
dide is closer to the interface compared to chloride. Based on the potentials of mean
force of Figure 4.6, the highest induced fluctuations correspond to barrier states. The
fluctuations induced by iodide, being larger than for chloride, may tend to lower the
barrier required for the iodide to move to the interface. Thus, the fluctuations provide
a mechanism for iodide ultimately presenting at the interface.

We pause here to address potential artifacts in our algorithm for computing in-
terfacial fluctuations. One may ask whether the instantaneous coarse-grained interface
we construct can artificially pass “through” the ion, thus giving rise to artificially large

fluctuations. To explore this, we plot the difference in the z-position of the ion center
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Figure 4.11: Average water oxygen density around (A) Cl~ at position z — 18 A (B)
I~ at position z = 18 A (C) C1~ at position z = 19 A (D) I~ at position
z =19 A. X axis represents the lateral distance r = /22 4+ 32 and Y
axis represents the distance from positive z direction.
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(Zion) and the z-position of the interface (Ziuierface) as the ion moves toward the pro-
tein along the axis passing through the z-axis; that is, we plot the difference in these
positions for different values for each simulation window. Thus, the z-position of the
interface is equal to the value of the surface height of the interface at the point (x—0,
V=0, Zinter face), and the z-position of the ion center is identically the z-position of the
ion. If the interface is between the ion and the protein, we will see a positive value; if
the interface moves “through the ion”, we will get zero; if the ion resides between the
interface and the protein, the value will be negative.

In our system, due to the strong restraint applied on the ion, the distribution
of the corresponding ion’s z-position (z;,) in each simulation window is narrow ( 0.1
A). Consequently, for each window, by subtracting basically the same z;,, the dis-
tribution of the instantaneous interface’s z-position (Zinter face), Which correlates with
the interfacial fluctuation in our manuscript, essentially has the same width of the
distribution for (Zipn-Zinter face). The question arises whether the algorithm we use ar-
tificially includes all three scenarios (zion-Zinter face > 0, — 0, < 0) in some simulation
windows, and in this way suggesting larger fluctuations. We will show that even when
all Zinter face values are distributed on one side of the ion (all positive/negative values
for Zion-Zinter face), the distribution of z;,ter face 15 nOt necessarily small, i.e. the induced
fluctuations are non-artifactual. Figure 4.13 shows that for just about all positions
of I7 greater than 16.5A, the interface resides between the protein and the ion. The
interface does not pass through the ion center. There are some values less than zero
when the ion z-position is 16.5A, but at this point, we see suppression of interface
fluctuations (Figure 4.12). Finally, we consider the same analysis taking the interface
position to be the height of the surface at different x and y positions (in addition to
a variety of z-positions). This is shown in Figure 4.14. This again shows the same
behavior as Figure 4.13. Based on this analysis and to the best of our ability at this
time, we believe the that induced fluctuations we report are reliable and robust.

To close this section, we attempt to evaluate hydrophobic interface fluctuations
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Figure 4.12: (A) Hydrophobic interface fluctuation at (x = 0, y = 0) as a function
of anion restrained position for CI~ and I~ (B) Normalized interface
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allowing for protein flexibility. Instead of freezing all protein atoms, we allow mod-
est vibrational degrees of freedom of the protein. Since the real proteins in biological
system are not motionless, it is meaningful to address whether the different perturba-
tions of interfacial fluctuations induced by Cl~ and I~ persist in the case of a flexible
protein surface. For the convenience of evaluating the interface fluctuation around spe-
cific regions of the protein in the external coordinate system without worrying about
translation and rotation of the protein in space, translational and rotational motions
of the protein were first removed from the MD trajectory by using “MERGE ORI-
ENT” module of CHARMM. RMSD based on the backbone protein atoms are shown
in Figure 4.15. The RMSD values are less than 2.5 A in all cases as C1=/I~ locate
around protein surface and in the bulk. Aqueous protein interface was constructed
using new trajectories based on the same protocol. Figure 4.16 shows the hydrophobic
interface fluctuation profiles at x = 0 and y = 0 as a function of z-position of CI~ and
[~ approaching the flexible protein. When the single anion is in the bulk, fluctuation
is about 0.3 A2 for both anions, higher than the inherent fluctuation of the interface
around the fixed protein, which is about 0.2 A2, This makes sense since inherent fluc-
tuation of the protein interface is not only derived from thermal motion of water, but
also from that of protein itself. Consistent with the fixed protein outcomes, I~ induces
larger fluctuations than Cl~ nearing the patch, with the maximum value of 0.56 A2

higher than that of C1~ 0.43 A2 at the location of z = 20 A.

4.3.4 Less Hydrophobic and Hydrophilic Protein Interface

We now turn to the process single C1~ /I~ approaches the aqueous protein inter-
faces with different hydrophobicity. We also start with PMF, representing the reversible
work for C17 /T~ transferring from the bulk to the regions around the protein-water in-
terfaces that we are interested in. Figure 4.17A presents the PMF for single Cl1~ /1~
approaching the less hydrophobic protein-solvent interfaces. The PMF shows a mini-
mum of -0.06£0.04 kcal/mol for the single CI~ and -0.16+0.04 kcal /mol for the single

[~ at position around 20 A for both, which is further emphasized in the small inset.
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Figure 4.16: Hydrophobic interface fluctuation at (x — 0, y — 0) as a function of
anion Z-position for CI~ and I~ in the case of flexible protein.
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Relative to the state with ion in bulk, there is effectively no stabilization. The main
differences in PMF between Cl~ and I~ appear in the range from z = 15.5 A to z
— 17.0 A. Unlike the C1I= PMF in this range, which continues increasing, there is a
minimum in the PMF profile for [7. Consistently, the PMF for I~ shows slightly higher
stability than that of Cl™ in this range. Figure 4.17B shows the PMFs for Cl~ and
[~ approaching a hydrophilic region. The PMF shows a global minimum of -0.354-0.06
for single C17 and -0.2440.05 for single I~ at position 14.7 A and 15.1 A respectively
as they approach the hydrophilic protein-solvent interfaces. (shown more clearly in
the inset). They suggest a modest stabilization effect from both Cl1= and I~ as they
are in the vicinity of the hydrophilic region around protein interfaces. In summary of
the PMF as single C1~ /I~ approaches three different regions on the protein interfaces
with different hydrophobicity, we find significant differences arising as single C1~ /1~
is close to the interfaces from z = 14 A to z = 17 A. For Cl™, when it is close to
the hydrophobic and less hydrophobic region, there are no free energy minima, and
the free energy values are positive. For I, although the free energy values are still
positive, they are lower (with the largest difference about 1 kcal/mol) than those of
CI~. Minima are observed in this region for the I~ but not for CI7. However, around
hydrophilic interfaces, both Cl1~ and I~ have minima. This reflects the fact that for
both CI~ and 17, there are more free energetic advantages as they are close to the hy-
drophilic regions, compared with the hydrophobic ones of HFBII protein, which may
due to the favorable direct anion-charged residue interactions around the hydrophilic
protein interfaces. Interestingly, our results of PMF for ClI~ /I~ when they are around
hydrophobic and hydrophilic residues of HFBII protein follow the similar trend for
the previous published work by Lund et al. [60|. They compared the free energetics
of F~ and I~ around a spherical model macromolecule. Here, F~ is a small, highly
charge-dense and fully hydrated anion similar to C17. They suggest that when the
macromolecule is uncharged and considered as a hydrophobic particle, - has more
free energy advantage than F~ for being near the interface. When the macromolecule

is positive charged and considered as a hydrophilic particle, the trend reverses, F~ is
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Figure 4.17: (A) PMF for single C1~ /I~ approaching the less hydrophobic protein-
solvent interfaces (B) PMF for single Cl=/I~ approaching the hy-
drophilic protein-solvent interfaces.

more favorable around the macromolecule. Also, comparing the free energetics of the
same anion around the hydrophobic and hydrophilic sphere, LLund et al find that both
F~ and I~ are more stable around the hydrophilic particle.

Next, we consider interface fluctuations. First we evaluate the inherent fluctu-
ations (absence of anions) of different interfacial regions of the protein as reference.
Figure 4.18 shows a colored map of HFBII protein interface based on the magnitude
of interface fluctuations in TIP3P water. The color scheme from red to blue represents
fluctuation spectrum from higher to lower values. Since there are no other impurities in
the system, the inherent interface fluctuations are derived from the thermal fluctuations

of the water. As shown in Panel A, regions defined as hydrophobic interfaces (V18, L.19,
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L21, 122, V24, V54, A61, 1.62 and L63) possess the largest fluctuations while the se-
lected hydrophilic interfaces in Panel D (D25, C26, K27, T28, A58, D59, Q60) manifest
the lowest fluctuations. The less hydrophobic interface (Panel C) displays a moderate
fluctuation. This suggests that the magnitude of interface fluctuation correlates with
the surface hydrophobicity. This is consistent with Garde’s insights |28| that density
fluctuations are enhanced near hydrophobic surfaces while reduced with increasing hy-
drophilicity. This enhanced density fluctuation is explained as a consequence of more
facile cavity formation, increased compressibility of hydration water, and more favor-
able binding of hydrophobic solutes. Although in this work the fluctuation we address
is based on the aqueous protein interface height, which is not exactly the same as wa-
ter density fluctuation Garde et al[28|. apply, it reflects similar information about the
malleable nature of the water around hydrophobic patch, considering that the aqueous
protein interfaces we construct were based on the coarse-grained solvent densities at
each space-time point.

We now address fluctuations induced by the anions. Figures 4.19A and B show
fluctuation profiles as C1= /I~ approach the less hydrophobic and hydrophilic protein
interfaces, respectively. Compared the fluctuations of distinct protein interfaces as
anions in the bulk, in previous section we note this value for hydrophobic region is
about 0.2 AQ; in the less hydrophobic interface, it is about 0.1 AQ; and in the hy-
drophilic interface, it is about 0.07 A2, These differences correlate with the inherent
protein interface fluctuations of Figure 4.18. As single CI~ /I~ moves closer to the less
hydrophobic interface, I~ induces more interfacial fluctuation than CI~, especially in
the range from z = 18 to z = 19 . The magnitude of the difference is up to 0.2 A2,
similar to the hydrophobic interface value of 0.3 A2. Comparing this profile with that
of the hydrophobic interface in Figure 4.12A, the induced fluctuations are significant
from I~ while marginal from Cl~; global maxima can be detected in the I~ fluctuation
profiles at the location of z = 18.0 and 18.5 for hydrophobic interface and less hy-
drophobic interface respectively. In the case of the hydrophilic interface, both CI~ and
[~ have inappreciable effect on hydrophilic interfacial fluctuations. Although I~ may
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Figure 4.18: Inherent interface fluctuations of HFBII. For A, B, C and D, each one de-
picts one side of the protein interface with a rotation of 90° respectively.
Red colour represents larger fluctuations, while blue colour represents
smaller fluctuations. The highlight regions in A, C and D corresponds
to the hydrophobic, less hydrophobic and hydrophilic regions that we
define in this study.
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induce a little larger fluctuation compared with CI~ as it moves closer to the interface,
the differences are quite small, with a value of 0.02 A2, only one-tenth of that from
the less hydrophobic interface. In this picture, our suggestion is that the extent of
the difference is highly related to the nature of the protein interface. The hydrophilic
interface borders a rigid water environment that is difficult to couple with both the
hydration shells of C1~ and I~. Consequently, C1=/I~ approaching the hydrophilic
interface induce marginal interfacial fluctuations, and the difference between induced
fluctuations of the two anions is less; however, for the hydrophobic interface and less
hydrophobic interface we defined, the water shells around these regions are malleable,
so they can exchange solvation water with that of I7, which also possesses a less rigid
solvation shell. However, due to the more severe ordering of water around CI™, it
is not possible for water around hydrophobic interface to perturb the solvent around
Cl~. Therefore, as C1~ and I~ approach this type of hydrophobic interface, significant

differences appear in their ability to induce hydrophobic interfacial fluctuations.

4.4 Summary and Conclusions

Building upon the insights gained from the vast studies of specific ion behaviors
at aqueous liquid-vapor interfaces, we have presented here a discussion regarding the
unique fluctuation inducing properties of two anions for which the degree of induced
interfacial fluctuations correlates with stability at the interface. Our major conclusions
are for hydrophobic protein-water interfaces, and this particular nature of the interface
is chosen as it is a logical extension of the ideally hydrophobic interface presented by
the aqueous liquid-vapor context. Our control system, the aqueous liquid-vapor in-
terface, recapitulates earlier specific ion behavior, namely that the less-charge dense,
larger iodide anion demonstrates a slight surface propensity as embodied in a free en-
ergy stable state compared to chloride. Moreover, our results for the anions at the
aqueous liquid-vapor interface recapitulate recent studies correlating surface propen-
sity to ability to induce interface fluctuations[55, 57, 56]. At the interface between

a hydrophobic region of a protein, in this case HFBII, and the aqueous solvent, we
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Figure 4.19: (A) Less hydrophobic interface fluctuation at (x = 0, y = 0) as a function
of anion restrained position for C1~ and I~ (B) Hydrophilic interface
fluctuation at (x — 0, y — 0) as a function of anion restrained position
for C17 and I™.
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find that potential of mean force calculations reveal a lower free energy state for io-
dide than chloride, the trends qualitatively consistent with those observed at the liquid
vapor interface. Furthermore, we find that the more surface stable iodide also in-
duces significantly larger interface fluctuations on approach to the interface compared
to the smaller, more charge-dense chloride; this is again in keeping with observations
at the aqueous liquid-vapor interface. These behaviors approaching the hydrophobic
interface, are related to the coupling of local hydration water in the vicinity of the
protein with the hydration water around the individual anions; specifically, the dif-
ferential ability of the water environments to couple with one another in the case of
chloride and iodide leads to the specific-ion behavior as it is related to induced interfa-
cial fluctuations. Approaching interfaces at the other extreme, hydrophilic interfaces,
we observe that both anions display similar behaviors in terms of surface stability and
induced interface fluctuations. These differences offer a view of the anions as having
different characters in different contexts. Where strong local interactions are not dom-
inant, as in the case of hydrophobic surfaces that lead to higher fluctuations in general
(i.e., higher solvent density fluctuations|36|), the anions tend to differentiate them-
selves based on their “hydrophobicity”; the large, less charge-dense iodide has a higher
propensity to associate with hydrophobic regions due to its inherent higher “hydropho-
bicity”. The smaller, more charge-dense, less hydrophobic chloride is not a stable at
a hydrophobic interface. The idea of specific-ion behaviors at interfaces being related
to hydrophobic solvation has been put forth recently, and we suggest that the current
results present another manifestation of the differential hydrophobic character of ions
at specific interfaces|51|. In the case of hydrophilic interfaces presenting highly polar
and charged species, the strong charge-dipole and charge-charge interactions dominate

and equalize the stabilities and interface perturbing effects of both ions.
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Chapter 5

ORIENTATIONAL PREFERENCE OF GUANIDINIUM CATION AND
UREA DENATURANTS AROUND EFFECTIVE HYDROPHOBIC
REGIONS OF PROTEIN SURFACE

Reproduced with permission from

Di Cui, Shuching Ou, Sandeep Patel. “Protein Denaturants at Aqueous-Hydrophobic
Interfaces: Self-Consistent Correlation between Induced Interfacial Fluctuations and
Denaturant Stability at the Interface." Journal of Physical Chemistry B. 2015,119 (1),
164-178. Copyright (©) 2014, American Chemical Society

5.1 Introduction

The pursuit for a global and self-consistent conceptual, mechanistic, and theoret-
ical framework within which to discuss the denaturing properties and behaviors of cosol-
vents such as urea and guanidinium chloride (GdmCI) continues to garner a significant
amount of scientific curiosity and effort [224, 225, 226, 227, 88, 228|. The quest for a fun-
damental understanding of protein denaturation has a long and rich history, to which
the reader is referred |67, 68, 69, 70, 71, 72, 61, 73, 74, 75, 76, 77, 78, 79, 80, 43, 81].
Based on recent experimental and molecular simulation studies, the notion of direct
interactions of denaturants with proteins in solution has come to be accepted in consen-
sus. Since common denaturants used in practical situations are needed in significantly
high concentrations, i.e., 5 M urea for instance, the notion that there are no direct
interactions between denaturant and protein becomes less justifiable [88]. Within the
context of direct interactions, one of two major mechanisms for denaturation involves
the lessening of the hydrophobic effect as it relates to the formation of a compact “pre-

folded" ensemble of states where protein hydrophobic surface exposure to solvent is
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reduced in relation to the purely unfolded ensemble of states. The idea is that by asso-
ciating with hydrophobic regions of the protein (specific residues, clusters of residues
forming extended topographical “surfaces”, hydrophobic sidechains, etc), denaturant
molecules can shield the hydrophobic surface area even in unfolded or extended con-
figurations of the peptide/polymer. This chemical denaturation mechanism naturally
involves direct interaction of the cosolvent molecule with regions of the protein surface.
A particular aspect of this interaction deals with the precise nature of association ge-
ometries and the associated free energetics; specifically, molecules such as urea, and
more so guanidinium cation (Gdm™), can present several predominant relative orien-
tations to the protein surface through which the interaction is mediated. In general,
it is proposed that a dominant interaction of urea with surface groups in protein sim-
ulations involves hydrogen bonding with polar side-chain functions [83, 84|, while the
unique hydration properties of the Gdm™ [85] support alternative interaction modes
involving stacking with side-chain planar and hydrophobic groups. However, we should
note that the nature of the relative orientations would be dictated in part by the na-
ture of solvation and hydrophobic effects as they pertain uniquely to each denaturant
molecule. Understanding of the precise geometrical and associated free energetic prop-
erties of denaturant-protein interactions is important as a piece in a more complete
understanding of the denaturation process from a molecular perspective. Previous
studies have shown that cosolvents such as Gdm™ adopt orientations relative to “flat",
model hydrophobic surfaces that are planar. These hydrophobic surfaces include the
aqueous liquid-vapor interface |86, 87|, flat hydrophobic plate |75, 88| and hydrophobic
polymer surface [77|. However, there is a lack of direct evidence for similar orientational
behavior of Gdm™* upon approaching more complex aqueous protein interfaces. The
inherent chemical and topographical heterogeneity of protein surface makes it difficult
to find a qualitatively rigorous approach to evaluate the relative orientation between
the surface of Gdm™ and the protein. To fill this gap, we apply molecular dynamics
simulations investigating the association of Gdm™ cation with a specific protein with

a relatively flat surface region consisting of hydrophobic residues. In the context of
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chemical denaturation via direct association, we ask here about the orientations that
Gdm™ and urea adopt when interacting with hydrophobic regions of proteins. The
combination of this analysis addresses ideas of direct interaction as well as hydropho-
bic effects as they pertain to the denaturation process. Furthermore, there is sentiment
in the literature demonstrating the importance of solvent fluctuations and their rela-
tion to what is called the hydrophobic nature of solutes. For example, using molecular
dynamics simulations, Godawat et al [36] found that water density near the surfaces of
self-assembled monolayers (SAMs) with hydrophobic head groups (-C'F3, -C' H3) shows
a poor distinction from that of SAMs with hydrophilic head groups (-OH, -CON Hs).
However, differences arise when considering the fluctuations of water density near the
two regions. Enhanced fluctuations, reflected by the broad probability distributions of
water number density are observed around hydrophobic surfaces compared with the
bulk solution and hydrophilic surfaces |28, 34|. Moreover, the enhanced density fluc-
tuations around hydrophobic surfaces are further characterized by more compressible
hydration shells and increased cavity formation, [167, 168| indicating that the nature of
hydration shells around hydrophobic surfaces are softer and more flickering than near
hydrophilic ones. Since the long-ranged solute-induced perturbations of aqueous pro-
tein interfaces involve the coupling of local hydration shells of the solutes with distant
hydration shells around protein surfaces, the natures of both would affect the extent of
induced interfacial fluctuations. It would be interesting to compare the interface height
fluctuations as Gdm™ /urea approaches the hydrophobic/hydrophilic protein regions.
We note that the interface height fluctuations we are pursuing here are conceptually
different from the density fluctuations of References |28, 34, 27, 229|, though both re-
flect the nature of hydration water around the protein surfaces. It is natural here to
investigate the nature of induced fluctuations of the solvent at the protein-water inter-
face via consideration of the fluctuations of the height of this interface (once defined in
a well-controlled manner) upon approach of a denaturant molecule to a hydrophobic
protein region as well as when the denaturant resides at very close separation to the

protein-water interface.
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The particular protein on which we are focusing in this study is hydrophobin-II
(HFBII), a small protein expressed by filamentous fungi. The protein is known for its
ability to form hydrophobic coatings on surfaces and self-assembles into monolayers on
hydrophobic/hydrophilic interfaces such as the water/air interface [183, 230, 231, 232].
These behaviors are mainly determined by the protein’s amphiphilicity. Acharya et
al. [27] mapped the effective hydrophobic regions and effective hydrophilic regions of
HFBII by considering the density of small probe hydrophobic solutes around each re-
gion of the protein. They selected three regions with different hydrophobicity based
on this and further monitored the density fluctuations in the vicinity of these regions.
Their calculation shows that the largest density fluctuations occur around the most
hydrophobic region whereas the least density fluctuations are detected around most
hydrophilic region. This particular observation suggests hydrophobins as useful can-
didate proteins for comparing behaviors at hydrophobic and hydrophilic interfaces as
denaturant molecules approach. We note that the purpose of this study is to demon-
strate the specific denaturant’s stability and orientational preference around regions
with different hydrophobicity of the protein with implication of the direct interaction
as well as hydrophobic effects for the association between denaturant and the protein.
The aim of this study does not focus on the denaturation process by these denaturants,
so we use the totally fixed protein in the simulation along with quite low concentration
of denaturants ( 1 M and an extreme case, single solute) compared with the significant
high concentration (up to 5 M) in the actual denaturation experiments. We further
emphasize that by using the single solute in this study, it is possible for us to system-
atically distinguish underlying characters of stability for different species (Gdm™ and
urea) and orientational preference for different orientations (parallel and perpendicular
relative to the regions of interest).

The paper is organized as follows. In Section 5.2 we discuss the simulation
protocols and computational details of the liquid-vapor interface and aqueous protein

interfaces. Our results are presented in Section 5.3 and are organized into four topics.
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We begin with discussion of potentials of mean force (PMFs) and interfacial fluctu-
ations as single Gdm™ /urea cross the aqueous liquid-vapor interface. We consider
Gdm™ /urea density distributions around the aqueous HFBII hydrophobic interface in
1.0 molal solutions in the second part. We further investigate the PMFs and interfacial
fluctuations as single Gdm™ /urea approach this aqueous protein hydrophobic inter-
face, demonstrating the resemblance between liquid-vapor interface and hydrophobic
protein interface in terms of solute specific effect and orientational preferences. We
finish this section by examining single Gdm™ /urea approaching another region, which
is considered a hydrophilic patch compared with the hydrophobic region we initially

study. We address our conclusions and general discussion in Section 5.4.

5.2 Method

All the simulations in this study were performed with MD program NAMD
2.9b3 [184, 185|, using CHARMM?22 all-atom force fields with CMAP backbone torsion
correction term [187|. Simulations of single Gdm™ /urea approaching the liquid-vapor
interfaces were performed in the NVT ensemble. The simulation cell was rectangular
with dimensions 40 A x 40 A x 150 A, in which z is the direction normal to the liquid-
vapor interface. The system contained one single Gdm™ /urea and 1977 nonpolarizable
TIP3P water model [190| water molecules. A rigid water geometry is enforced using
SHAKE [192] constraints and an integration time step of 1.0 fs was used. The temper-
ature was kept constant at 300 K by applying the Langevin friction force scheme with
a damping coefficient of 5ps~!. A switching distance of 10 A, non-bonded real-space
cutoff of 12 A and pairlist generation distance of 14 A were used for the van der Waals
interactions, and the particle mesh Ewald (PME) [191] method was employed for the
calculation of conditionally-convergent electrostatic interactions. The grid size of PME
in z-dimension is 40, in y-dimension is 40, and in z-dimension is 150 (as close to a 1 A
grid point separation as possible). In order to obtain the PMF for transferring single
Gdm™ /urea from bulk aqueous environment to the liquid-vapor interface, we define

a collective variable, which is based on the Cartesian z-component of the separation
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between the water slab center of mass and single Gdm™ /urea central carbon, describ-
ing this pseudo-chemical reaction path. To enhance sampling of the distribution of
configurations where the collective variable holds a particular value, relevant restraint
potentials were introduced on the collective variable in order to prevent it from moving
outside of the desired range. In this case, we constructed 31 continuous “windows" with
width 1.0 A. In each window, central carbon of single Gdm™ /urea was restrained to
z-positions from 0 A to 30 A relative to the water slab center of mass using a harmonic
potential Usestraint (2] Zrelative ref) = %kmstraim(z — Zrelativeret)> With the force constant of 4
(keal/mol) /A2, To consider the orientational dependence of Gdm™ around interface,
we further desired to compare the free energetics of single Gdm™ /urea transferring from
the bulk with two distinctive orientations: the planar ring of Gdm™ /urea parallel to
the liquid-vapor interface and perpendicular to the liquid-vapor interface. Here the ori-
entations were defined based on identical definitions from previous publications |86, 87|
in which the angle € between the vector normal to the molecular ring and the z-axis
was computed. Gdm™ /urea was considered as parallel (as shown in Figure 5.1A) and
perpendicular (as shown in Figure 5.1B) to the liquid-vapor interface when 6 = 0°
and # = 90° respectively. We note that for the parallel orientation, the normal vec-
tor of the molecular ring is along z-direction; for the perpendicular orientation, the
normal vector of the molecular ring can either be along = or along y direction. Due
to the homogeneous nature of liquid-vapor interface and the identical setup in x and
y dimensions in the simulation, here we only need to consider one (when the normal
vector is along y direction) of these two configurations in the perpendicular orienta-
tion case. In these two sets of simulations, initially, the parallel and perpendicular
configurations of Gdm™ /urea were selected as starting structures respectively and the
orientations were maintained by restraining the directions of central carbon-nitrogen
vectors. Based on the definition of orientations above, Gdm™ with parallel configura-
tion has all three central carbon-nitrogen vectors in the plane of XY, with the magni-
tude along z-direction being zero. Therefore, harmonic potentials with force constant

k — 1000 (kcal/mol)/A? were applied to keep the magnitudes of z components of two
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of the three central carbon-nitrogen vectors as zero. With this restraint protocol, we
can ensure the parallel orientation of single Gdm™ with respect to the liquid-vapor
interface. For Gdm™ with perpendicular orientation, all three central carbon-nitrogen
vectors are in the plane of XZ. To maintain this orientation, harmonic potentials with
force constant k = 1000 (kcal/mol)/A? were applied to restrain the magnitudes of y
components of the carbon-nitrogen vectors as zero. These restraint protocols were also
applied to single urea molecule by considering only the two central carbon-nitrogen
vectors. Apart from the orientational restraints, identical choice of collective variable
and setup of simulation windows were applied. Total sampling time for each window
was 15 ns for all the simulations and properties were calculated from all but the initial
1 ns, which was treated as equilibration.

Simulations of HFBII in 1.0 molal concentration of GdmCl/urea aqueous solu-
tions were performed in the NPT ensemble using a cubic cell with a box size 60 A x
60 A x 60 A. NPT ensemble was used to eliminate the liquid-vapor interfaces, so only
the protein-water interfaces were considered in the system. The protein structure was
based on the ultra-high resolution structure of HFBII, with PDB code 2B97 and it
was constructed using CHARMM-GUI [189]. Monomer of this HFBII protein, which
is composed of 70 residues, was placed in the center of the box and fully solvated with
6481 water molecules, along with 116 pairs of GdmCI or 116 urea molecules. The
initial structure of the protein was arranged in a way that its largest hydrophobic
patch, consisting of amino acid residues Val 18, Leu 19, Leu 21, Ile 22, Val 24, Val
54, Ala 61, Leu 62 and Leu 63 (the three letter representing the amino acid types and
the number representing the position of the amino acid in the primary sequence), was
nearly perpendicular to the z direction. The protein was rigidly fixed at the original
configuration during the simulation while other system components were unrestrained.
Temperature was maintained by Langevin bath at 300K and the pressure was kept
constant by Langevin pressure control at 1 atm. A switching distance of 10 A, non-
bonded real-space cutoff of 12 A and pairlist generation distance of 14 A were used for

the van der Waals interactions. For the grid size of PME setup, the values are changed
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Figure 5.1: (A) Representative snapshot of single Gdm™ with parallel orientation
to the liquid-vapor interface (B) Single Gdm™ with perpendicular ori-
entation to the liquid-vapor interface (C) HFBII protein in 1.0 molal
concentration of GdmCI aqueous solution (D) Single Gdm™ with paral-
lel orientation to the HFBII protein-solvent interface (E) Single Gdm™
with perpendicular y orientation to the HFBII protein-solvent interface
(F) Single Gdm™ with perpendicular x orientation to the HFBII protein-
solvent interface.
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to 60 in all dimensions, corresponding to the cubic simulation cell in this case. Six
different replicates were applied for each system and properties were computed based
on at least 10 ns of production run for each replicate. A representative snapshot of the
simulation system can be found in Figure 5.1C.

Furthermore, in order to illustrate the molecular details of orientation and free
energetics of Gdm™ /urea around protein interfaces, we simulated a system with single
Gdm™ /urea approaching the hydrophobic aqueous protein interface with different ori-
entations. We use an identical protein starting structure as in the 1.0 molal solution
case, with the hydrophobic interface of the protein nearly perpendicular to the z di-
rection. In this way, similar to the liquid-vapor interface case, the relative orientations
between single solute and protein interface can be defined in a straightforward way:
when the normal vector of Gdm™ /urea ring is along z direction, the solute is consid-
ered to be parallel to the hydrophobic protein interface as shown in Figure 5.1D; when
the normal vector is along y direction (Figure 5.1E) or x direction (Figure 5.1F), the
solute is considered to be perpendicular to the hydrophobic protein interface. Due to
the asymmetry of hydrophobic protein interface, differences arise between these two
perpendicular configurations. For the convenience of discussion, we denote the ori-
entations in Figure 5.1E and 5.1F as perpendicular y orientation and perpendicular
x orientation, indicating that the normal vector is along y direction and x direction,
respectively. Here, we note that although the hydrophobic protein patch is commonly
considered as flat, it still has some curvature. Hence strictly speaking, speaking of
an actual parallel or perpendicular orientation of Gdm™ plane relative to the protein
patch is not rigorous. However, in this work, we aimed to study the contrasting hydra-
tion properties and surface fluctuations induced by different orientations of Gdm™ (
water-depleted flat faces versus the more strongly water-associated ring (edge-on) side
of the cation) with respect to the hydrophobic patch of the protein. Therefore in this
convention, parallel orientation simply indicates that Gdm™ has more overlap with the
protein patch in terms of their projections to XY plane, relative to the perpendicular

orientation. The whole protein was fixed during the simulation with center of mass
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located at (z — 0 A,y —0A, 2z~ 0A). Afixed CI”- (at z — 0 A, y — 0A, 2
-15 A) was added as the counter ion to neutralize the positive charge in the case of
Gdm™. Similar to the liquid-vapor interface situation, for calculation of PMF, we use
the Cartesian z component of the separation between the center of mass of protein and
central carbon of single Gdm™ /urea as the collective variable. Select configurations of
single GAm™ /urea with parallel, perpendicular y and perpendicular x orientation were
used as starting structures respectively with central carbon of the molecule located at x
~0Aandy — 0A. X component and y component of the solute’s central carbon were
restrained at this original position = 0 A and y = 0 A during the simulation using
NAMD'’s “selectConstraints" infrastructure, with sufficiently large force constant k =
1000 (kcal/mol)/A2. The orientations were maintained by restraining the directions
of the central carbon-nitrogen vectors with the same protocol as liquid-vapor interface
cases mentioned above. In this case, single Gdm™ /urea will approach the specific spot
on the patch (z — 0 A and y — 0 A) with particular orientation while still keeping
some rotational degree of freedom by using the normal vector to the molecular ring
as rotation axis. We just centered on one specific region on the patch due to the fact
that the interface is heterogeneous, resulting in the differences of the extent of inherent
interface fluctuations at various locations (to be discussed further below). For a mean-
ingful discussion of the molecule induced fluctuation (fluctuation in addition to the
level inherent in pure water) as it approaches the hydrophobic interface, one represen-
tative spot with fixed position and unchanged inherent fluctuation had to be defined.
In this case, along the positive z-direction, 49 continuous “windows" with width 0.2
A ranging from area around protein-solvent interfaces to bulk water region were con-
structed. The spans of the windows going from interfacial region to bulk region (in A)
were: [15.4:15.6], [15.6:15.8], [15.8:16.0] ...... [24.4:24.6], [24.6:24.8], [24.8:25.0]. In each
window, a harmonic restraint potential with force constant of 10 (kcal/mol)/A? was
applied. Other simulation conditions remain the same as that of the system of protein
in 1 m concentration of GdmCl/urea aqueous solution. The first 2ns was allowed for

equilibration before a total of 20ns production data was generated for each window.
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For a complete understanding of the influence of the hydrophobicity of the protein
patch on the orientational preference of Gdm™ solute, we considered another system
in which single GAm™ approaches a more hydrophilic protein region which consists of
residues Asp 25, Cys 26, Lys 27, Thr 28, Ala 58, Asp 59, GIln 60. The simulation
conditions remained identical except that the protein was posed in a different way in
the simulation cell with the selected hydrophilic interface almost perpendicular to the
z direction. The window setup ranged from [14.0:14.2|, [14.2:14.4], [14.4:14.6] ...... to
[24.4:24.6], [24.6:24.8], [24.8:25.0] for a total of 56 windows.

5.3 Result and Discussion
5.3.1 Liquid-Vapor Interface

We first consider a single Gdm™ /urea solute approaching the liquid-vapor inter-
face. This analysis provides a reference context within which to discuss the results at a
hydrophobic protein interface later. To first address solute orientational propensities as
they vary along the order parameter, we compute orientationally resolved probability
distribution profiles along the z-axis as a single Gdm™ /urea approaches the liquid-vapor
interface as shown in Figure 5.2A and C respectively. Here, in a statistical manner, we
consider the probability of the single solute at position z with orientation €, which is

defined based on the following Equation 5.1|86]:

Az cos(04 22
ZZ_JFA; dz fcos((:j%%)) dcosO n(z,0)

P(z,0) = (5.1)

z+% 1
fz_g dz [, dcosd n(z,0)

where n(z,0) denotes the solute number count at position z with orientation 6. The
numerator represents the number of solutes in a slab from z — % to z+ %, with select
orientation within the range of cos(6—42) and cos(6+%2). The denominator represents
the total number of solutes in the slab region z — % to z+ %; this is used to normalize
the probabilities in the relevant slab whose boundaries along the order parameter are
z—£2 to 2+ 4%, The limits cos(#) = 1 and cos(#) = 0 represent Gdm™ orientations that

are parallel and perpendicular to the liquid-vapor interface, respectively. In bulk region
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with z < 13 A, the probabilities of Gdm™ /urea with different orientations are identical,
indicating no orientational preference; while in the interfacial region ( 15 A<z<20 A),
single Gdm™ manifests a higher tendency to adopt the configuration that is parallel to
the liquid-vapor interface. This observation is consistent with the result in our previous
publication on an identical system using a polarizable force field (TIP4P-FQ), [87| and
Wernersson et al.’s work using 1.1 m and 5.3 m GdmCI solutions. |86] Single urea
also displays a marginal orientational preference for a parallel configuration as well;
urea’s propensity for the parallel orientation is lower than that of Gdm™ based on the
lower intensity of the corresponding region in Figure 5.2C. We note that this higher
probability of parallel orientation of single solute around interfacial region suggests a
lower free energy of this configuration relative to the perpendicular. To further explore
this difference, we consider potentials of mean force for single Gdm™ /urea from bulk
through liquid-vapor interface being restrained at particular orientations as shown in
Figure 5.2B and D for Gdm™ and urea respectively. In both panels, black lines represent
conditional PMF profiles for single solute with parallel orientation; blue dashed lines
represent conditional PMF profiles for single solute with perpendicular orientation.
The orientation-averaged PMF profile (with no restraints on the orientation) is shown
as a dotted green line. The weighted histogram analysis method (WHAM) was used
for generating the final PMF in all cases. [145] The standard error was estimated by
using the block averaging method obtained from each consecutive 0.5 ns time block in
the production run of each umbrella sampling window. This selection will ensure the
block size was significantly larger than the correlation time in each window. The PMF
is defined to be zero when the solute is in the bulk, which is determined by window
z = 0 A. To better compare the interface stability among different orientations, in
the large graph of Panel B and D, we emphasized the PMFs around the interfacial
region while the entire PMF along the collective variable can be found in the inset.
For single Gdm™, the parallel orientation shows a minimum of roughly -0.4 kcal /mol,
with uncertainty about 0.1 kcal /mol, prior to the GDS at the separation of z — 16.5 A,

while the perpendicular orientation displays no surface stability at all. Overall, when
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there is no orientational restraint applied on the Gdm™, as shown by the green line,
no surface stability is found near the interface. The PMF is less repulsive in the case
with no orientational restraint compared to the perpendicular orientation scenario;
this is consistent considering that it is an average result from the contributions of
all possible configurations. The PMF for no orientational restraints (green dotted
line) shows a slight shoulder around z = 16 A, indicating the effect of the parallel
orientations. However, since the stability of the parallel orientation is rather small,
and configurations differing from the parallel geometry are associated with significantly
higher free energies at the interface, the overall effect leads to a PMF displaying no
apparent interfacially-stable state. For single urea, the parallel orientation PMF shows
a slight minimum of 0.04 + 0.07 kcal /mol. Considering the uncertainty here, whether
parallel orientation of urea shows surface stability or not is debatable. However, we
notice that in contrast to the perpendicular orientation, the parallel orientation is
more free energetically favorable, although this trend is not as obvious as the case
for Gdm™. All these PMF results are consistent with the probability distributions of
orientations as discussed above. We note that this orientational preference of Gdm™
around liquid-vapor interface may be related to the hydration structure of Gdm™ as
previously studied by Mason et al. [85, 73| and Cooper et al [233]. The hydration
around Gdm™ is anisotropic. In the molecular plane, the N-H group can serve as
hydrogen bond donor, interacting with water molecules [233| as demonstrated in the
gas-phase, while above or below the planar face, it is inadequate to serve either as
hydrogen bond donor or acceptor. Therefore, when single Gdm™ approaches the liquid-
vapor interface with parallel orientation, it is easy for desolvation to occur, which is
free energetically favorable. For the structurally analogous molecule urea, it still can
serve as hydrogen bond donor above or below the planar face, so it is less facile for the
parallel urea molecule to desolvate compared with that of Gdm™ [234].

Recent studies have demonstrated an interesting connection between liquid-
vapor interfacial stability of chemical species and the extent to which the presence of

these molecular species in the vicinity of the interface induces collective fluctuations
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Figure 5.2:

Z position (}D\)

(A) Orientationally resolved probability map of single Gdm™ around
liquid-vapor interface (B) PMF of single Gdm™ from bulk transporting
through liquid-vapor interface with parallel orientation, perpendicular
orientation and no orientational restraint (C) Orientationally resolved
probability map of single urea around liquid-vapor interface (D) PMF of
single urea from bulk transporting through liquid-vapor interface with
parallel orientation, perpendicular orientation and no orientational re-
straint. For clarity, in (B) and (D), no orientational restraint profiles are
shifted by 1 kcal/mol; perpendicular profiles are shifted by 2 kcal/mol.
The GDS positions are denoted as orange dash lines in (B) and (D).
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of the interface in addition to the level inherent in pure water (absence of the solute)
due to thermal motion; these studies have focused on monovalent inorganic ions as
initial test systems. [56, 57, 87| Initially, it is found that the species demonstrating
an interfacial stability (eg, I7) as demonstrated by free energy minima in the region
of the GDS as evaluated via potentials of mean force, appear to enhance liquid-vapor
interfacial fluctuations, while those that show no interfacial stability (eg, C17) induce
no or lesser extent of fluctuations. The differences in induced interfacial fluctuations
by two representative ions, CI~ and I~, has been attributed to these two types of ions
presenting distinct hydration shell environments. The first solvation shell of I~ is more
malleable than that of C17. The nature of the solvent structure around I~ determines
that it is more amenable to inducing fluctuations of the interface as a consequence of
a greater disruption of the solvent structure on approach to the interface. Inspired by
this, we consider that differences in induced interfacial fluctuations should arise as the
parallel and perpendicular orientations of Gdm™ approach the liquid-vapor interface
since these two configurations display distinct hydration shell environments with par-
allel orientation presenting a more malleable solvent environment and perpendicular
orientation showing a more rigid hydration environment due to the more effective hy-
drogen bonding of water in the plane of the ring. The two orientations are associated
with dramatically different free energetic profiles at the liquid-vapor interface. The
surface height fluctuations were then computed. The mean surface height and surface
height fluctuation when single Gdm™ resides at the position of z — 14 A is shown in
Figure 5.10. Both the mean surface profile and surface height fluctuation profile are
radially symmetric, with the largest value at the position where the Gdm™ is just ap-
proaching the point (z = 0, y = 0). For convenience, we use this representative value
(5h*(xz = 0,y = 0)) to compare the magnitude of interface fluctuations when the solute
is restrained at different z-positions, with the result shown in Figure 5.3. Fluctuation
profiles for Gdm™ and urea with distinct orientations are presented in Panel A and
C respectively. In the case of pure TIP3P water without the existence of solute, the

inherent fluctuation for current system size is around 1.32 A2, Using this value as a
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normalization factor, normalized fluctuation profiles were obtained, presented in Panel
B and D for GAm™ and urea respectively, which will display solute-induced contribu-
tion in a direct way. (0h?) > 1 indicates the surface height fluctuation is enhanced
relative to pure water; with (6h?) < 1, it denoted that the surface height fluctuation is
damped. In the Gdm™ case, the parallel orientation induces a large fluctuation, with
the maximum normalized fluctuation value around 2.2 at the location of z = 14 A,
which is around 3 A prior to the position of the free energy minimum. In stark con-
trast, no obvious enhancement of surface fluctuations is associated with perpendicular
orientation. These trends are expected considering the distinct hydration structures
for the parallel and perpendicular orientation of Gdm™. The nature of the malleable
hydration shell around parallel orientation Gdm™ is similar to that of single, low charge
density anions, like I7. The solvent structure is more amenable to inducing larger fluc-
tuations due to the fact that it is more easily disrupted as the solute approaches the
interface. On the other hand, the perpendicular orientation of Gdm™ showing no inter-
face stability is more like C17, with more rigid solvation structure around the periphery
of the ring due to the existence of hydrogen bonding. These results using a nonpolariz-
able force field are consistent with our previous work using the TIP4P-FQ polarizable
force field, [87] indicating a force field independence of the fundamental, underlying
physical origin of this correlative phenomenon. Previously, it has been pointed out the
importance of considering polarizability in the ion-specific effect. |45, 47| By neglecting
the polarizability in the force field, larger anion I~ may not show significant surface
stability, giving a poor distinction with respect to CI7. However, our results indicate
that in case of Gdm™, the orientational preference is pronounced enough even in the
nonpolarizable force field. In light of this, in the following section for the discussion of
Gdm™ around the protein surface, we use this nonpolarizable force field. We also notice
that differences in induced fluctuations also exist in the case of urea with dissimilar
orientations. For the parallel orientation, the largest induced normalized fluctuation
value is around 1.85, which is still larger than the fluctuation from perpendicular ori-

entation 1.45. Interestingly, for the parallel orientation, the induced fluctuations from
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Gdm™ is larger than that from urea, corresponding to Gdm™’s greater free energetic
stabilization; the perpendicular orientations show a reverse trend as the induced fluctu-
ation from Gdm™ is smaller than that from urea, which correlates with the PMF trend
that Gdm™ is more repulsive in this case. Again, the smaller differences in interfacial
stabilization and induced fluctuation between parallel and perpendicular orientation
is related to the spatial location of hydrogen bonding network, either below or above
the planar face, leading to the closer solvation structure of the parallel oriented and
perpendicular oriented urea. Overall, the differences in orientational preference around
liquid-vapor interface, interfacial stability and induced fluctuation between Gdm™ and
urea may possibly be connected to the efficiency of these two solutes as denaturants
via direct interactions with hydrophobic side chains and surface regions of proteins.
For a further understanding of this, we attempt to extend this investigation from the
ideally hydrophobic aqueous liquid-vapor interface to a somewhat more realistic and

more complex aqueous protein hydrophobic interface.

5.3.2 Aqueous Protein Interface

Before we consider the free energetics of single Gdm™ /urea approaching the hy-
drophobic protein interfacial region, we provide a general overview of distributions of
solute orientation relative to the hydrophobic protein patch. To probe this, generally,
we define a sampling volume in the Cartesian space corresponding to the hydrophobic
patch around the protein. This sampling volume is shown in Figure 5.4A, within the
range of -8 A <zxr<8 A, 8 A <y<8 A and 12 A < z <25 A, roughly including
residues Val 18, Leu 19, Leu 21, Ile 22, Val 24, Val 54, Ala 61, Leu 62 and Leu 63.
Orientationally-resolved probability distribution of Gdm™ around this defined region
is shown in Figure 5.4B. The probability at position z with orientation € in this case
is defined in the same way as that in liquid-vapor interface system in Equation 5.1.
Around the selected hydrophobic protein surface, Gdm™ displays a higher propensity
for the parallel configuration. We note that this marked tendency has previously been

noticed in proximity to hydrophobic surface. England et al. |75, 88| found that Gdm™
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(A) Surface height fluctuation for liquid-vapor interface at (x — 0,y — 0)
as a function of position of single Gdm™ (B) Normalized surface height
fluctuation for liquid-vapor interface at (x — 0, y — 0) as a function of
position of single Gdm™ (C) Surface height fluctuation for liquid-vapor
interface at (x = 0, y = 0) as a function of position of single urea (D)
Normalized surface height fluctuation for liquid-vapor interface at (x —
0,y — 0) as a function of position of single urea.
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accumulates in the vicinity of flat hydrophobic plate in a roughly parallel way. Go-
dawat et al. [77] also mentioned the Gdm™ has a preference for parallel stacking with
the hydrophobic polymer surface from the snapshots of their simulations. Here, us-
ing a simple approach we defined the relative orientations between Gdm™ solute and
hydrophobic protein surface and showed the orientational preference of Gdm™ around
the hydrophobic patch of HFBII. Furthermore, we consider orientationally-resolved
probability distributions of urea in an identical probe volume in Figure 5.4C. Parallel
oriented urea is also preferred compared with the perpendicular configuration around
the hydrophobic protein surface. However, this trend is less intense in the case of urea
compared with Gdm™, which is similar to the situation at the liquid-vapor interface.
This is consistent with the previous report that urea, compared with Gdm™, displays
more orientational diversity around hydrophobic plate-like surfaces|75|. So far, we only
concentrated on solute distributions around the hydrophobic region of the protein and
attempted to connect this with the similar observation around the liquid-vapor inter-
face, which is one model of an ideal hydrophobic interface. A complementary study
would be focusing on another distinct region around the protein surface with different
hydrophobicity. Therefore, we define another sampling volume corresponding to the
hydrophilic patch of the protein (including residues Asp 25, Cys 26, Lys 27, Thr 28,
Ala 58, Asp 59, Gln 60) in Cartesian space within the range of -8 A<y<8A, -8
A < z<8 Aand 12 A <z <25 A. The volume of this sampling region remains the
same as that defined for the hydrophobic region, but the position of the probe region
in Cartesian space is different. In Figure 5.4D, is shown the orientationally-resolved
probability distribution for Gdm™ around this hydrophilic region. Overall, no prefer-
ence for parallel oriented Gdm™ is observed in this case, although this preference can
be detected in a small portion of the map with the separation of z — 14 A. Compared
to the orientationally-resolved probability maps for Gdm™ around hydrophobic (Panel
B) and hydrophilic area (Panel D), it is safe to claim that around more hydrophobic
regions, there is a stronger tendency for the parallel stacking of Gdm™ with protein

surface, which is also been noticed in flat plate systems previously. [74] We note that
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these general trends are robust as an identical patch with different sampling volume,
as defined in the Figure 5.5 and Figure 5.6, further verifies this orientational preference
around hydrophobic/hydrophilic regions.

The PMF profiles for single Gdm™ /urea approaching the hydrophobic protein
surface region are shown in Figure 5.7. Panel A shows the PMF of single Gdm™ with
parallel orientation (solid red line), perpendicular y orientation (dotted green line), and
perpendicular = orientation (dashed blue line) moving towards the hydrophobic patch
region from the bulk, which is located at z — 25 A in this case. The PMF profiles
were generated by post-processing umbrella sampling MD trajectories with WHAM
and the standard errors were estimated by using the block averaging method obtained
from each consecutive 0.5 ns time block in the production run of each umbrella sam-
pling window. The parallel configuration gives rise to a PMF minimum of -2.854-0.04
kcal /mol as it nears the hydrophobic patch at a separation of z = 15.7 A; a shallow sec-
ond minimum can be observed at a separation of z — 19 A. A free energetic barrier can
be observed between these two minima, which may be related to the dramatic change of
the number of water molecules within the first hydration shell of the solute as shown in
Figure 5.8. There is a shallow minimum with free energy -0.4840.04 kcal /mol around
z — 17 A for the perpendicular y orientation Gdm™; while for perpendicular z Gdm™,
a monotonically repulsive trend was observed. This difference may be determined by
the exact composition and local spatial arrangement of the residues on and near the
hydrophobic patch as shown in Figure 5.13A and 5.13B. When Gdm™ with perpendic-
ular x orientation approaches the patch, there is a repulsive interaction between NH
groups of Gdm™ and side chains of residues Ile 22 and Leu 63 on the patch. More
importantly, we notice that compared with PMFs for perpendicular oriented Gdm™
showing marginal or no stability, PMF’s for parallel orientation Gdm™ are much more
free energetically favorable. This further echoes the result shown in Figure 5.4B, in-
dicating that Gdm™ prefers to associate with the hydrophobic protein patch with its
more hydrophobic, easily desolvated, parallel orientation. This preference is explained

by England et al. |75, 88] as hydrophobicity-driven stacking interaction in their study
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Figure 5.4: (A) Representative of sampling volume for probing orientational resolved
probability of solute around certain region of protein interface (B) Orien-
tational resolved probability distribution of Gdm™ around hydrophobic
protein interface in 1.0 molal GAmCl solution (C) Orientational resolved
probability distribution of urea around hydrophobic protein interface in
1.0 molal urea solution (D) Orientational resolved probability distribu-
tion of Gdm™ around hydrophilic protein interface in 1.0 molal GdmCl
solution.
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solution.
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Figure 5.6: (A) Representative of sampling volume for probing orientational resolved
probability of solute around certain region of protein interface with the
range of -7TA <x<7A, -TA<y<7Aand12A<z<25A (B) Orien-
tational resolved probability distribution of Gdm™ around hydrophobic
protein interface in 1.0 molal GAmCl solution (C) Orientational resolved
probability distribution of urea around hydrophobic protein interface in
1.0 molal urea solution (D) Orientational resolved probability distribu-
tion of Gdm™ around hydrophilic protein interface in 1.0 molal GdmCl
solution.
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using hydrophobic plate. Due to the inability of hydrogen bond formation between
hydrophobic surface and water molecules, the hydrophobic surface has a stronger ten-
dency to minimize the exposed area in the aqueous environment. This can be achieved
by the face-on coating by Gdm™ of the surface, which is free energetically favorable.
The observed stacking mode of self-association among Gdm™ |73, 78, 235| can also
be considered as hydrophobically driven interaction. Instead of association with large
hydrophobic plate or protein surface, in this case, Gdm™ pairs with another Gdm™
by maximize the overlapping of their hydrophobic planar rings. We further verify this
by considering the PMFs of single Gdm™ approaching another Gdm™ with different
relative orientations as shown in Figure 5.9. Besides, In Figure 5.7B, PMF profiles for
urea with different orientations moving towards the identical hydrophobic patch are
presented. Again, parallel oriented urea molecule shows the most free energy stability
with a value around -2 kcal/mol compared with the two perpendicular orientations.
However, comparing parallel urea association free energy around hydrophobic protein
patch with that of parallel Gdm™, we find that it is less favorable, which is due to the
lower hydrophobicity of urea’s planar surface as discussed earlier. These behaviors are

consistent with the results from orientation distribution maps in Figure 5.4.
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Figure 5.7: (A) PMF for single Gdm™* with parallel orientation, perpendicular y
and perpendicular x orientation from bulk approaching the hydrophobic
protein-solvent interface (B) PMF for single urea with parallel orien-
tation, perpendicular y and perpendicular x orientation from bulk ap-
proaching the hydrophobic protein-solvent interface.
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molecules (B) Coordinate water numbers within the first hydration shell
of Gdm™ restraining at different orientations as a function of Z position
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The stability of a single solute at the protein interface correlates with the induced
interfacial fluctuations as the solute approaches. The protein-solvent interface was
constructed based on our defined protocol. A representative average protein-solvent
interface is shown in Figure 5.10C and the corresponding height fluctuation is shown
in Figure 5.10D in the Supporting Information. Overall, the contour of the mean
interface is reasonable considering that the shape of the protein is globular. The
magnitude of interface fluctuations can be judged by the color scale in Panel D, in
which case a single Gdm™ is located at z — 18 A right above the position z — 0, y
= 0. We consider this point as a reference point since it displays the largest induced
fluctuations compared with other regions on the protein surface as indicated by the
bright ring in Figure 5.10D. To better illustrate the change in interface fluctuation
magnitude as single Gdm™ /urea approaches the patch, the induced fluctuation at this
reference point, (6h?(x = 0,y = 0)), as a function of z position of the central carbon of
the solute is plotted in Figure 5.11. In Figure 5.11A, at large separations of the single
Gdm™ from the hydrophobic patch region, none of the configurations of Gdm™ shows
increased perturbation of the aqueous protein interface. The magnitude of undulations
of the protein-solvent interface solely comes from the inherent, thermal fluctuation.
As the restrained Gdm™ with distinct orientations approaches the hydrophobic patch,
the induced fluctuation profiles exhibit striking differences. Parallel-oriented Gdm™
induces large fluctuations of the interface (0.95 A2?) at the separation of z = 18 A,
which is around 5 times that of the inherent interfacial fluctuation (0.19 A?). In the
case of perpendicular-orientated Gdm™, maxima in the fluctuation profiles can also be
found at the same separation of z = 18 A. However, the extent of the induced interfacial
fluctuation is smaller compared with that of the parallel orientation, with perpendicular
y giving a value of 0.4 A2 (2 times of inherent fluctuation) and perpendicular z giving a
value of 0.35 A% (1.8 times of inherent fluctuation). This is consistent with the trends
at the liquid-vapor interface showing that interfacially stable parallel configurations
of Gdm™ induce larger interfacial fluctuations than the perpendicular, less interface-

stable orientations of Gdm™. As expected, parallel orientations urea induces a larger
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extent of fluctuation (around 0.75 A?) than the perpendicular ones (around 0.45 A?),
corresponding to the greater free energy stability of the parallel configurations around
the interface shown in Figure 5.7. Comparing the induced fluctuation values between
parallel configurations of the two solutes, the more hydrophobic and more surface
stable Gdm™ gives a higher level of enhanced fluctuation. These results support the
argument that the more hydrophobic nature of the parallel-oriented Gdm™ makes the
hydration shell weakly-bound and less-ordered, so that it has more tendency to break
and couple with the hydration water in the vicinity of hydrophobic protein patch region,
which will cause a large perturbation of the protein-solvent interface in addition to the
level present in pure water. According to the previous studies [56, 55, 57, 169|, this
enhanced fluctuation represents an increase of interface entropy, which may contribute
to differentially stabilizing configurations where the parallel orientation Gdm™ is closer
to the interface compared to other configurations of the solute.

To close this discussion about induced interfacial fluctuations, we address po-
tential artifacts in our algorithm for computing interfacial fluctuations. One may ask
whether the instantaneous coarse-grained interface we construct can artificially pass
“through" the solute, thus giving rise to artificially large fluctuations. To explore this,
we plot the difference A in the z-position of the central carbon of Gdm™ and the z-
position of the interface (Zinter face) @ Gdm™ moves toward the protein patch along the
z-axis. Here, the z-position of the interface is equal to the value of the surface height
of the interface at the point (z — 0, ¥ — 0, Zinterface)- A > 0 means the interface is
between single Gdm™ and the protein patch; while A — 0 indicates that interface just
passes through the Gdm™; A < 0 implies that the Gdm™ resides between the interface
and the protein. We will show that even when all the zjterface Values are distributed on
one side of the solute with A value constantly being larger or smaller than zero, the
distribution of Zjterface 18 NOt necessarily small. This would suggest that the induced
fluctuations are non-artifactual and the higher fluctuation values are not due to the

combination of three different scenarios ( A > 0, — 0, < 0). Figure 5.14 displays the
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Figure 5.10: (A) Mean height of liquid-vapor interface as single Gdm™ locates at z
— 14 A (B) Surface height fluctuation of liquid-vapor system as single
Gdm™ locates at z — 14 A (C) Mean protein-solvent interface height
as single Gdm™ locates at z — 18 A (D) Height fluctuation of protein-
solvent interface as single Gdm™ locates at z = 18 A, the color scales
representing the magnitude of fluctuation.
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Figure 5.11: (A) Surface height fluctuation for hydrophobic protein interface at (x
= 0, y = 0) as a function of restrain z position of single Gdm™ with
parallel orientation, perpendicular y and perpendicular x orientation
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150



values of A and the distributions of A as single Gdm™ is located at three representa-
tive positions, z — 16 A, 18 A and 19.5 A. Panel A and D correspond to the parallel
configuration; Panel B and E correspond to the perpendicular y configuration; Panel
C and F correspond to the perpendicular x configuration. At a separation of z — 18
A, where the Gdm™ induces a large interfacial fluctuation, we observe that A is always
larger than zero for all the three cases, indicating that the interfaces will always reside
between the protein and the solute, so there is no artifact where the surface passes
through the solute. The same applies to the situation that Gdm™ is located at z —
19.5 A as indicated by the blue line. Although at the separation of z = 16 A there
are some A values less than zero, at this point the interfacial fluctuation is suppressed
by the presence of the solute. This suggests further that enhanced fluctuations are
not influenced by the interface fluctuating on both sides of the solute. Furthermore,
at closer separations of Gdm™ and the protein-water interface, the meaning of the lo-
cal interface becomes ambiguous perhaps, but this is not a serious issue as the major
differences in interface effects occur well-before the solute arrives at the interface. An
additional point worth addressing is that at a separation of z = 18 A, we observe that
the parallel configuration of Gdm™ exhibits a wider distribution of A values as shown
in Panel D green line. This is consistent with the earlier result of Figure 5.11A that
parallel orientations of Gdm™ induce larger fluctuations of hydrophobic protein-solvent
interface compared to the perpendicular ones. In a recent study, Patel et al discussed
that water near hydrophobic surfaces can be described as being near a phase transition
characterized by enhanced fluctuations in relevant order parameters. [236, 35| The rel-
evant order parameter is solvent density in their work, the distribution of which varies
from unimodal (when two hydrophobic interfaces are far apart) to bimodal at separa-
tions where the volume between surfaces fluctuations between wet and dry states to
unimodal once the inter-solute space is completely dry (post dewetting transition). In
this work, as solutes approach the hydrophobic surface as a perturbation to the inter-

facial water, a different order parameter based on the interfacial height is considered.
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Ideally, this interfacial height should display the same signatures of bimodal distribu-
tion as the solute reside at the position that induces the largest surface fluctuation.
From previous discussion, A is the difference between zgg,, and Ziier face. Since zgam
is almost constant (this is the fixed position of the solute), the distribution profiles of
A and Ziyger face should be identical except the shift along X axis. We will just use the
distribution of A in the following discussion. A fat tail in the distribution profile in
Figure 5.11D is observed as the solute is located at a separation of z — 18 A, which
is near the position of largest fluctuation. Furthermore, the distribution profiles of A
for Gdm™ with parallel orientation at the separation of z = 17.5 A and z = 17.7 A are
shown in Figure 5.12A. Interestingly, at the exact separation where solute induces the
largest fluctuation, z — 17.7 A, a prominent bimodal distribution is observed, which
is consistent with the view that at this position, there would be transitions between
a "wet" and "dry" region between the solute and the protein-water interface. Figure
5.12B shows the log probability of A versus A, analogous to Figure 3C in Patel et al
[236]. The present probability distributions for the interface position recapitulate the
results of Patel et al in a rather dramatic fashion. This further speaks to the notion
that water near hydrophobic interfaces, even on the smaller scales of specific regions of
biomolecules, is poised close to phase transitions, which upon perturbation by external
potentials (in this case, a solute approaching the interface and perturbing the solvent
density near the protein surface as a consequence of the nature of the solute’s hydra-
tion shell) undergoes a transition. This transition is now considered as an alternative
signature of the hydrophobic effect.

Finally, we consider PMF’s of single Gdm™ approaching a hydrophilic region
on the protein surface. Figure 5.15A shows the PMF profiles of a single Gdm™ ap-
proaching the hydrophilic protein patch with parallel orientation (red), perpendicular
y orientation (green) and perpendicular z orientation (blue). A slight free energy sta-
bilization is observed in all the cases, which may due to the electrostatic interaction
between -NH group of Gdm™ and side chain of hydrophilic residues (like D25) on the

patch as shown in Figure 5.13C. However, compared with the free energy of Gdm™ with

152



o Probability®) o
il

o
)]

|
1
=

. log(Probability())

=
ul

-2

0 L
-1 0

1

2

3
A = Gdm’ position - surface position (A)

4

5 1.5

2

2.5

3 3.5 4

A =Gdm’ position - surface position (A)

Figure 5.12: (A) Probability distributions of A for Gdm™ with parallel restrained
orientation locating at various positions close to the peak of largest
fluctuation. (B) Probability distributions (log scale) of A for Gdm™
with parallel restrained orientation locating at various positions close
to the peak of largest fluctuation.
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most favorable parallel configuration approaching the hydrophobic protein region (-3 +
0.15 kcal /mol), the free energetic advantages from Gdm™ with all three configurations
approaching the hydrophilic patch are quite small (around -0.5 £ 0.15 kcal /mol). Fur-
thermore, all three configurations show little to no difference in free energy suggesting
that the orientational preference of Gdm™ around certain types of surfaces is highly
dependent on the effective hydrophobicity of the region, with significant orientational
preference of Gdm™ occurring around the more hydrophobic surface regions. Further-
more, the induced interfacial fluctuation profiles of single Gdm™* with these distinct
orientations approaching this hydrophilic region are shown in Figure 5.15B. Previously
we have reported that for the protein in pure water regions with different hydropho-
bicity will display dissimilar inherent interface height fluctuations. [169] The larger
magnitude of fluctuations are related to the malleable nature of the water and facile
cavity formation around hydrophobic patches. [28] When Gdm™ is located far from
the patch, in all three cases, an inherent fluctuation value of 0.07 A2 is detected, which
is lower compared with the inherent fluctuation value around hydrophobic protein re-
gion 0.18 A2, As Gdm™ moves closer to the hydrophilic interface, both parallel and
perpendicular orientation have inappreciable effect on hydrophilic interfacial fluctua-
tions. Although parallel configuration may induce a little larger fluctuation compared
with the perpendicular one, the difference is quite small, around 0.02 A2, Such neg-
ligible differences in inducing fluctuations among these configurations corresponds to

the marginal differences of free energies around hydrophilic interface.

5.4 Summary and Conclusions

In this article, we continue to explore and demonstrate a connection between
interfacial stability and induced interfacial fluctuations as interfacially-stable solutes
approach ostensibly hydrophobic aqueous-hydrophobe interfaces. The context in which
we consider the present work is relevant for discussion of the nature of direct chem-

ical interactions between typical chemical denaturants of proteins, Gdm™ and urea,
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Figure 5.13: (A) Gdm™ with perpendicular y orientation (orange) around the hy-
drophobic protein patch (B) Gdm™ with perpendicular x orientation
(orange) around the hydrophobic protein patch, residue 122 and 163
are shown in green (C) Gdm™ with perpendicular y orientation (or-
ange) around the hydrophilic protein patch, residues D25 is shown in
green.
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Figure 5.14: (A)-(C) Differences between single Gdm™ position and surface position
(surface position is defined by the surface height at position x = 0,
y = 0) A for Gdm™ with different restrained orientations locating at
various positions, (A) parallel orientation (B) perpendicular y orienta-
tion (C) perpendicular x orientation (D)-(F) Probability distributions
of A for GAm™ with different restrained orientations locating at various
positions, (D) parallel orientation (E) perpendicular y orientation (F)

perpendicular x orientation.
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specifically at hydrophobic regions of a model protein, HFBIIL. Our calculations of po-
tentials of mean force indicate that Gdm™ and urea exhibit non-trivial stability at the
aqueous-hydrophobe interface as indicated by Figure 5.7 of this paper. Furthermore,
we observe a richer subdivision of the contributions to the total free energy arising
from two relative orientations of the solute that we have chosen to study, the par-
allel and perpendicular orientations as defined relative to the surface of the protein.
Though the protein surface is not quite parallel to the axis chosen as our order pa-
rameter for calculations of potentials of mean force, the selected definitions, we feel,
suffice for the current purposes. With respect to the orientation-free energy correlation,
our calculations indicate that the orientations of both solutes in which the solute is
parallel to the interface are associated with stronger free energy minima compared to
configurations where the solutes approach in a perpendicular orientation. These two
orientations appear to envelope the total free energy profiles (though we cannot say
with certainty what contributions intermediate orientations would offer; however we
stress that in this study, our aim is to demonstrate the self-consistency of the free en-
ergy profiles computed via the potentials of mean force with the orientation probability
densities determined from free, solute-unrestrained MD simulations of the solutes in
solution with the protein). Furthermore, we find that the correlative behavior between
solute orientation and free energy stability (using the current force field combinations
for water, solute, protein, and ions) mimics that observed at the aqueous liquid-vapor
interface (Figure 5.2 and 5.4, probability distribution maps). Our results for both
the protein-water interface and the pure liquid-vapor interface are in agreement with
previous studies. |86, 87|

Recent simulations have highlighted the unique nature of hydrophobic interfaces
as it relates to the fluctuations induced in solvent density vicinal to the interface (refer
to Garde et al.’s work |36, 237|). Complementary studies have illuminated the fluctua-
tions of aqueous-hydrophobe interfaces as simpler atomic species (monovalent ions) and
slightly more complicated molecular species approach such interfaces. Both these ap-

proaches ostensibly define a further characteristic property associated with hydrophobic
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Figure 5.16: (A) Gdm™ number density map around HFBII protein (hydrophobic
side). Blue represents higher number density, while red represents lower
number density (B) Gdm™ number density map around HFBII protein
(opposite side) (C) Representation of hydrophobic protein patch of HF-
BII with orange highlighting each hydrophobic residues on the patch.
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solutes (and perhaps the hydrophobic effect in general). The present calculations indi-
cate that associated with interfacial stability of the chosen chemical denaturants is an
induced fluctuation of the interface upon approach of the solute to the interface. We
stress that the induced fluctuations of the interface formed between the hydrophobic
region of the protein and solvent occur before the solute resides directly at the inter-
face. This is an important detail, as it speaks to the somewhat long-ranged nature of
the effects generated by certain solutes prior to any direct interaction being realized.
That solutes can affect an interface from a distance is a subtle though non-negligible
effect we suggest. Moreover, the present results suggest that denaturant orientations
that are parallel to the interface (vis-a-vis, display interfacial stability) are the ori-
entations that induce the largest fluctuations of the interface (and hence the solvent
density). The relation between solute orientation and induced fluctuations is related
to the nature of the solvation shells of the solute presented towards the interface upon
approach of the solute. In the case of Gdm™ approaching the interface in a parallel
orientation, the solvation shell presented is a more “malleable" one, where the solvent
is more labile and free to rearrange. This leads to greater solvent density fluctuations
and hence, higher interfacial induced fluctuations. In the case of the perpendicular
orientations of Gdm™ and urea, the tighter hydrogen bonding patterns of water (as
demonstrated in previous studies|233| create a more rigid, well-defined solvation shell
that is not easily disrupted. This translates to lower solvent density fluctuations, and
hence lower induced fluctuations (or even suppression of interfacial fluctuations). The
present results are thus consistent with recent work and provides yet another example
of the relation of hydrophobic effect, solvent fluctuations, and interfacial stability. This
relationship appears to be common across a series of atomic and molecular species, as
well as encompassing charged, polar, and non-polar characteristics of the solutes con-
sidered. These observations suggest that molecular ions, such as Gdm™, as well as
polar molecules with heterogeneous charge distributions (at least in the context of em-

pirical molecular mechanics force fields) inherently have built into them regions of high
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and low charge density. The dependence of local solvation structure on this hetero-
geneous (or asymmetric) charge density is to a large extent involved in determining
the propensities of the modalities involved in specific association of molecules with
specific types of interfaces. Observations based on classical simulations as well as re-
cent DFT-based calculations [238] thus suggest an intriguing fundamental underlying
theme. These ideas call for further study regarding specific details about the nature
of the relationship between fluctuations, degree of solute hydrophobicity, solute solva-
tion /hydration shell properties, and interfacial stability. Finally, Figure 5.16 shows the
number density of Gdm™ molecules in the vicinity of the canonical hydrophobic region
of HFBII as well as on the side opposite to this hydrophobic patch (the opposite side
not being hydrophobic to any significant extent). Our analysis of simulation data from
1M Gdm™ solutions with no restraints demonstrates a propensity for the Gdm™ to the

hydrophobic region. This is consistent with the analyses presented in this work.
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Chapter 6

A BIOCHEMICAL MODEL FOR BINDING MEDIATED BY
HYDROPHOBIC INTERACTION - ASSOCIATION BETWEEN
UBIQUTIN AND UBIQUITIN BINDING DOMAINS

Reproduced with permission from Di Cui, Shuching Ou, Sandeep Patel. “Free
Energetics of Rigid Body Association of Ubiquitin Binding Domains: A Biochemi-
cal Model for Binding Mediated by Hydrophobic Interaction." Proteins: Structure,
Function, and Bioinformatics. 2014,82 (7), 1453-1468. Copyright © 2014, Wiley

Periodicals Inc.

6.1 Introduction
Weak intermolecular interactions underlie numerous molecular recognition processes;|239,

240| these can involve noncovalent association of two species (i.e., protein and ligand,
protein and protein) with a wide range of specificity. Recent studies have explored the
effects of weak intermolecular association such as hydrogen bonding and hydrophobic
interactions and their role in stabilizing ligands at protein surfaces.|162] The role of
hydrogen bonding in association processes has been extensively studied. [241| However,
the elucidation of a general description of hydrophobic interactions between protein and
ligand has proven elusive; it is still poorly understood how association is mediated by
hydrophobic interactions in terms of specificity and affinity. There is general agreement
that the contribution of hydrophobicity to recognition of protein to small (molecular)
and large (protein) ligands is an important and relevant factor.[242] Although the
importance of hydrophobic interactions in the binding process is well-appreciated, it
is often assumed that this contribution is nonspecific compared to hydrogen bonding
which confers specificity to protein-ligand association as a consequence of the inher-

ent directionality of hydrogen bonds. However, recent investigation of structures of
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protein-ligand complexes has enabled the reevaluation of the role of hydrophobic inter-
actions in helping to define specificity of recognition. [243] A major issue concerning
hydrophobic mediated binding processes is the driving force for protein-ligand inter-
action. A classical view of the characteristic thermodynamic signature of hydrophobic
association is one of an entropy-driven process.|15, 91, 89| That is, the overall sta-
bilizing contribution to the complexed state is an increase in total entropy (the ori-
gins of which generally are associated with the release of water degrees of freedom
upon association, thus allowing more configurational states). In contrast, association
between hydrophilic binding pockets and hydrophilic binding ligands is generally re-
garded as enthalpy-driven. A good model serving for interactions between hydrophilic
ligands and hydrophilic binding pockets is galactose binding to Arabinose Binding Pro-
tein (ABP). Isothermal titration calorimetric (ITC) experiments demonstrate that the
interactions are enthalpy-driven with a change of enthalpy about -95 kJ/mol. [90]
However, when it comes to the case of association process between hydrophobic bind-
ing patch of protein and hydrophobic ligand, the observed underlying thermodynamic
signatures are more complicated and surprisingly broad. Investigation of nanoscopic
hydrophobic association [92, 94, 93| has shown that the process is highly entropically
favorable; association of model hydrophobic surfaces, solutes, and (bio)macromolecules
near hydrophobic surfaces have been extensively explored using molecular simulations
providing a general picture of the entropy-driven association processes in these model
systems. The explanation for this is that hydrophobic solute will disrupt the structure
of bulk water and since it is incapable of hydrogen bonding with water, water-water
hydrogen bonds are reoriented along such a surface in order to minimize disruption of
the three-dimensional hydrogen bonded network of water molecules. This leads to a
structured water cage around the hydrophobe surface, the classical Frank and Evans
model.|8] The propensity of water molecules to predominantly adopt a subset of con-
figurations to maximize interaction leads to significant loss of configurational entropy
of water molecules. Such unfavorable effects can be minimized if hydrophobe molecules

aggregate. Upon aggregation, water molecules form one larger cage surrounding the
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hydrophobic aggregate and the surface area of such aggregate is smaller than the sum
of surface areas of individual solutes. This makes the entropic contribution less un-
favorable and, hence, makes the free energy more favorable. If this mechanism was
the sole driving force for protein associations, all binding events involving hydrophobic
binding partners would be entropy-driven. This is not the case. Recent experiment
has investigated the binding process of nonpolar ligand to the poorly solvated pocket
of the mouse major urinary protein-1(MUP-1). [96, 97, 98] Despite the apparent hy-
drophobic character of the binding partners, I'TC data indicated that the binding was
enthalpy-driven and accompanied by an unfavorable entropy change. The authors sug-
gest that by virtue of poor solvation of the binding pocket, protein-ligand interactions
(dispersion) arising from complexation compensate favorably any interactions lost be-
tween binding-site residues and solvent prior to the association. In stark contrast, the
binding of a series of hydrophobically modified benzamidinium chloride inhibitors to
trypsin, which has a well-solvated binding site, is strongly entropy driven at a number
of temperatures. [99] It suggests that the characteristic thermodynamic signature of
hydrophobic association in solution will depend on the degree of solvation of the bind-
ing pocket. Molecular dynamics simulation study has been applied to investigate the
enthalpy driven hydrophobic association by Setny. [100] A model for nonpolar cavity-
ligand association is used in their molecular dynamics simulation. Thermodynamic
contributions, including free energy, entropy and enthalpy along the binding coordi-
nate have been investigated. The results show that the favorable driving force for
this process is from enthalpy change among the release of water molecules from the hy-
drophobic environment to the bulk water. Although there are some controversial issues
like the origin of the unfavorable entropic component for the hydrophobic association
process, it is generally accepted that the enthalpy driven hydrophobic association usu-
ally involves the receptor protein that has poorly solvated binding sites. These poorly
solvated binding sites harbor water that is termed “disorganized”; this reflects the no-
tion that the water is not able to recoup energetically favorable water-water interactions

via sufficient orientational restriction. More importantly, the above experimental and
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simulation results suggest that the underlying signatures of hydrophobic interactions
(mediated through the association via regions of macromolecules canonically labelled
as “hydrophobic”) are by no means absolute and generally observed.

In part, a goal of this study is to extend the analysis and discussion of un-
derlying signatures of the hydrophobic association in a system widely considered to
be dominated by hydrophobic interactions, the ubiquitin interaction with a particular
binding partner, UIM. MD simulations were performed to study the binding process
between ubiquitin and its binding partner - ubiquitin interacting motif (UIM). It has
been extensively characterized so far that ubiquitin binds to different kinds of UIM
domains through one particular hydrophobic patch/region that includes residues L8-
[44-H68-V70. [244, 245, 246] The binding domain we investigated is UIM of Vps27,
which adopts a helical conformation. The helix is markedly amphiphilic with a hy-
drophobic stripe along one side which interacts with the complementary hydrophobic
Leu8-Tle44-Val70 region of ubiquitin. [247] Mutation of the selected residues on both
ubiquitin [170] and UIM [248] have suggested that these regions are involved intimately
in the binding interface. Based on these observations, we consider that hydrophobic
interactions may play a role in mediating the association process between the ubiq-
uitin and UIM. Our aim presently is to investigate the thermodynamic signature of
the association of these two proteins via their hydrophobic regions. We aim to use
molecular dynamics simulations in conjunction with free energy sampling methods to
calculate the potential of mean force (PMF) for reversible association of the two pro-
teins taken to be semi-rigid bodies. Arguments for considering a rigid-body process
are discussed in the Methods section. We also propose to evaluate the influence of
hydration level around the binding patch on the driving force for association. We
proceed to decompose the computed reversible work (PMF), which reflects the free
energy difference between the associated and dissociated states of the protein-protein
complex, into enthalpic and entropic components. Such decomposition enjoys a long
history in its application to the study of the thermodynamics of association processes

in solution. We further explore the dependence of relative orientations of ubiquitin

165



and the UIM domain on the potential of mean force. These latter calculations also
provide indication of the correlative capability of current force field methods to predict
the experimental structure of the bound complex as a free energy minimum. This is
in the spirit of recent studies using coarse-grained Martini protein-lipid-solvent models
that have shown that the binding interfaces of G-protein coupled receptors in model
bilayers are associated with global free energy minima with respect to orientations of

the two proteins taken as rigid bodies|249).

6.2 Materials and Methods
6.2.1 Simulation Details

Molecular dynamics simulations were performed with NAMD, version 2.9h3,|184,
185] using the CHARMM 22 all-atom force field (Chemistry at Harvard molecular me-
chanics) [186] with CMAP backbone torsion correction term.[187| Isothermal - isobaric
ensemble (NPT) simulations were performed using a rectangular cell with a box size
60 A x 60 A x 100 A as shown in Figure 6.1. A rectangular system was selected
in order to probe the association along a distance between the centers of mass of the
protein and binding domain, while minimizing the computational overhead involved in
computing interaction forces between more waters included in a larger cubic box. [250]
The initial structures of the complexes were constructed using CHARMM-GUI. [189]
The ubiquitin-UIM complex with PDB code 1Q0W was placed in the center of the box,
surrounded by 10738 TIP3P model[190] water molecule and 3 K*, which are used to
neutralize the -3e charge of the UIM. Potentials of mean force (to be discussed further
below) were computed along a reaction coordinate defined as the distance between the
centers of mass of the two associating proteins. The larger ubiquitin was biased to
remain in a single orientation and its center of mass at a specific position, chosen as
(x=0 A y=0A4, 2=0 A) via the use of strong restraining potentials. Using NAMD’s
collective variable infrastructure, ubiquitin’s center of mass was restrained at (x—0 A,

y—0 A, z-0 A) using a force constant of 500 (kcal/mol)/A2 and its orientation was
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restrained about the NMR-based orientation using a harmonic restraint potential with
force constant of 5000 (kcal/mol) /A2,

The helical structure of the UIM was maintained by harmonically restraining
backbone atoms with a force constant of 100 (kcal /mol)/A2. Since we are only inter-
ested in the potential of mean force along one particular path, we chose to maintain the
UIM helix as more or less rigid as this freezes some of the orthogonal degrees of free-
dom (orientational degrees of freedom for instance) and facilitates convergence along
the chosen reaction coordinate. Furthermore, experimentally, Nuclear Overhauser Ef-
fect (NOE) measurements indicate that the polypeptide backbone within the helical
region is relatively constrained compared with other regions of the UIM. [170] Also,
from molecular dynamics simulations of the free protein in solution, we observe that
the helix backbone RMSD is low as shown in Figure 6.2, reflecting this rigidity of the
helix relative to other flexible regions of the short peptide. We do acknowledge that the
simulation reflects the bias for helical propensity introduced by the CMAP correction;
the force field, over the time scales we are concerned with, nevertheless suggests a low
drift from the experimental structure, and thus we claim this as sufficient to warrant
treating the UIM helix as a rigid body for the purposes of this work.

Temperature was maintained by Langevin bath at 300K, and the pressure was
kept constant by Langevin pressure control at 1 atm. A switching distance of 10 A,
non-bonded real-space cutoff of 12 A and pairlist generation distance of 14 A were used
for the van der Waals interactions, and the particle mesh Ewald (PME) method was
employed for the calculation of conditionally-convergent electrostatic interactions.[191]
The grid size of PME in x dimension is 60, in y dimension is 60, and in z dimension is
100 (as close to a 1A grid point separation as possible). The SHAKE algorithm [192]
was used to constrain bond lengths involving hydrogen atoms and an integration time
step of 0.8 fs was used; this slightly lower time step is needed due to the PME update
frequency of every 4 steps we use; we have ascertained that the use of this protocol
does not affect the dynamics or energetics as the density of water in the bulk regions of

the system are equivalent when using a more frequent PME update as shown in Figure
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orientation

distance

—> Z direction

Figure 6.1: Representative snapshots of the system used in the study (A) representa-
tion of the hydrophobic side of the UIM helix. Non-polar residues, white;
basic residues, blue; acidic residues, red; uncharged hydrophilic residues,
green (B) representation of the hydrophilic side of the UIM helix (c) rep-
resentation of the ubiquitin and UIM binding. The distances change from
15 A to 34 A. The orientations change from -150° to 180°.
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Figure 6.2: Evolution of protein backbone RMSD (A) Ubiquitin-UIM complex with
0° orientation (B) Ubiquitin-UIM complex with -30° orientation (C) UIM
(D) Ubiquitin.
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exclude scaled1-4 langevinPistonPeriod 50
1-4scaling 1 langevinPistonDecay 25
COMmotion no langevinPistonTemp 300
zeroMomentum yes useF'lexibleCell no
dielectric 1.0 useGroupPressure yes
switching on cellBasisVectorl 60.00 0.00 0.00
switchdist 10 cellBasisVector?2 0.00 60.00 0.00
cutoff 12 cellBasisVector3 0.00 0.00 100.00
pairlistdist 14 cellOrigin 0.00 0.00 0.00
timestep 0.8 wrapAll on
stepspercycle 20 PME yes
nonbondedFreq 2 PMEGridSizeX 60
fullElectFrequency 4 PMEGridSizeY 60
rigidBonds all PMEGridSizeZ 100
langevin on constraints on
langevinDamping 5 selectConstraints on
langevinTemp 300 selectconstrX on
langevinHydrogen off selectconstrY on
langevinPiston on colvars on
langevinPistonTarget 1.01325 extraBonds on

Table 6.1: NAMD input parameters for the simulations.

6.3. We provide the NAMD input file for our simulations in Table 6.1.

6.2.2 Potential of Mean Force

In order to determine the potential of mean force (PMF) describing the free
energy of association of ubiquitin and UIM, a reaction coordinate defining this pseudo-
chemical reaction must be defined. Presently, we consider a reaction coordinate, &,
defined as the Cartesian 7z component of the separation between the center of mass
of the UIM and a dummy atom located at the position (x—0, y—0, z—0); this point
coincides with the restrained center of mass of the ubiquitin. In Figure 6.4,we show
the deviation of ubiquitin center of mass from this point is sufficiently small so as not
to incur any systematic error in the potential of mean force we compute. We use a

dummy atom instead of the actual center of mass of ubiquitin as a collective variable
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Number density profiles of water (A) associated state window [15:16] us-
ing timestep 0.8 fs (B) associated state window [15:16| using timestep 1.0
fs (C) separated state window |32:33] using timestep 0.8 fs (D) separated

state window [32:33| using timestep 1.0 fs.
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Figure 6.4: Evolution of z component of the center of mass of ubiquitin (A) associated
state window [15:16] (B) separated state window [32:33].

group in NAMD because using a smaller group (smaller number of atoms) alleviate
the loss of parallel performance in NAMD. [251]

NAMD provides several sampling methods|252| for calculation of PMF’s. Here
we use the Adaptive Biasing Force (ABF) method|139, 140, 141, 142|. For more detailed
discussion of ABF, it can be found in Chapter Two. To enhance sampling of the
distribution of configurations where the reaction coordinate holds a particular value,
the reaction coordinate is restrained within a certain narrow range (instead of its entire
span). At the boundaries of the narrow range of interest, relevant restraint potentials
are introduced on the reaction coordinate in order to prevent it from moving outside

of the desired range. In this work, we construct twenty continuous "windows" with
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width 1.0 A along the positive z-direction ranging from a separated to contact state.
The spans of the windows going from separated to contact state (in A) are: [34:35],
[33:34], [32:33], |31:32], [30:31], [29:30], |28:29], [27:28]|, [26:27]|, |25:26], |24:25|, [23:24],
[22:23], [21:22], [20:21], [19:20], [18:19], [17:18], [16:17], [15:16]. Forces are accumulated
in smaller bins of width 0.02 A within each window as per the ABF protocol. During
the production free energy calculations, the ABF method introduces a biasing force
acting on the UIM; the bias force is equal in magnitude and opposite in sign to the
actual mean force on the UIM. The mean force is an average over the preceding 500
molecular dynamics steps.

For the association process between ubiquitin and UIM, initially, we consider
the situation that UIM approaches the ubiquitin with the orientation from NMR de-
termined structure. The starting structures for each ABF window are constructed as
follows. Initial solution structure of UIM-ubiquitin complex was arranged in a way that
the center of mass of ubiquitin and that of UIM are both located on the 7 axis (x—0,
y—0) and the relative position between the two proteins remains the same. Specifically,
the center of mass of the ubiquitin was located at (0, 0, 0) and center of mass of the
UIM was located at (0, 0, 15.25). Therefore, this initial structure was considered as the
associated state window [15:16] of the ABF sampling coordinate. The starting coordi-
nates of other windows were obtained by translating the UIM along the positive z axis
while maintaining the position of ubiquitin the same (i.e., for window [16:17|, coordi-
nates of all the atoms of UIM translocating along z axis for 1 ﬁ\). We also consider how
the binding PMF varies with the orientation of the UIM relative to the NMR-based
structure orientation. We define the NMR orientation of UIM in the solution structure
of the UIM-ubiquitin complex as 0° orientation. Other orientations were generated as
UIM was rotated along an axis taken as the line connecting the center of mass of the
first half of UIM helical region (including residues 4-12 in UIM) and the center of mass
of the second half of UIM helical region (including residues 13-20 in UIM). Coordinates
of all the atoms of UIM are rotated along this axis with the corresponding degree of

30°, 60°, 90°, 120°, 150°, 180°, -30°, -60°, -90°, -120° and -150° respectively. Positive
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Orientation (°) Simulation Time (ns)

-150 30
-120 30
-90 42
-60 20
-30 42
0 50
30 46
60 42
90 42
120 42
150 42
180 38

Table 6.2: Duration of the simulated trajectory of various orientations.

angles correspond to UIM rotated clockwise along the axis; negative angles correspond
to anticlockwise rotation. Since the backbone atoms of UIM were restrained with a
large force constant as previously discussed, the desired orientations were maintained
during the simulations. For each window, we allowed at least 2ns of equilibration before
considering the rest of simulation data as production data. Durations of the production

trajectory for different orientations are reported in Table 6.2.

6.3 Results and Discussion
6.3.1 Free Energy, Enthalpy and Entropy Changes

We first consider potentials of mean force, and specifically that of semi-rigid
UIM, with 0° orientation, associating with ubiquitin as shown in Figure 6.6 (blue
solid line). The furthest right region represents the dissociated state and the left side
represents the region of the associated state. Uncertainties in the free energy profile

are determined as: [219]

var[G(&n)] ~ Z var[K Az (6.1)

i=1
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where var|[G(£y)] is the variance, Z is the mean position of z in the iy, window, which
can be obtained from block averages.|220] The standard deviation o[G(£x)] is then the
square root of var[G(¢y)]. The obtained free energy profile is flat from d = 35 A to d
— 921 A. At small separations, the PMF decreases monotonically, reaching a minimum
at d = 15.75 A; this position is the simulation-based contact state. We note that
from the initial solution structure of the complex, the separation between the center
of mass of ubiquitin and that of UIM is around 15.25 A; the distance predicted by
the combination of force field and simulation methodology agrees rather well to the
NMR structure. After 50ns production of simulation, the free energy value at contact
state is -16.2040.51 kcal /mol. To assess the convergence of the free energy profile, we
show the time evolution of the free energy difference between contact and separated
states in Figure 6.5. We further note that in this relative orientation of ubiquitin
and UIM, there appears to be no free energy barrier to association; this is unlike
common potentials of mean force of model hydrophobic entities associating in pure
water which exhibit oscillatory barriers in the free energy profile itself as water layers
gradually evacuate the region between hydrophobes.|253, 95| In prototypical models
of hydrophobic association, the barriers are related to enthalpic contributions to the
potential of mean force, analysis of which we now turn to.

We consider decomposition of the total free energy into enthalpic and entropic
components to assess the relative contributions of these thermodynamic quantities to
the overall association process. For a particular ubiquitin-UIM separation d, total
system enthalpy relative to the separated state is computed as the difference of the
average potential energy of the dissociated state (furthest separation studied) and the
state at the separation of interest. As the difference in the pressure-volume term is
close to zero for our system, we approximate the enthalpy at a distance, d, relative to

the separated state as in Equation 6.2.

AH(d) = H(d) - H(ddissociated) - AU(d) + A(PV> ~ AU(d) = U(d> - U(ddissociated)
(6.2)
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Figure 6.5: Evolution of the free energy for different orientations (A) 0° orientation
(B) -30° orientation (C) -60° orientation (D) -90° orientation.
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where H(d) and U(d) denote the enthalpy and potential energy of the system at sep-
aration d respectively.

System entropy is extracted via —TAS = AG—AH. In Figure 6.6, the red dash
line shows enthalpic component (AH) as a function of separation, and the green dash
line shows the entropic component (-TAS). The uncertainties of enthalpic component
were again obtained based on blocking method [220] and the uncertainties of entropic
component could be derived from the summation of free energy and enthalpy variances.
Since entropic component is derived from free energy and enthalpic component, it is
nature to expect that in the range of d = 20 A to d = 35 A, where the free energy
profile is flat, the enthalpic component and the entropic component are complementary.
Within uncertainty, both the enthalpic component and entropic component are zero
for the separated state from d = 28 A to d = 35 A. Since the potential energy is a large,
fluctuating value, the variation of AH for d > 22 is difficult to interpret. However,
we note an observed substantial increment of the enthalpic component which is as
high as +20 kcal/mol at a separation between d — 20 A and d — 22 A. When the
separation is closer, enthalpic component remains positive in sign and fluctuates about
a statistically different mean value compared to states with larger separation. The
enthalpy profile, taken at face value, appears qualitatively similar to profiles observed
in association of hydrophobic surfaces and solutes. In such cases, as mentioned above,
the emptying of the region between hydrophobes where water-water interactions are
exaggerated (more favorable than in bulk) in order to compensate entropy loss, results
in a net enthalpic destabilization upon hydrophobe association. We will further explore
the behavior of water and details of the contributions to the enthalpy change further
below. As expected, system entropy increases in the range of d = 20 A to d = 22 A and
the entropic component remains negative (favorable) at smaller separations. At the
contact state, -TAS = -26.70+1.62 kcal /mol, which is favorable for the association.
Ostensibly, this entropic stabilization intimates that release of water degrees of freedom
as water evacuates the inter-protein region sufficiently compensates any entropic losses

from protein modes that are lost upon binding. We will comment on these issues
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Figure 6.6: Thermodynamic contributions along the reaction coordinate. Relative
Gibbs free energy, G(red), enthalpy, H(blue) and entropic term, -TS
(green), and their uncertainties (vertical bars).
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further below.

We note that different contributions of enthalpy and entropy to overall thermo-
dynamic stabilization of the complex represents entropy-enthalpy compensation, which
is a general character of weak intermolecular interactions in biological systems. [254]
Presently, free energy stabilization of the contact state in our model system arises from
the entropic component. The favorable entropic contribution is large enough to stabi-
lize the association process even after compensating the unfavorable enthalpic effect.
The result here apparently recapitulates the thermodynamic signature for the classi-
cal hydrophobic effect mediated association process between two hydrophobic binding
partners.|255, 99, 92, 93| Since it is argued that the characteristic thermodynamic sig-
nature of hydrophobic association in solution will depend on the degree of solvation of
the binding region, the entropy-dominated association process between ubiquitin and
UIM implies that the binding region of ubiquitin should be exposed on the protein sur-
face and can be fully solvated in the absence of binding partner. Relating directly to
previous studies on the association of nanoscopic hydrophobic graphene plates in wa-
ter, Choudhury et al|94| obtained the same thermodynamic signature including highly
favorable entropic contribution at the contact state (-460 kJ/mol) and the opposite
unfavorable enthalpic contribution (250 kJ/mol). Interestingly, the entropic compo-
nent contribution profiles in both the case of graphene plates association and that of
ubiquitin-UIM association appear quite similar, exhibiting a virtually flat region at
large separations and a sharp decrease at smaller separations. The observed changes of
thermodynamic quantities are connected with the hydration level around the solutes.
When the two hydrophobes contact one another, expulsion of water molecules from
the intersolute region occurs. The release of the structured water into the bulk results
in the increment of entropy (decrease in entropic component —7'AS). Simultaneously,
the favorable interaction energy arising from attractive interactions between the solute
and water in the confined region is lost, which accounts for the highly unfavorable

enthalpic component.
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6.3.2 Interaction Energies from Different Components

We address in further detail total system enthalpy along the separation dis-
tance by decomposing it into contributions from interactions between specific system
components, namely, protein (ubiquitin), domain (UIM), water and counter ions (K*).
We consider four elements, protein-domain interactions, domain-water interactions,
protein-water interactions, and water-water interactions as shown in Figure 6.7. Panel
A and Panel B show the protein-water interaction energy and domain-water inter-
action energy, respectively. Approaching the contact state, both protein-water and
UIM-water interactions are lost, relative to the separated state, resulting in each of
these interaction components contributing large, unfavorable enthalpic contributions
to the total free energy. The destabilizing contributions result from desolvation of the
protein and domain in water as the UIM approaches ubiquitin, which has also been
observed previously in the context of protein-ligand association. [255, 100 Panel C
shows water-water interaction energy, and Panel D depicts the interaction energy of
protein with domain. These two interaction energy profiles are quite similar, providing
a stabilizing negative enthalpy of association in opposition to the protein-water and
domain-water cases. The protein-domain interactions are attractive, globally arising
from a combination of polar, charged, and hydrophobic residues interacting with one
another; again, ostensibly, this appears much like the hydrophobe-hydrophobe inter-
action energy observed in numerous past simulation studies. When the separation is
small enough (d — 15 A), repulsive interactions dominate, indicated by the slight in-
crease in protein-domain interaction energy at this region. Before the appearance of a
global minimum at this region, there is another minimum between d = 22 A and d =
23 A. This may relate to the favorable intermolecular electrostatic interaction between
side chains of negatively charged glutamic acid residues at the N-terminus of the UIM
and positively charged arginine residues on the surface of ubiquitin as mentioned in the
literature. [170| Further evidence about this very specific interaction in this localized
region of the reaction coordinate is shown in the Figure 6.8. At window [22:23], the

relative orientation of ubiquitin and UIM allows the closest distance and most favorable
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interaction between GLU 5 on the UIM and ARG 74 on the ubiquitin. In addition,
interactions involving GLU 3, GLU 5, GLU 6, GLU 7 and ARG 42, ARG 72, ARG 74
also come to bear as shown in Figure 6.8C. The importance of neighboring hydrophilic
residues cannot be trivialized and we acknowledge that there is a contribution from
this type of residue, even in the present system. The importance of hydrophilic inter-
actions in protein-protein association and folding processes has been discussed deeply
in the recent literature by Ben-Naim|256, 257|. Based on our computational results,
we can only go so far as to suggest the importance of hydrophilic interactions/residues
in the ubiquitin-UIM association process; it is clear that the stabilizing driving force
from these interactions is offset by the other system components. This may or may not
be a consequence of improper balance of interaction energy scales in the force fields
used, and this certainly warrants broader studies. The water-water interaction com-
ponent also contributes favorably at the contact state, which arises from association
of the protein and domain, squeezing out the water and enhancing the water-water in-
teraction. Overall, the loss of water-protein and water-UIM interactions dominate the
destabilizing contributions to the enthalpy of association; stabilizing, favorable water-
water and protein-domain interactions are insufficient to compensate the loss of former
interactions, at least in this system. Finally, we note that the interaction energies are
computed using full PME energies; in Figure 6.9, we show that these energies are qual-
itatively (and in most cases quantitatively) similar to energy values computed using

large cutoffs without PME.

6.3.3 System Component Contributions to Potential of Mean Force

We can now connect enthalpy decomposition results from the previous subsec-
tion to how water-protein and protein-protein interactions contribute to the free energy
vis-a-vis the potential of mean force. By averaging the force on the UIM from indi-
vidual system components, such as water, one can extract the potential of mean force
contribution from that system component by integration of this average force. This is

a well-defined protocol.|95, 258|. As shown in Reference|258|, the average force along
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the reaction coordinate is the difference between the forces on the two protein cen-
ters of mass projected onto the reaction coordinate of interest. Converting from the
collective variable reaction coordinate (relative distance along z-axis between the two
centers of mass) to the absolute Cartesian z-coordinate, one obtains the relation that
the component contribution along the reaction coordinate is simply the average force
on one member of the two proteins with the other considered being fixed at the origin
of the coordinate system; here we focus on the UIM domain. The potential of mean
force contributions from the water, ubiquitin, counter ions, and the UIM complex itself

is expressed as:

AW = — / < Fion(&) > déo — / < Fyat(§0) > do — / < Fpro(&0) > do — / < Fuma(&o) > déo
(6.3)

where Fjo,, Fyat, Fpro and Fypay denote as forces on the UIM domain arising from
counter ions, water, protein and domain itself. Among them, the principal contribu-
tions come from protein and water, which are shown in Figure 6.10. The error bars here
are computed via the same method as for the total PMF. The contribution from ubiq-
uitin is largely negative and favorable for association. The favorable protein-protein
interactions between ubiquitin and the UIM indicated by the increasingly negative
relative enthalpy behavior in Figure 6.7 are the overriding element since association
entails loss of protein conformational, translational, and vibrational entropy, which
will be addressed later in the Entropy Analysis of Protein subsection. In contrast,
the water contribution is repulsive and destabilizing. Relative to the separated state,
the associated state lacks inter-region water molecules, as these are expelled from this
region. Consequently, the predominantly electrostatic attractive interactions between
polar protein and water draw each protein of the complex away from one another, lead-
ing to the destabilizing contribution of water to the PMF. Equivalently, water-protein
interactions are lost upon association, giving rise to a destabilizing contribution from

water. Previously reported studies of the association processes between hydrophobic
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Figure 6.10: PMF contribution from (A) protein (B) water.

species, including carbon nanoparticles in water, [253, 259| graphene in water [94] and
carbon nanotubes in water/aqueous ionic solutions, [95] have also demonstrated this

feature, though in this case the similarity originates from different underlying physical

interactions.

6.3.4 Water Density

Since a discussion of hydrophobic association implicates water, an analysis of
spatial distributions of water around solutes is warranted and relevant. Because of
the complexity of the chemical and topographical context on protein surfaces, water
distribution around them will be complicated. A simplified water number density
profile as a function of protein-protein separation only outlines the hydration along

one dimension, which is insufficient to depict the full picture. So instead of showing
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this in a general way, we decompose the water density distribution around the entire
protein, considering the water density "slice by slice" as we move from one protein’s
center of mass to that of the binding partner. We define a series of thin volume slices
perpendicular to the z axis along the positive z direction as shown in Figure 6.11A. Each
slice S is defined by S = [2¢, 20+dz|; thus the width is dz. A water molecule is counted in
the slice if the z-component of the water oxygen atom is within the range. We set dz =
0.5 A and zy as (0, 0.5, 1.0, 1.5, ..., 33.5, 34.0, 34.5) A, so that 70 consecutive slices were
constructed. The slice at z—0, for example, represents a slice through ubiquitin, and the
density profile for this slice would show the cross-sectional profile of water density. For
each slice, a water oxygen number density map along x and y is constructed as shown in
Figure 6.11. Panel B depicts the water density distribution map for window [32:33] with
zo — 0 A; this is essentially a cross-section around ubiquitin. For comparison, Panel
C shows the water density map around the UIM domain at zy = 32 A. The density
plotted is the local water density normalized by the bulk value of 0.0334 ~3. In regions
far from the proteins, the Figures show density of 1, corresponding to the bulk value for
TIP3P water. The existence of proteins (and solutes in general) affects water density
around the solute, resulting an either lower or higher water density compared with
that in bulk regions. Water molecules around these areas were regarded as hydration
water. From a traditional point of view, these hydration water molecules are quite
rigid, associating specifically with polar and charged residues on the protein surface.
[260] Recently, it has been argued that these water molecules may be more flexible
than originally believed|261] and the structure and dynamics of water in the vicinity of
biomolecules has become an open question.|262| Nevertheless, it is generally accepted
that there is a difference in the properties of hydration and bulk water, as has been
indicated by both simulation [148] and experiment. [263] Therefore, the release of
these hydration waters into the bulk region during the association may be relevant to
the thermodynamic signature of the binding event. In view of this, we combine data
about the position-dependent water density in the inter-protein region next, obtaining

the number of hydration water molecules in this region as a function of protein-protein
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separation. From the water density map of Figure 6.11B and C, water density at bulk
region corresponds to a value ranging from 0.8 to 1.2. Therefore, the total number of
inter-protein hydration water could be obtained by integration of water density that
is lower than 0.8 or higher than 1.2 over the desired space as domain approaching the

ubiquitin, which is expressed in Equation 6.4 and Equation 6.5.

d 30 30
Nwater - / / / pc(xa Y, Z) (64)
0 —30 J =30

0 0.8 <p(z,y,2) <1.2
pe(z,y,2) = (6.5)
p(z,y,z) plz,y,z)>08or p(z,y,z) <12

where p(x,y,z) is the water density at position (x,y,z); p.(x,y, z) represents the cor-
responding hydration water density at this position; and Nyqe, is the inter-protein
hydration water number. Alternatively, to consider only hydration waters, one could
combine data from analysis of radial probabilities of water around the protein surface
and consider only water molecules within a certain distance from, say, protein heavy
atoms. For the qualitative arguments we pursue here, our approach appears sufficient.
Nuyater Wwas monitored as a function of distance in Figure 6.11D. As the proteins move
toward each other from separated state, initially there is little relative variation in the
number of hydration water, which is indicative of a release of bulk-like water in the
middle of inter-protein region that is far away from each protein at large separations.
As the UIM domain comes near the protein, N, gradually decreases starting from
a separation less than 22 A, which is an indication of the beginning of hydration water
release. This separation distance coincides with the increase of enthalpic component
and decrease of the entropic components as d < 22 A in Figure 6.6. These trends are in
agreement with the traditional explanations of hydrophobic interactions which is based
on the argument that there will be an entropic gain by expelling the hydration water
molecules from a more rigid environment which is close to the hydrophobic region to

the less-ordered bulk. However, in this case, we observe that the release of hydrating
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waters, which may be associating with the protein, also give rise to large stabilizing
entropic factors, resulting, in a fashion similar to hydrophobic association, to a free
energy minimum. We acknowledge that this behavior may be dependent on specific
proteins and the nature of their binding interfaces; however, in this case of a system
widely held to associate via hydrophobic interactions, the thermodynamic signature,

at a coarse resolution, appears very much like that for true hydrophobic interaction.

6.3.5 Free Energetics and UIM Helix Orientation Relative to Ubiquitin
Further exploration of free energetics of model, semi-rigid body association be-
tween ubiquitin and restrained UIM with different orientations will be discussed in this
section. Free energy profiles are shown in Figure 6.12B, C, D and E. For each orienta-
tion, the profiles are calculated by using the ABF approach. Several orientations of the
UIM helix (relative to a single orientation of ubiquitin), including 0°, -30°, 30°, -60°, 60°
and -90°, exhibit a PMF minimum. The experimental NMR orientation is associated
with the largest PMF minimum; this is an interesting, though admittedly anecdotal
demonstration of the surprising accuracy of modern force fields in recapitulating de-
tailed molecular interactions that define protein-protein interactions. Further similar
studies are warranted and ongoing. Furthermore, we observe no barriers to association
for the NMR orientation, as discussed previously. Several non-native orientations are
associated with slight barriers. Figure 6.12A shows a 3-dimensional representation of
the individual PMF’s. Interestingly, the present results show that the NMR structure
indeed is the most stable of the orientations probed. We summarized the outcomes
of contact state distances &.ontact, association free energies AG and differences of as-
sociation free energies between each orientation and 0° orientation AAG in Table 6.3.
For 0°, -30°, 30° and 60°, AG is lower than -10 kcal/mol and favorable. For 120°,
-120°, 150°, -150° and 180°, AG is only around -1 kcal/mol; with consideration of the
uncertainty (around 0.5 kcal/mol), we suggest that in actuality, there is no free energy
benefit for the UIM association with ubiquitin under these orientations. The dramatic

difference in association free energy is consistent with the fact that the helix domain is
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Figure 6.11: Water density distribution maps for a select slice along the z direction
(A) representation of the select slice to consider water denstiy (B) water
density distribution map for zp — 0 A at window [32:33] (C) water
density distribution map for zy — 32 A at window [32:33]. The density
is normalized such that p — 1 corresponds to the bulk water density of
0.0334 3.
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Orientation (°) Eeontact (A) AG (kcal/mol) AAG (kcal/mol)

0 15.75 -15.97(0.58) 0

30 16.99 -10.13 5.84
-30 16.01 -13.03(0.62) 2.94
60 16.75 -11.73 424
-60 18.59 -6.13(0.55) 9.84
90 15.49 -4.54 11.43
-90 17.19 -5.22(0.61) 10.75
120 18.51 -1.35 14.62
-120 21.55 -1.05(0.66) 14.92
150 21.99 -0.94 15.03
-150 20.95 -1.03 14.94
180 20.45 -1.22(0.52) 14.75

Table 6.3: Association free energies for ubiquitin with UIM at different orientations.

amphipathic, with a set of hydrophobic residues including L8, L9, A12, L13, L15 and
[L17 along one side. It is widely held that the hydrophobic residues form a principal
binding patch, engaging the 1.8-144-H68-V70 hydrophobic patch of ubiquitin upon as-
sociation. Figure 6.13 shows the relative positions of the patches involved in binding
at 0° orientation (Panel A) and -120° orientation (Panel B). Lower association free
energy corresponds to the case where two hydrophobic patches face each other, and
higher association free energy corresponds to the case that they are facing away from
each other. This is an indication that a hydrophobic effect, intimate and specific inter-
action of currently-defined hydrophobic moieties, is important for the ubiquitin-UIM
association.

To further explore the free energetic differences in association with various orien-
tations, decomposition of the total free energy into the enthalpic and entropic compo-
nents is required. The decomposition results are shown in Table 6.4. Where we observe
the most negative (stabilizing) association free energies, as with the 0° and -30° orien-
tations, the entropic component is the dominant contribution to the association PMF,
with a value around -25 kcal/mol. In contrast, the enthalpic component makes an

unfavorable contribution of about 10 kcal/mol. The trend is reversed for the cases
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Figure 6.12: Free energies of restrained UIM with different orientations association
with ubiquitin. (A) Mapping the free energies of association at various
orientations and separations; (B),(C),(D),(E) Free energy profiles for all
the orientations. For clarity, red lines are shifted by 10 kcal /mol; green
lines are shifted by 20 kcal /mol.
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Figure 6.13: Representation of hydrophobic residues involved in ubiquitin-UIM bind-
ing (A) UIM restrained at 0° orientation (B) UIM restrained at -120°
orientation. Color scheme: red, hydrophobic residues L8, 144, H68 and
V70 on ubiquitin; blue, hydrophobic residues L8, 19, A12, 113, .15 on
UIM.

with less free energetically favorable orientations such as -120° and 180° orientations.
In these cases, the free energy advantage comes from the enthalpic contribution, which
is slightly negative; correspondingly, the entropic contribution is slightly positive. One
source of the change in thermodynamic character is related to differences in hydropho-
bicity of the interface of UIM at different orientations. When the hydrophobic face is
toward the ubiquitin for association, we observe the signature of an entropically-driven
process; when the hydrophilic face is toward the ubiquitin, the signature changes, with
enthalpy having a major stabilization role. The preferred orientation for the UIM as-
sociation is derived from the hydrophobic character of the interface; this is consistent
with the idea ubiquitin association with its binding domains, at least in the case of

UIM, is hydrophobically mediated.
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Orientation (°) AG (kcal/mol) AH (kcal/mol) —TAS (kcal/mol)
0 ~15.97(0.58) 10.72(2.80) ~26.69(3.33)
30 —13.03(0.62) 10.88(2.60) ~23.91(3.22)
.60 ~6.13(0.55) 10.08(2.78) ~16.21(3.33)
290 —5.22(0.61) 18.78(3.64) —24.00(4.25)
120 ~1.05(0.66) ~2.98(3.70) 1.93(4.36)
180 ~1.22(0.52) —3.80(2.44) 2.58(2.96)

Table 6.4: Enthalpic contribution and entropic contribution for different orientations.

6.3.6 Entropy Analysis of Protein

Entropy change, AS, associated with protein-protein binding in aqueous solution
can be expressed as the sum of two terms, contribution from solvent and contribution
from protein translational, vibrational, and conformational changes. Considering sol-
vent, there will be a decrease of solvent accessible surface area upon protein association,
resulting in release of confined solvent molecules to bulk. This contributes favorably to
the total entropy of interaction. For the protein contribution, it is generally accepted
that when two protein binding partners “merge” into one complex, conformational
degrees of freedom of proteins are lost, giving rise to unfavorable entropy changes.
However, it has also been mentioned that in some cases, one protein may increase
the number of conformational degrees of freedom upon ligand binding. [264] Proteins
conformational entropy change (A Se,,r) can be derived by subtracting the free ubiq-
uitin entropy (S?) and free UIM domain entropy (S?) from the protein complex (S©).
For each species, the entropy can be further decomposed into translational, rotational
and vibrational contributions. Among them, the most complicated part is from the
vibrational component. The vibrational entropy was computed from independent free
simulations for protein, domain and complex based on the quasiharmonic approxima-
tion. [265] Quasiharmonic analysis calculates vibrational entropy based on snapshots
from a simulation trajectory. One problem is the convergence of the vibrational entropy
based on this approach, which has been pointed out by Harris et al.|266] One way to

improve the convergence arising from sampling issue is to extrapolate the entropy at

194



infinite simulation time by using a function as has been shown in Equation 6.6.

A

(6.6)

S(t) represents the vibrational entropy at simulation time t, S, denotes the
extrapolated entropy at infinite sampling time by fitting the parameters A and n. S(t)
was obtained by analyzing the dynamics trajectory using the quasiharmonic method
in the VIBRAN module of CHARMM. Figure 6.14 shows the evolution of vibrational
entropy for the free proteins and complex structures. For clarity, the fitted curve was
shifted up 2 units as shown by blue lines. The slopes of the fitted curves are close
to zero after 15ns; we consider the S, in each case as the final vibrational entropy
involved in the process we are modeling. The fitted parameter values are shown in
Table 6.5. Additionally, the translational and rotational entropies are computed using
the following equations.|267]

gi 5 1 2rm'kgT

trans — §k3 +kp hl[—( h2

o )] (6.7

' JiTiTE 1/2 2L T
5ty = Sk + 20T (Swhf

rot — 2 ot
where m is the mass and I, I, and I, are the moments of inertia and o is the sym-

)?/?] (6.8)

metry factor. The results of decoupled entropies from translational, rotational and
vibrational contributions of each species are listed in Table 6.6. Here, we consider
two complex states, one corresponds to UIM with 0° in the complex and another one
corresponds to the UIM with -30°. Entropy changes mostly derive from translational
and rotational parts, with a small (< 1 cal/mol/K) contribution from vibrational en-
tropy change. The unfavorable protein configurational entropy changes (around -93
cal/mol/K) upon association suggest that the release of water molecules during the
binding event provides a significant amount of favorable entropy contribution that is
sufficient to compensate the "freezing" of protein degrees of freedom upon binding.

We also note that AA S.,,¢, which is the difference between ASc,,,—30 and AS.omo,
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System Se (cal/mol /K) A n
complex (0° 6.363(0.065) 3.235(0.052) 0.660(0.038)
complex -30° 6.637(0.103) 3.458(0.075)  0.564(0.042)
UIM 2.010(0.040) 0.895(0.031) 0.445(0.042)
ubiquitin 4.796(0.021) 2.225(0.023) 0.778(0.025)

Table 6.5: Fitting constants for entropy extrapolation. The numbers in the brackets
represent asymptotic standard errors upon fitting.

System  Sgan(cal/mol/K) S, (cal/mol/K)  Syip(cal/mol/K)  Sioar(cal/mol /K)
complex 0° 53.860 53.163(0.323) 6.363(0.065)  113.386(0.388
complex -30° 53.860 53.129(0.475) 6.637(0.103) 113.626(0.578
UIM 49.700 46.005(1.214) 2.010(0.040) 97.715(1.254
ubiquitin 53.011 51.425(0.100) 4.796(0.021) 109.232(0.121
AS,omo —48.851 _44.267(1.637)  —0.443(0.126)  —93.561(1.763
AS,om 30 —48.851 ~44.301(1.789)  —0.169(0.164)  —93.321(1.953

Table 6.6: Decoupled entropies from translational, rotational and vibrational contri-
butions.

is around 0.24 (cal/mol/K). This results in a -0.072 (kcal/mol) of configurational en-
tropic component difference between the two orientations. Since we use a rigid model
of domain in the simulation to evaluate the free energy differences among various orien-
tations in Table 6.3, the configurational entropic component difference is not included
here. For the free energy difference between 0° and -30° orientation, -0.072 (kcal /mol)
is a negligible value compared with 2.94 (kcal/mol) shown in Table 6.3. Thus, we have
some confidence in comparing relative orientational free energetics based solely on the

data of AAG value as discussed in the previous section.

6.4 Conclusion

To investigate the thermodynamic signature of hydrophobic association within
the context of a biochemical system defined by ubiquitin and one of its many binding
partners, UIM, widely considered to associated through predominantly hydrophobic
interactions, we present calculations of the potential of mean force for association in

solution using ABF sampling coupled with atomistic molecular dynamics simulations.
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Figure 6.14: Evolution of vibrational entropy for (A) Ubiquitin-UIM complex with 0°
orientation (B) Ubiquitin-UIM complex with -30° orientation (C) UIM
(D) Ubiquitin.
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We find that at a low resolution, the thermodynamics of association of this system,
treated as the binding of two semi-rigid bodies, exhibits characteristics of the canonical
hydrophobic interaction. There is a large entropic stabilization component to the over-
all association, with a concurrent destabilizing enthalpic contribution. The entropic
component originates from the release of hydration water molecules around the pro-
teins. The enthalpic contribution, though destabilizing in this system as in the case
of purely hydrophobic solutes, is a result of the loss of specific protein-water interac-
tions within the hydration shells. For purely hydrophobic solute systems, destabilizing
enthalpic contributions to association free energy arise from the loss of strong water-
water interactions that arise due to the need for solvent structuring in the vicinity of
the hydrophobe. By computing the density profile of hydration waters as a function
of protein-protein separation, we find that the onset of entropic stabilization coincides
with the separation distance at which significant water release is observed. This is
again consistent with a hydrophobic like process, but the origins of the effect are dif-
ferent. Our results indicate that association of ubiquitin and UIM along a reaction
coordinate representing rigid-body translation along the axis between centers of mass
of the two proteins is entropically dominated. This is consistent with the effective
binding region (amino acids sequence Leu8-Ile44-Val70) being on the surface of ubig-
uitin as opposed to being a buried site. The release of degrees of freedom associated
with solvating waters in the vicinity of the hydrophobic patch of ubiquitin (and the
UIM) gives rise to the canonical entropic signature of hydrophobic association in this
system. This is consistent with literature reports indicating that well-solvated binding
sites/regions are involved with association processes with signatures of being entrop-
ically dominated. We stress that for other scenarios, this signature may be different.
For this reason, broader studies are warranted and ongoing. We finally note that our
results are somewhat in accord with recent experiments indicating that the association
of SUMO-1 with binding partners (RanBP2/Nup358)|268]| is both entropically and en-
thalpically driven. This is consistent with the present observations from simulation in

that whereas the ubiquitin binding domain is predominantly located on the surface of
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the protein, the SUMO-1 binding domain is somewhat more buried; the interaction
domain of SUMO-1 forms a groove dotted with aromatic and hydrophobic residues
including histidine, isoleucine, tyrosine, phenylalanine, leucine, and valine. This would
suggest, in light of the experimental observations discussed in the Introduction that
show how binding site hydration/solvation affects the dominant contribution to the
binding process (enthalpy versus entropy), that SUMO-1 would present an association
signature that is intermediate between a system with a severely buried binding region
and a system with a purely surface (highly solvent accessible) binding region. Since our
system, ubiquitin-UIM, is a surface binding region composed of a hydrophobic motif,
that we obtain entropy as the dominant driving force for association is consistent with
the several literature observations discussed|269].

We further consider the free energy of association as a function of the relative
orientation of the UIM binding domain and find that the force field based approach
used here is able to recapitulate the global free energy stability of the experimental
NMR structure (within the constraints of the semi-rigid modeling approach applied).
It is remarkable that using such a simple method allows us to observe that the NMR

structure is indeed associated with a free energy minimum as computed by the force

field.
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Chapter 7

CONCLUSION

7.1 Summary of Key Results

This dissertation discussed the approach to identify the effective hydrophobic
patch of single protein, which could serve as the indication of the possible binding
sites for protein extensively involved in the hydrophobic association. With the iden-
tified effective hydrophobic patch, details were considered regarding the ion-specific
effect around the hydrophobic surface region. From a simple case to more complicated
case, my study further extended to the interactions between effective hydrophobic pro-
tein surface and molecular ion Gdm™, then interactions between effective hydrophobic
protein surface and small peptide.

Initially, a method that exploits water network percolation behavior in the first
solvation shell of small proteins in order to predict clusters of residues potentially
involved in binding interactions. The select proteins in this study involving the hy-
drophobic characteristics of binding intefaces. The effective hydrophobicity of a residue
that is dictated by the character of neighboring residues as well as local water were
evaluated in this study at the critical hydration level. At the specific hydration level,
water molecules could form the hydrogen-bonded water networks around the effective
hydrophilic region of the protein while leaving the effective hydrophobic region to be
uncovered. In order to identify such a critical hydration level, ubiquitin was applied as
an example. A protocol was developed by finding the critical hydration level where a
single distribution of the probability of largest cluster transitions to a bimodal distri-
bution. This point gives rise to a networked, spanning water cluster which effectively

seeks less hydrophobic regions of the protein surface in order to maximize favorable
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interactions. In this case, water number density around various residues on the protein
surface was computed. Finally, single linkage clustering of the low hydrated residues
was applied to identify a structure continuous patch. Compared our predictions of
binding patch residues to those from automated servers (SPPIDER, InterproSurf and
meta-PPISP). We find that the current method is competitive in terms of the aver-
age accuracy 60% and the average coverage 75% across the series of proteins studied.
Though simplistic in principle and spirit, this method is able to predict with significant
accuracy and coverage the binding interaction residues for a series of small proteins.
Besides, these results are consistent with previous studies that consider water density
fluctuation based approaches for characterizing local hydrophobicity of protein surface
regions.

Further computation of the free energetics association of single C1~ /I~ with the
effective hydrophobic patch region of protein reveals that I~ displays a larger extent
of interfacial stability compared with CI~. This is consistent with the trend showing
around the liquid-vapor interface region, which indicates an inherent connection be-
tween the ideally hydrophobic aqueous liquid-vapor interface and a more somewhat
more realistic, and certainly more complex, aqueous protein hydrophobic interface.
Furthermore, we find that the more surface stable I~ induces significantly larger inter-
face fluctuations on approach to the interface compared to the smaller, more charge-
dense chloride. This is again in keeping with observations at the aqueous liquid-vapor
interface. These behaviors approaching the hydrophobic interface, are related to the
coupling of local hydration water in the vicinity of the protein with the hydration water
around the individual anions; specifically, the differential ability of the water environ-
ments to couple with one another in the case of C1~ and I~ leads to the specific-ion
behavior as it is related to induced interfacial fluctuations. Water molecules in the
hydration shells of [~ are shown to be more dynamic and less persistent compared to
those in proximity to CI7. When approaching the interfacial region, coupling of local
solvent around anions with solvent near the interface leads to different perturbations

of the interface by the two anions, and thus different contributions to interface height
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fluctuations, and ultimately surface stability via contributions from interfacial entropy
arising from surface fluctuations correlations. Therefore, building upon the insights
gained from the previous study of specific ion behaviors at aqueous liquid-vapor in-
terfaces and current study of specific ion behaviors at aqueous hydrophobic protein
interface, we have presented here a discussion regarding the unique fluctuation induc-
ing properties of two anions for which the degree of induced interfacial fluctuations
correlates with stability at the interface. In another case, as anion approaching hy-
drophilic interface of the protein, we observe that both anions display similar behaviors
in terms of surface stability and induced interface fluctuations. These differences offer
a view of the anions as having different characters in different contexts. Where strong
local interactions are not dominant, as in the case of hydrophobic surfaces that lead
to higher fluctuations in general, the anions tend to differentiate themselves based on
their hydrophobicity; the large, less charge-dense I~ has a higher propensity to asso-
ciate with hydrophobic regions due to its inherent higher hydrophobicity. The smaller,
more charge-dense, less hydrophobic Cl~ is not a stable at a hydrophobic interface.
Then we continue to explore and demonstrate a connection between interfacial
stability and induced interfacial fluctuations as denaturant solutes including Gdm™
and urea approach ostensibly hydrophobic interfaces of protein HFBII. Particularly,
we considered the contributions to the total free energy arising from two relative ori-
entations of the solute, the parallel and perpendicular orientations as defined relative
to the surface of the protein. For both Gdm™ and urea, the parallel configurations
are associated with stronger free energy minima compared to configurations where the
solutes approach in perpendicular configuration. Furthermore, there is a correlative
behavior between solute orientation and free energy stability with surface stable par-
allel configurations inducing larger extent of interfacial height fluctuation compared
with perpendicular configurations. This trends is also observed previously around the
liquid-vapor interface. The relation between solute orientation and induced fluctua-
tions is related to the nature of the solvation shells of the solute presented towards the

interface upon approach of the solute. In the case of Gdm™ approaching the interface
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in a parallel orientation, the solvation shell presented is a more malleable one, where
the solvent is more labile and free to rearrange like the character around I7. This
leads to greater solvent density fluctuations and hence, higher interfacial induced fluc-
tuations. In the case of the perpendicular orientations of Gdm™ and urea, the tighter
hydrogen bonding patterns of water create a more rigid, well-defined solvation shell
that is not easily disrupted similar to high charge-dense C1~. This translates to lower
solvent density fluctuations, and hence lower induced fluctuations. The present results
are thus consistent with single anion behavior and provides yet another example of
the relation of hydrophobic effect, solvent fluctuations, and interfacial stability. This
relationship appears to be common across a series of atomic and molecular species,
as well as encompassing charged, polar, and non-polar characteristics of the solutes
considered. These observations suggest that molecular ions, such as Gdm™, as well as
polar molecules with heterogeneous charge distributions inherently have built into them
regions of high and low charge density. The dependence of local solvation structure
on this heterogeneous charge density is to a large extent involved in determining the
propensities of the modalities involved in specific association of molecules with specific
types of interfaces.

In the last part of the dissertation, we are attempted to investigate the ther-
modynamic signature of hydrophobic association within the context of a biochemical
system defined by ubiquitin and one of its binding partners UIM. With application of
ABF sampling approach, we computed the potential of mean force for association in so-
lution between the two proteins. We find that the thermodynamics of association of this
system, treated as the binding of two semi-rigid bodies, exhibits characteristics of the
canonical hydrophobic interaction. There is a large entropic stabilization component
to the overall association, with a concurrent destabilizing enthalpic contribution. The
entropic component originates from the release of hydration water molecules around
the proteins. The enthalpic contribution, though destabilizing in this system as in
the case of purely hydrophobic solutes, is a result of the loss of specific protein-water

interactions within the hydration shells. By computing the density profile of hydration
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waters as a function of protein-protein separation, we find that the onset of entropic
stabilization coincides with the separation distance at which significant water release
is observed. This is again consistent with a hydrophobic like process. Our results in-
dicate that association of ubiquitin and UIM along a reaction coordinate representing
rigid-body translation along the axis between centers of mass of the two proteins is
entropically dominated. This is consistent with the effective binding region involving
residues Leu8-Ile44-Val70 being on the surface of ubiquitin. The release of degrees of
freedom associated with solvating waters in the vicinity of the hydrophobic patch of
ubiquitin and the UIM gives rise to the canonical entropic signature of hydrophobic
association in this system. All these results are consistent with literature reports indi-
cating that well-solvated binding sites/regions are involved with association processes
with signatures of being entropically dominated. We further consider the free energy
of association as a function of the relative orientation of the UIM binding domain and
find that the force field based approach used here is able to recapitulate the global free
energy stability of the experimental NMR structure. It is remarkable that using such a
simple method allows us to observe that the NMR structure is indeed associated with

a free energy minimum as computed by the force field.

7.2 Future Work

In this dissertation, an approach was developed to identify the effective hy-
drophobic patch around the protein surface based on the local water number density.
In this process, a critical hydration level at which the water molecules display an obvi-
ous distinction in the coverage of effective hydrophobic region and effective hydrophilic
region has to be determined first. In our current approach, in order to determine the
critical hydration level for each protein, we actually explore the probability distribu-
tion of the size of the largest hydrogen-bonded water network in the system in a range
of unfully solvated hydration levels. Based on the distribution characters, a critical
hydration level can be located. In this process, comparison and test are required in

order to determine the critical hydration level for each protein and several simulations
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with protein solvated in different amount of water has to be performed. If an approach
that would directly link the critical hydration level with some properties can be iden-
tified, then essentially only one simulation with single protein solvated at the critical
hydration level was required.

Therefore, the next step in our research is to seek a property that could di-
rectly point into the critical hydration level. We would like to consider the chemical
potential since the binding ability of water molecules around the protein surface essen-
tially is determined by the chemical potential. With increasing of the hydration level
around the protein surface, the average chemical potential around the protein surface
should be perturbed. Initially in a limited solvated case, the effective hydrophilic re-
gion around protein surface can not be fully covered. Therefore, with increasing the
hydration by adding the number of solvent molecules into the system, more effective
hydrophilic region around the protein surface would be wetted. The favorable inter-
action between the water molecules and the effective hydrophilic region around the
protein surface resulting in a negative value of chemical potential. Overall, the average
chemical potential around the protein surface should decrease. As the hydration cov-
erage go beyond the critical hydration level, water molecules would cover the effective
hydrophobic region around protein surface, which results in an unfavorable interaction
between water molecules and the effective hydrophobic region around protein surface
and the average chemical potential around the protein surface should increase. In this
sense, at the critical hydration level around the protein surface, the average chemical
potential should display a minimum value. If this value could be normalized in a way
that it is independent of the proteins we investigated, then such a normalized value for
chemical potential can serve as the criterion for judging the critical hydration level for
various types of proteins. Further, an analytical form between the normalized chemical
potential and the number of water molecules in a particular solvated protein system
should be established. With the criterion, the number of water molecules solvated the
protein corresponding to the critical hydration level could be computed in this case.

From such an approach, it avoids the simulations of hydrated proteins with different
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number of water molecules in several systems. Besides, it could define the critical hy-
dration level in a mathematic rigorous way. In our previous approach, the protein was
total frozen during the whole simulation in order to obtain the hydrogen-bonded wa-
ter network distribution. With this proposed normalized chemical potential approach,
hydrogen-bonded water network analysis could be skipped and a total flexible protein
simulation condition can be realized.

Besides using the water density to scale the effective hydrophobicity around
the protein surface, it has been extensively discussed that fluctuations of water density
around the effective hydrophobic region and effective hydrophilic region are quite differ-
ent. Around the effective hydrophobic region, the interaction between water molecules
and the protein surface is weaker. Therefore, the nature of hydration shells around hy-
drophobic surfaces are softer and more flickering than that of hydrophilic ones, showing
a larger extent of density fluctuation. This enhanced fluctuations are reflected by the
broad probability distributions of water number density around hydrophobic surfaces
compared with the bulk solution and hydrophilic surfaces. Moreover, the enhanced den-
sity fluctuations around hydrophobic surfaces could further be characterized by more
compressible hydration shells and increased cavity formation. Instead of considering
water density fluctuation, in this dissertation, we also considered the protein-solvent
interface height fluctuations. A coarse-grain water density field was first constructed
in space, then the instaneous protein-solvent interface can be identified and the in-
terface height fluctuations can be computed. Although conceptually different from
water density fluctuations, these studies reflect the similar trend that around effective
hydrophobic region, it displays a larger extent of fluctuation. From these studies, it
suggest that in a fully solvated protein system, based on the water density fluctuation,
it can show an obvious distinction around the effective hydrophobic region and effec-
tive hydrophilic region. Although it is possible to scale the effective hydrophobicity
around the protein surface in such an approach, the fully hydrated condition makes

this process computationally expensive. A mainly computational cost in this process
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arising from the computation of the interactions between water and water in bulk re-
gions where the water molecules are not relevant for the concerned problem. In this
sense, [ propose a way to reduce the computational cost by replacing these irrelevant
all-atom water with the coarse-grained water. Such an adaptive resolution simulation
approach has been previously applied in a simulation of pure bulk water system. |270)|
Usually, between the all-atom water region and the coarse-grain water region, there is
a hybrid region where the interchange between all-atom water and coarse-grain water
would happen. From such an approach, around the protein surface region, the water
molecules are taken into account explicitly, which could give the detailed information
about the density fluctuation around different regions on protein surface to characterize
its effective hydrophobicity. In the bulk region, where water molecules are not relevant,

coarse-grained water are applied to reduce the computational cost.
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Appendix A

CLUSTER ANALYSIS OF LOW-HYDRATED RESIDUES OF VARIOUS
OF PROTEINS
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Figure A.1: Cluster analysis of low-hydrated residues of CUE domain
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Figure A.2: Cluster analysis of low-hydrated residues of UBA of DSK2
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Figure A.3: Cluster analysis of low-hydrated residues of GGA3 GAT domain
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Figure A.4: Cluster analysis of low-hydrated residues of UBA of Human BMSC-Ubp
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Figure A.5: Cluster analysis of low-hydrated residues of Ubl-domain of HHR23A
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Figure A.6: Cluster analysis of low-hydrated residues of Ubl-domain of HHR23B
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Figure A.7: Cluster analysis of low-hydrated residues of NEDDS8
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Figure A.8: Cluster analysis of low-hydrated residues of Pinch-1 LIM4 domain
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Figure A.9: Cluster analysis of low-hydrated residues of Slal SH3-3 domain
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Figure A.11: Cluster analysis of low-hydrated residues of CIN85 SH3-3 domain
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Figure A.12: Cluster analysis of low-hydrated residues of Crk SH2 domain
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Figure A.13: Cluster analysis of low-hydrated residues of Abl SH3 domain
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Figure A.14: Cluster analysis of low-hydrated residues of HPR
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