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ABSTRACT

Reducing the energy usage of software is becoming more important in many environments, from supercomputers to battery-powered mobile devices, and embedded systems. Recent empirical studies in green software engineering indicate that software engineers can support the goal of reducing energy usage of their applications through design and implementation decisions. However, the large number of possible design and implementation choices and the lack of feedback and information available to software engineers necessitates some form of automated decision-making support.

Two major tasks are needed to support developers in creating more energy efficient applications: (1) to understand developers’ needs, and (2) to develop support tools that target the identified demands. By understanding which challenges developers face when trying to improve the energy efficiency of their applications, we can focus on appropriate approaches that target developers’ concerns. Focusing on developers needs, we can propose support tools that facilitate the developer’s task when trying to improve applications’ energy efficiency. This dissertation presents the results and implications of an empirical study about software developers’ perspectives on green software engineering. The results of our study help us to understand the strategies, challenges, and needs of practitioners in industry when they attempt to improve the energy efficiency of their software applications. Furthermore, we present the design and implementation of the Software Engineers Energy Decision Support (SEEDS) framework. We show how the SEEDS framework helps developers understand the energy implications of high-level code changes, and automatically find improved version of software applications in terms of its energy consumption. Finally, we show different instances of the SEEDS framework, as well as alternative search strategies that can be used in SEEDS to guide the exploration of energy efficient solutions.
Chapter 1
INTRODUCTION

Inherent in today’s computing environments are concerns about battery life, heat creation, fan noise, and overall potentially high energy costs. Research has shown that there are many ways to reduce power consumption, including designing computer architectures that are more energy efficient (e.g., [35, 40, 71, 77, 125, 145]), developing compiler optimizations that target energy usage (e.g., [64–67, 74, 78, 127, 133]), improving operating systems to help manage energy usage (e.g., [46, 119–121, 156]), and designing hardware and batteries with power consumption in mind (e.g., [3, 23, 41]).

In the Software Engineering research community, green software engineering—the process of helping practitioners (architects, developers, testers, managers, etc.) write more energy efficient applications—is increasingly targeted as an important problem area by researchers. The growing number of publications in events such as the International Workshop on Green and Sustainable Software (GREENS) [52], International Workshop on Measurement and Metrics for Green and Sustainable Software (MEGSUS) [97], and the Energy Aware Software-Engineering and Development Workshop (EASED) [44] as well as tracks at conferences such as the International Conference on Software Engineering (ICSE) [68] and the International Conference on Software Maintenance and Evolution (ICSME) [69], are examples of the growing and widespread interest in this research area.

Most existing research into helping software engineers reduce energy usage is empirically-based and has the goal of understanding how different types of changes impact the overall energy usage of applications. In particular, there have been studies of how refactorings [28, 131], design patterns [24, 91, 130], obfuscation techniques [132], applying software changes [12, 61, 70, 101], and using various implementations of an
algorithm [19] can each impact energy usage. To help developers analyze and improve
the energy consumption of their applications, some researchers have proposed strategies
to estimate the energy usage of applications [1, 10, 54, 58, 62, 116], and to detect energy
bugs, energy leaks, and energy hotspots [92, 115, 150, 158]. Furthermore, there are
a couple of works that have proposed ways to help developers improve the energy
consumption of applications by using new implementations for design patterns [108],
strategies to handle HTTP requests [82], and updating the color combinations used
in mobile applications’ GUI [90]. More recently, few works have started to propose
strategies to automatically improve the energy usage of application with the help of
metaheuristic optimization methods [16, 17, 90, 135].

Despite the increasing popularity of green software engineering as a research
topic, little is known about practitioners’ perspectives on this topic. Basic questions
such as “What types of software commonly have requirements about energy usage?”,
or “How do developers find and correct energy usage issues?” do not have clear an-
swers. Without understanding practitioner’s needs, tools and techniques proposed by
researchers and designed to make practitioners’ lives easier are underused in practice
(e.g., [8, 73]). Also, although the knowledge gained from empirical studies can in-
crease our understanding of both potential energy-related “bugs”, or energy efficient
choices, providing only such knowledge is unlikely to be effective at reducing energy
usage in practice for several reasons. First, the many layers of abstraction in typical
applications, combined with subtle interactions between both hardware and software
components, suggests that it is difficult, if not impossible, for developers to predict
how the changes they make will impact the energy consumption of their applications.
Second, the energy consumption of an application or software component can vary
depending on where it is executed (i.e., hardware architecture or operating system).
In practice, there are far fewer combinations that are commonly used, but there are
still too many to expect developers to maintain separate versions of their applications
for each possibility. Finally, it is unlikely that a single action will always result in the
best outcome. In many cases, additional factors (e.g., the context of where a change
will be made) can affect the impact of a change. This means that developers need to have essentially perfect knowledge about their systems to be able to make a “good” decision.

In this dissertation, we address two major problems: The lack of knowledge about what practitioners think and do with regard to applications’ energy usage during the different phases of software development, and the need of providing developers with tools that help them take decisions that improve the energy consumption of their applications. Specifically, this dissertation makes the following contributions in helping developers and researchers understand the current state of practice of green software engineering:

(1) A study that presents how the selection of web servers can impact the energy usage of web applications, (2) A study of practitioners’ perspectives on green software engineering that includes interviews with 18 professional practitioners from Microsoft, and a survey of 464 developers and testers from ABB, Google, IBM, and Microsoft, (3) An analysis of the collected data that identifies practitioners’ perspectives on green software engineering throughout the software development process, and (4) A discussion that both contextualizes the state-of-the-art in green software engineering research with respect to the study’s findings, and suggests, for each stage of the software development process, directions for future green software engineering research.

This dissertation also presents the following contributions for enabling developers to explore the energy impacts of the decisions they make, and helping developers make their applications more energy efficient: (1) A fully automated framework, SEEDS, to support developers in the task of improving the energy usage of their applications for a given platform by making decisions about which source-level changes to apply, (2) The design of three instantiations of the framework to improve the energy usage of applications by enabling the exploration and application of different common software engineers decisions, (3) The implementation and evaluation of SEEDS_api, an instantiation of SEEDS to improve the energy usage of an application by selecting the most efficient implementations of the Collection API, (4) A case of study of how
SEEDS can be used to expand the current body of knowledge on designing and implementing energy efficient applications by enabling researchers to answer questions that they would otherwise not be able to answer, (5) The examination of two cost-reduction strategies based on the selection of energy-efficient implementations and on hotspot location sites in applications to improve SEEDS$_{api}$ costs while maintaining its effectiveness, and (6) The exploration of evolutionary optimization algorithms used as search strategies in SEEDS$_{api}$ to help with the search for energy efficient applications versions that consider multiple combinations of changes related with software developer decisions.

The remainder of this dissertation is organized as follows. Chapter 2 provides background information on related work. Chapter 3 describes two studies, one to understand how the selection of web servers can have an impact on the energy usage of web applications, and the second study about practitioners’ perspectives on green software engineering. In Chapter 4 we present our novel framework, along with three instantiations, and the implementation of one instantiation, to support software developers to analyze and improve automatically the energy usage of their applications. Finally, in Chapter 5 we present a summary of our contributions and discusses potential future work.
Chapter 2

BACKGROUND AND STATE OF THE ART

With the growing usage of computers, from servers to hand-held devices, the concern about the amount of energy consumed by these machines has increased as well. Although computers are used in a wide variety of contexts, one factor remains constant: They would be more energy efficient if the software that they execute was designed and implemented with regard for energy usage. Historically, most software engineers have primarily focused on quality attributes such as correctness, performance, reliability, and maintainability while concerns about energy usage were left for compiler writers, operating system designers, and hardware engineers.

This chapter describes approaches for measuring the energy consumption of software, and mechanisms for analyzing, detecting, and improving the energy consumption of systems and software applications. First, different techniques to measure the energy usage of applications are described. Then, approaches proposed for or by system engineers to reduce or manage the energy consumption of systems are shown in the second section. The third section describes studies that present evidence upon which Software Engineers’ decisions impact the energy usage of applications. Finally, the last section of this chapter highlights different approaches (e.g., techniques and tools), at the Software Engineer level, that have been proposed to examine or improve the energy efficiency of Software applications.
2.1 Measuring Energy Consumption

To improve applications’ energy efficiency, it is necessary to measure the amount of energy consumed by a software application. Several approaches to measure the energy usage of software are available from works in the area of energy usage measurement.

*Hardware instrumentation-based approaches* (e.g., [25, 141, 151]) use physical instrumentation (i.e., soldering wires to power leads) to measure the actual power usage of a system. For instance, the Low Power Energy Aware Processing (LEAP) platform [141], provides a computer system where the amount of power consumed by each component is continuously sampled, and a program is used to synchronize power samples with portions of an application execution. Despite the high precision of hardware-instrumentation approaches, such as LEAP, they are limited in practice by software developers and researchers because they are difficult to use, and require costly and specialized hardware components.

*Simulation-based approaches* (e.g., [14, 55, 102]) use a cycle-accurate simulator to replicate the actions of a processor at the architecture level and estimate energy consumption of each executed cycle. Like hardware instrumentation-based approaches, simulation-based approaches can be accurate, but they are only good if there exist models of the hardware and environment under test.

Finally, *estimation-based approaches* (e.g., [5, 20, 27, 38, 57, 58, 61, 84, 109, 112, 129, 136, 137, 149]) can be classified into *model-based* and *software-based* approaches. *Model-based estimation approaches* build models based on energy-influencing features for a given hardware device and use such models to estimate energy usage. For example, Hao et al. and Seo et al. construct energy models of Java bytecode and then use the models to estimate the CPU energy usage of a given method or execution path within 10% of ground-truth measurements [57, 136, 137]. Also, the Opacitor approach [20] uses the energy model of the Java opcodes created by Hao et al. [58] to compute the total energy usage of Java applications. *Software-based estimation approaches* estimate
the energy usage by relying on the system’s functionality of a device (e.g., CPU frequency, transmitted bytes, etc.) [110, 112, 113, 116, 129]. For instance, the Running Average Power Limit (RAPL) interface [129] offers a set of counters providing energy and power consumption information. RAPL estimates energy usage by using hardware performance counters and I/O models on certain Intel \(^\text{TM}\) microprocessors. Similarly, Jalen [111] and Jolinar [112] are other tools, based on hardware characteristics and software resource utilization, that estimate the energy usage of Java applications with minor variations between the estimated values and the actual energy consumption of applications. In general, estimation-based approaches are frequently less accurate than hardware instrumentation-based or simulation-based approaches, but they have the benefits of being easier to use and more widely applicable.

2.2 Strategies for Systems Energy Efficiency

The problem of improving the energy efficiency of systems have been addressed by researchers using several approaches at three different levels: hardware, compiler, and operating systems.

2.2.1 Hardware Approaches

Hardware energy-reduction techniques help reduce the energy consumption of hardware resources by using different strategies including the reduction of excessive CPU cycles (e.g., [143]), capping RAM energy consumption (e.g., [30]), and adding special cores to support common virtual machine (VM) operations (e.g., [21]). There is also several energy saving approaches in the area of High Performance Computing (HPC) [40, 49, 59, 99]. For instance, assigning threads to a subset of the processors to enable power-gated sleep mode for unused processors is one strategy used in HPC to reduce the energy consumption of the CPU while not degrading performance (e.g., [71, 77, 105, 125]).

Although significant energy reductions can be made by power-oriented hardware techniques, the increasingly critical power constraints and diversity of hardware...
platforms and configurations have made it important to also look for software-level power optimization techniques.

2.2.2 Compiler Approaches

At the compiler level, the approaches for improving systems energy usage have focused on improving code to use fewer instructions or a more efficient ordering of instructions; controlling hibernation, implementing dynamic frequency and voltage scaling; and remote task mapping (e.g., [31, 64, 67, 74, 78, 98, 145]).

However, compiler optimization techniques consider only low-level code transformations of software and therefore do not explode the high-level transformations that can be made in the source code to optimize energy. High-level software developers could design and implement additional energy optimizations in terms of high-level source code changes.

2.2.3 Operating System Approaches

The key thought behind Operating System (OS) level approaches is to optimize energy by managing the resources used by applications and processes. Specifically, work has focused on the goals of allowing an operating system to manage energy in the same manner as other system resources (e.g., [156]), and optimizing the balance between power and performance via the automatic selection of power policies, such as dynamic voltage scaling, during application execution (e.g., [46, 121]).

However, OS energy-management polices do not exploit energy optimizations that could be done on specific applications by considering application’s characteristics such as its design or implementation details.

2.3 Software Engineering and Energy Efficiency

Although leaving concerns about energy usage to the lower-level layers (i.e., hardware, compiler or operating system) has been a successful strategy, results of recent studies in Green Software Engineering [24, 91, 96, 130, 131] indicate that software
engineers could also play an important role in reducing the energy usage of applications and software systems. Software engineers could be more successful at creating energy efficient applications if they have a better understanding of the implications of high-level design and implementation choices with regard to energy usage. The following subsections describe works that study the impacts of practitioners’ decisions on applications’ energy usage, and the tools and approaches that have been proposed to help practitioners be successful in improving applications’ energy usage.

2.3.1 Exploring Impacts of Software Engineering Decisions

Software developers make decisions daily regarding the design and implementation of the applications they write. Usually, design decisions involve the selection of an architectural style (e.g., publish-subscribe, peer-to-peer, client-server, etc.) that defines the abstractions for representing the structure, behavior, and key properties of a software system, or that require the selection of different design patterns (e.g., abstract factory, proxy, etc.), which provide general reusable solutions to commonly occurring problems.

The energy impact associated with the selection of architectural styles and design patterns has been the subject of study in previous work [24, 91, 138], including ours, where we investigated the impacts on applications’ energy usage of applying 15 design patterns from the creational, structural, and behavioral categories [130]. The results from design pattern studies indicate that the impacts on energy usage of applying design patterns vary (i.e., in some cases design patterns increase energy usage while in others, design patterns help to reduce the energy usage of applications), and are not consistent within a design pattern category (i.e., not all behavioral design patterns increase the energy usage of applications) [24, 91, 130]. Although few investigations of the energy impacts of using different architectural styles have been conducted, in [138], Seo et al. presented a theoretical framework to estimate the energy usage of the client-server, publish-subscribe, C2, peer-to-peer, and pipe- and-filter distributed architectural styles. Their results show how the selection of the appropriate architectural
style for an application can help to reduce its energy usage.

Other developers’ decisions such as applying refactoring strategies have been subject of investigation as well [28, 131]. For instance, the study of Sahin et al., where the energy impacts of several refactorings techniques on Java applications is investigated, confirms how developer’s decisions about whether to apply a refactoring strategy in their applications can impact their application’s energy usage. Studies about how the selection of algorithms affect applications’ energy consumption include the work of Bunse et al., where different sorting algorithms are compared by capturing the CPUs energy consumption when the algorithms are run on an embedded system [19]. They found that the most energy-efficient sorting algorithm is insertionsort, under the circumstances they considered.

The energy impact of software changes has been also investigated [12, 60, 61, 70, 101]. For example, Hindle studied how different software changes induce alterations in applications’ energy usage by analyzing several revisions of a standalone application [60, 61], and Bhattacharya et al. investigated the energy savings resulted from Java runtime bloat reduction across different hardware configurations [12]. More recently, Imamura et al. studied the power efficiency of several code-level performance tunings for two popular High Performance Computing (HPC) programs. Their results show how different code-level changes can improve the power efficiency of programs, and that different types of code-level tunings exhibit different trends in power efficiency when CPU frequency is varied [70]. Additionally, researchers have also studied the impact of energy greedy APIs [81, 89], the impact of using different thread management constructs [123], the application of different obfuscation techniques [18, 132], and the manipulation of GUI colors [2] for mobile applications.

All these studies indicate that the decisions that developers make can have a significant impact on the energy usage of their application. Therefore, developers would benefit from help to understand how and why their decisions affect the application’s energy usage and thus make better selections about the designs and implementations that are more appropriate for their applications’ energy efficiency.
2.3.2 Analyzing, Detecting, and Improving the Energy Usage of Software

Although most of the research in green software engineering has focused on analyzing the impact of software engineers’ decisions on the energy consumption of applications, there are some works that have focused on developing tools to help developers analyze, detect, and improve the energy usage of their applications, as well as models to support the green software development process.

To help developers analyze the energy consumption of their applications, strategies that estimate the energy usage of mobile applications at the code level [58], or for the whole application [1, 10, 54, 62, 116] have been proposed. An example of an approach to analyze applications’ energy usage is GreenMiner [62], a software/hardware framework composed of a test harness, which automatically executes Android application tests while physically measuring their energy consumption. GreenMiner allows developers to obtain the energy consumption of mobile applications on certain devices, via testing and without requiring the developer to use specialized hardware. Similarly, GreenAdvisor [1], is a tool that records and analyzes an application’s system calls to inform developers whether changes in an application’s code have led to changes in its energy consumption.

To help developers detect issues related to the energy usage of their applications, researchers have proposed a variety of approaches, including the detection of energy bugs, energy leaks, and energy hotspots [92, 115, 150, 158]. The work of Pathak et al., presents a taxonomy of energy bugs that include energy bugs triggered by hardware, software, or external conditions. Likewise, GreenDroid [92] is a tool that diagnoses energy problems in Android applications by monitoring sensor and wake lock operations.

To improve the energy efficiency of applications, researchers have also proposed strategies to reduce the energy usage of applications by proposing new ways to implement or update portions of an application code that are related with common software engineers decisions. For instance, Noureddine and Rajan presented transformation rules to update the implementation of the Decorator and Observer design patterns to improve the energy consumption of applications [108]. Li et al. proposed a HTTP
detection and bundle strategy to automatically improve mobile applications’ energy consumption by reducing the number of HTTP requests made by a mobile app [82]. Also, Linares-Vásquez et al. proposed GEMMA, a method to automatically find and update color combinations in an application’s GUI that improve an application’s energy usage [90]. Lately, Genetic Improvement (GI), the process of automatically improving a systems behaviour by automatically generating application code, also known as genetic programming (GP), has been proposed as a strategy to automatically improve the energy efficiency of applications [155]. GI has been used to improve systems’ performance [79], and more recently to improve energy usage of systems [135], [16], [17]. In [135], the authors used a Genetic Optimization Algorithm (GOA) to automatically find program versions that use less energy than the original program by changing the assembly code of C/C++ programs. Similarly, Bruce et al. used a GI approach to improve the energy usage of three MiniSAT’s downstream applications [17].

In addition to the strategies proposed to help software developers enhance the energy efficiency of applications, some researchers have also presented models to support the overall green software development process by specifying how developers and stakeholders can collaborate to produce sustainable products [6, 106]. For instance, GREENSOFT [106] is a conceptual model that defines a software life cycle, sustainability criteria and metrics for software products, procedure models for different stakeholders, and tools that support developing, supplying, and using software in a green sustainable manner.

In general, and despite the increasing interest of the green software engineering community in developing approaches to help developers in their task of improving applications’ energy efficiency, there is not a clear understanding about software engineers practices associated with green software engineering activities. Questions such as “How energy related requirements compare to other non functional requirements?”, or “How software developers consider to make their applications energy efficient?” do not have a clear answer. Having knowledge about practitioners’ state of practice in green software engineering can help to develop tools and techniques that support their
activities and are not underused in practice. Furthermore, most of the approaches proposed to help developers in their task of improving applications’ energy efficiency are not general enough to support different software engineers decisions i.e., they are tight to a specific change (e.g., applying a refactoring, implementing a design pattern, using an API), and only a few of the proposed approaches, such as the ones based on the GI strategy, provide automatic means that developers can use to improve the energy usage of applications. Hence, to help understand the current state of practice of green software engineering by practitioners, we studied practitioners’ practices and challenges when trying to design or improve application’s energy efficiency and present the results in Chapter 3. Also, motivated by the results from our studies, along with the state of the art in green software engineering, we propose a software framework that helps developers to both analyze and improve automatically applications’ energy usage through the application of source code transformations related to software developers’ decisions; more details about our framework are presented in Chapter 4.
Chapter 3

UNDERSTANDING SOFTWARE DEVELOPERS’ CHALLENGES AND NEEDS THROUGH STUDIES

This chapter first reports on a case study that investigates how the selection of a web server can impact the energy usage of web applications. Results from our case study, and others’ empirical studies described in Chapter 2 motivated our study of practitioners’ perspectives on green software engineering, which is described in the second part of this chapter.

3.1 A Case Study: Impacts of Web Servers on Web Applications Energy Usage

Often, when choosing what software to run in a data center, companies face a difficult choice: how to choose the most appropriate software from a set of implementations that provide similar functionality. For example, which web server should be used to execute a web application? Such decisions are often made by analyzing various aspects of the candidate implementations, such as their size, performance, stability, etc. Unfortunately, this choice becomes even more difficult when the desire to minimize energy consumption is introduced; companies lack the information needed to identify an appropriate balance between such aspects and the energy consumption of the implementations. For example, they may want to choose a web server that meets their performance needs but also consumes the least amount of energy possible.

The advent of technologies like cloud computing and Internet of Things (IoT), have help to increase the demand for web applications and web servers. Web applications’ popularity have increased as well thanks to factors, such as the growing number of frameworks that facilitate web applications’ development, and due to the improved
capability of web browsers that enable web applications to run on multiple devices, such as desktops, laptops, and handset devices. However, when developers have to choose a web server to deploy their web applications, they can select from various web servers alternatives. Web servers are one of the most commonly used types of software in data centers. There are many different web server implementations, which suggests that there are many design and implementation decisions that may impact a specific implementation’s energy consumption. Thus, in our ongoing effort to support developers and companies in making energy-efficient development choices, we investigated whether using different web servers impacts the total energy consumption of a web application. We conducted an empirical study of four web servers. At a high level, the focus of the study was two-fold: first we wanted to learn whether the choice of web server potentially alters the overall energy usage of the web applications that it serves and second, if so, how such differences can be characterized.

3.1.1 Methodology

This section describes the details of our experimental setup including our considered variables, subject applications, and data collection protocol.

3.1.1.1 Experimental Variables

In this study, we considered one dependent variable, the amount of energy consumed by a web application, and one independent variable, the choice of web server. To isolate the impacts of switching web servers (independent variable) on web application energy usage (dependent variable), it is necessary to control the impact of several extraneous variables (e.g., changes in the considered web application’s code, the web browser used to interact with the web server, the user actions that are used to drive the web application). The next subsections describe how we control for these factors.

3.1.1.2 Controlling for Changes in the Web Application’s Code

To fully explore the impact of different web servers, it is important to be able to switch web servers without needing to modify the web application’s code. In many
situations, such changes are necessary because web servers expose different Application Programming Interfaces (APIs) for clients to interact with. Unfortunately, making such changes would introduce a potential source of bias in our experiments for several reasons. The primary reason is that we would need to make such changes ourselves. Although we are familiar with web application development, it is not our profession and as such, it is likely that the changes we make would be inefficient, subtly incorrect, or otherwise suboptimal compared to how professional developers would modify the application.

To avoid this bias, it is necessary to be able to switch web servers without needing to modify the web application. The Rack web server interface\footnote{http://rack.github.com} provides this ability. At a high-level, Rack is a minimal API for connecting web servers and web application frameworks. Its most common use is with Ruby on Rails (RoR) web applications. With Rack, web application developers can avoid writing handlers for every possible web server while keeping their application’s handling of HTTP requests and responses simple. A Rack application has two main parts:

1. A collection of methods that implement its functionality. Each method takes one argument, an environment that encapsulates a request, and returns an Array that encapsulates the status, headers, and body of the application’s response.

2. A set of mappings that route URLs to application methods (i.e., determine which method should be used to fulfill a given request).

Figure 3.1 shows a simple “Hello world” Rack application. The top half of the figure shows the web application’s code. In this case, there is one method that implements the application’s functionality (i.e., saying “hello”). The bottom half of the figure shows how simple it is to run Rack applications on a variety of web servers. Simply switching the application’s handler is sufficient; no changes need to be made to the code of the application.
By considering web applications and web servers that support the Rack API, we gain the ability to control for the biases that would result from modifying the web application’s code and can more fully assess the impact of a web server on the energy consumption of a web application.

3.1.1.3 Controlling for Inconsistencies in Driving the Web Application

In general, web applications are interactive and event-driven. They accept user input, perform some computation, and generate a response. In our experiments, this interactive, event-driven nature can introduce a potential source of bias. Unlike with batch applications, it is difficult to manually reproduce a given execution exactly. For example, a web application user can often repeatedly perform the same sequence of actions (e.g., enter text into a web form, click a button), but cannot maintain the same timing between the actions. Although such differences may seem inconsequential, they may lead to observed differences in energy consumption that are not due to the web server, but rather differences in how the web application is driven. To prevent such bias, it is necessary to be able to deterministically reproduce a given sequence of user actions with great fidelity; integration and acceptance testing frameworks provide this capability.

Figure 3.1: Example of a Rack application.
Integration and acceptance testing frameworks (e.g., Cucumber\(^2\) and Capybara\(^3\)) are commonly used as part of Test Driven Development (TDD) and Behavior Driven Development (BDD). They allow developers to describe how software should behave in a plain text format. Such behavioral descriptions are then automatically transformed into a sequence of low-level steps that are automatically carried out against a target web application.

Figure 3.2 shows an example integration test written using the Cucumber framework. *Scenarios* are the main components of Cucumber automated tests. A scenario represents a user-level acceptance test. Scenarios are described in files called *Features* and are run against the system under test. Each Scenario has a list of *Steps* that are executed when a scenario is run. Steps describe the context in which the scenario will be executed, the key action the user performs, and the expected outcome.

Because the testing framework is performing the actions instead of a user, the variability in the amount of time that lapses between performing actions is much less. Hence, any observed variations in energy consumption are more likely to be the result of changing the web server rather than inconsistencies in the user interaction.

### 3.1.1.4 Controlling the Web Browser

Similar to the web application’s code and how the web application is driven, we need to control which web browser is used to interact with the web application as the web browser also contributes to the overall energy consumption of the web application.

Controlling for the impact of the web browser used to interact with the web server is straightforward: simply use the same web browser. In our experiments, we arbitrarily chose to use the Firefox web browser.\(^4\)

\(^2\) [http://cukes.info](http://cukes.info)
\(^3\) [http://jnicklas.github.com/capybara/](http://jnicklas.github.com/capybara/)
Feature: Show all due actions in a calendar view
  As a Tracks user
  In order to keep overview of my due todos
  I want to manage due todos in a calendar view

Background:
  Given the following user record
<table>
<thead>
<tr>
<th>login</th>
<th>password</th>
<th>is_admin</th>
</tr>
</thead>
<tbody>
<tr>
<td>testuser</td>
<td>secret</td>
<td>false</td>
</tr>
</tbody>
</table>
  And I have logged in as "testuser" with password "secret"
  And I have a context called "@calendar"

@javascript
Scenario: Setting due date of a todo will show it in the calendar
  When I submit a new action with description "something new"
    in the context "@calendar"
  And I go to the calendar page
  Then the badge should show 0
  And I should not see the todo "something new"
  When I go to the home page
  Then I should see the todo "something new"
  When I edit the due date of "something new" to tomorrow
  And I go to the calendar page
  Then I should see the todo "something new"
  And the badge should show 1

Figure 3.2: Example of a Cucumber integration test.

3.1.1.5 Considered Subjects

For this case study, we focused on one web application and four web servers. When choosing the subject web application and web servers, we needed to ensure that they satisfied the requirements described in Section 3.1.1.1. More specifically, (1) both the application and the web servers should implement the Rack API, and (2) the application should come with a comprehensive suite of automated integration tests. Note that in addition to helping control for potential biases in how the application is executed, choosing an application with integration tests has the benefit of allowing us to measure energy consumption under expected usage scenarios.

Subject Web Application

As our subject application, we selected Tracks. Tracks is a web application that is designed to help users implement David Allen’s “Getting Things Done” methodology. Tables 3.1 and 3.2 presents some statistics for Tracks calculated using its Rake

---

\(^5\) [http://getontracks.org](http://getontracks.org)
Table 3.1: Metrics for Tracks

<table>
<thead>
<tr>
<th>Component</th>
<th>LoC</th>
<th># Classes</th>
<th># Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controllers</td>
<td>3,645</td>
<td>20</td>
<td>296</td>
</tr>
<tr>
<td>Helpers</td>
<td>863</td>
<td>0</td>
<td>103</td>
</tr>
<tr>
<td>Models</td>
<td>1,349</td>
<td>14</td>
<td>181</td>
</tr>
<tr>
<td>Libraries</td>
<td>513</td>
<td>7</td>
<td>79</td>
</tr>
<tr>
<td>APIs</td>
<td>17</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>6,387</strong></td>
<td><strong>42</strong></td>
<td><strong>659</strong></td>
</tr>
</tbody>
</table>

Table 3.2: Integration test cases

<table>
<thead>
<tr>
<th>Feature</th>
<th># Scenarios</th>
<th># Steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calendar</td>
<td>5</td>
<td>47</td>
</tr>
<tr>
<td>Context edit</td>
<td>9</td>
<td>111</td>
</tr>
<tr>
<td>Preferences</td>
<td>4</td>
<td>31</td>
</tr>
<tr>
<td>Review</td>
<td>7</td>
<td>47</td>
</tr>
<tr>
<td>Search</td>
<td>4</td>
<td>53</td>
</tr>
<tr>
<td>Show statistics</td>
<td>7</td>
<td>69</td>
</tr>
<tr>
<td>Toggle context</td>
<td>2</td>
<td>38</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>38</strong></td>
<td><strong>396</strong></td>
</tr>
</tbody>
</table>

stats task. Table 3.1 shows measures that indicate the size of the Tracks application. The first column in the table, Component, shows the names of different components in Tracks, and the subsequent three columns, LoC, # Classes, and # Methods, show the number of lines of code, number of classes, and number of methods, respectively, of each component. For example, Tracks’ controllers contain 3,645 lines of code (LoC) divided across 296 methods in 20 classes. Table 3.2 shows statistics about the Cucumber integration tests provided with Tracks. In the table, the first column, Feature, shows the different features that are being tested. The remaining columns, # Scenarios and # Steps, show the number of scenarios and number of steps that are used to test each feature.

---

6 Rake is a commonly used build system similar to make or Ant.
feature, respectively. For example, the Calendar feature is tested using 47 separate steps grouped into 5 scenarios.

**Subject Web Servers**

As our subject web servers, we selected the following four web servers based on their popularity and their support for the Rack web service interface:

- **Mongrel**: Mongrel\(^7\) is an HTTP library and web server. This Rack server uses a Ragel extension to provide fast, accurate HTTP 1.1 protocol parsing.

- **Puma**: Puma\(^8\) is a thread-based server that provides a fast and concurrent HTTP 1.1 server for Ruby web applications. Puma, which is based on Mongrel, includes a small memory requirement and is considered high-speed compared to other Rack-based servers. Puma runs on all Ruby implementations.

- **Thin**: Thin\(^9\) is a Ruby HTTP web server that supports a Mongrel parser, the root of Mongrel speed, security Event Machine, a network I/O library, and the Rack library. Thin has the highest Ruby Toolbox popularity rating between all the available Rack Ruby servers.

- **WEBrick**: WEBrick\(^10\) is an HTTP server toolkit that can be configured as an HTTPS server, a proxy server, and a virtual-host server. WEBrick features complete logging of both server operations and HTTP accesses. WEBrick supports both basic and digest authentication in addition to algorithms not in RFC 2617. A WEBrick server can be composed of multiple WEBrick servers or servlets to provide different behaviors on a per-host or per-path basis. WEBrick includes

\(\text{http://mongrel2.org}\)

\(\text{http://puma.io}\)

\(\text{http://code.macournoyer.com/thin/}\)

\(\text{http://www.ruby-doc.org/stdlib-1.9.3/libdoc/webrick/rdoc/WEBrick.html}\)
servlets for handling CGI scripts, ERb pages, Ruby blocks and directory list-
ings. WEBrick also includes tools for daemonizing a process, starting a process at a higher privilege level and dropping permissions. WEBRick is considered a non-production server.

Each of these web servers supports many configuration options that have the potential to impact their energy consumption. Ideally, each server would be custom configured to consume the least amount of energy. However, for our experiments, we chose to use the default configuration for each server. We made this choice for several reasons. First, we need a standard configuration for the experiments. If we were to manually configure the servers, it is possible that we would introduce a source of potential bias by creating incomparable configurations. Second, default configurations are often used in production, thus they mimic normal use. Finally, because each server is implemented differently, they do not all support the same options. For example, Thin does not have a maximum number of simultaneous connections configuration option because it runs a single event loop instead of using multiple threads. In short, creating an identical configuration for each server is impossible.

Table 3.3 presents a summary of the configuration options used for each web server. In the table, the first column, Parameter shows the name of the considered configuration parameter and the remaining columns, Mongrel, Puma, Thin, and WEBrick, show the value of the parameter for each of the web servers.

3.1.1.6 Data Collection

To measure the amount of energy consumed by our subjects, we ran them on a LEAP-based system [141]. Our LEAP system is an x86 platform based on an Intel Atom motherboard (D945GCLF2), configured with 1 GB of DDR2 RAM, a 320 GB 7200 RPM SATA disk drive (WD3200BEKT), and runs OpenSuse 12.1. Each component in the LEAP system (e.g., CPU, disk drives, memory, etc.) is connected to an analog-to-digital data acquisition (DAQ) card (National Instruments USB-6215) that samples the amount of power consumed by the component at a rate of 10 kHz. We
Table 3.3: Server Configuration Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mongrel</th>
<th>Puma</th>
<th>Thin</th>
<th>WEBrick</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timeout (s)</td>
<td>60</td>
<td>N/A</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Max. # Conn.</td>
<td>960</td>
<td>N/A</td>
<td>1024</td>
<td>100</td>
</tr>
<tr>
<td>Max. # Persist.</td>
<td>N/A</td>
<td>N/A</td>
<td>100</td>
<td>N/A</td>
</tr>
<tr>
<td>Daemonized</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td># Instances</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Logging enabled</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Threaded</td>
<td>Yes</td>
<td>Yes</td>
<td>N/A</td>
<td>Yes</td>
</tr>
</tbody>
</table>

selected the LEAP system to profile the energy usage of our subjects because of its accuracy and its capability to measure the energy consumption for the CPU, memory, and disk, while running each of the subjects in our study.

As an application of interest is executing, the LEAP system collects two types of information. It records the power samples gathered by the DAQ, and it uses a custom kernel module to record timing information (e.g., the CPU timestamp counter) that is necessary for synchronizing the power samples with specific points of interest in the execution. Typical points of interest are the starting and stopping times of the application, but the system also exposes an API that developers can use to indicate that arbitrary portions of an execution are interesting (e.g., method entry or exit, phase changes).

After the execution is complete, the energy consumption of each component and of the total application is computed and reported in Joules (J). Note that by using the synchronization information, the system can also report finer-grained energy usage numbers (e.g., the energy consumed by an individual method invocation or section of code).

3.1.2 Threats to Validity

One possible threat in our study is the representativeness of the subjects, i.e., the four web servers that implement the Rack library. We address this threat by
choosing web servers that are popular and publicly available. Also, the configuration of each server can bias the results; to avoid this, we chose the default configuration, as a standard configuration and one that is the most used. Furthermore, the energy measurement system used in the experiment could be considered a threat to validity. To minimize this threat, we used the LEAP monitoring system that provides high accuracy when sampling the energy data, has been used by others, and it is able to measure the energy of several components (e.g., disk, RAM and CPU), and the direct energy of discrete events in kernel and user space systems. Also, the selection of the web application can be considered another threat to validity. To minimize this threat, we selected Tracks, a popular ruby on rails web application that is open source, provides a diverse set of features to test the application, and supports the Rack API used to seamlessly switch between web servers. Another possible threat is due to the tests that serve as workloads; we cannot guarantee that we can get the same results if we run another set of tests. To mitigate this threat, we did not develop our own tests for the web application, but instead we used the integration tests that come with the web application.

3.1.3 Evaluation

We refined our overall question of whether or not the choice of web server impacts the energy consumption of a web application into the following specific research questions:

- **RQ1—Feasibility:** Does the choice of a web server impact the energy consumption of a web application?

- **RQ2—Consistency:** Are the web servers consistent in their impact across the features of a web application?

The remainder of this Section 3.1.3 presents and discusses the results in terms of these research questions.
Table 3.4: Energy consumption of Tracks when using each web server.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Energy consumption (J)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mongrel</td>
</tr>
<tr>
<td>Calendar</td>
<td>1,788</td>
</tr>
<tr>
<td>Context</td>
<td>2,436</td>
</tr>
<tr>
<td>Preference</td>
<td>352</td>
</tr>
<tr>
<td>Review</td>
<td>970</td>
</tr>
<tr>
<td>Search</td>
<td>1,371</td>
</tr>
<tr>
<td>Show stats.</td>
<td>1,189</td>
</tr>
<tr>
<td>Toggle context</td>
<td>784</td>
</tr>
<tr>
<td>Total</td>
<td>8,890</td>
</tr>
</tbody>
</table>

RQ1—Feasibility

The purpose of our first research question was to investigate whether the choice of a web server can have an impact on the overall energy consumption of a particular web application. To answer this question, we ran each of Tracks’ integration tests (see Section 3.1.1.5) against Tracks when it was being run by each server. As the tests were executing, we used the LEAP system (see Section 3.1.1.6) to record the energy usage of the application.

Table 3.4 shows a view of the experimental data that we gathered. The first column, Features, shows the name of each feature-level integration test (see Table 3.2). The next four columns, Mongrel, Puma, Thin, and WEBrick, show the actual measure of the energy usage in Joules (J) for a single run of Tracks that is consumed by each feature when the application is run on each web server. The final column, Mean, shows the mean of the energy consumption of the four web servers, also in Joules. Finally, the last row in the table shows the total for each column. For example, when using Mongrel, Puma, Thin, and WEBrick, running the Calendar integration test causes Tracks to consume 1,788 J, 1,515 J, 1,482 J, and 1,646 J, respectively; the mean energy consumption of the Search feature is 1,346 J; and the total energy consumption of
Tracks, across all features, when using Thin is 8,429 J.

This data indicates that the energy consumption of a web application can indeed vary depending on which web server is used. For Tracks’ integration tests, Thin is the most energy-efficient web server, while Mongrel is the least efficient, consuming 6 J more than WEBrick. The small difference in the amount of energy consumed when using Mongrel and WEBrick is surprising as Mongrel is one of the most commonly used production web servers for RoR applications, while WEBrick is intended to be used only for development. The closeness in energy usage between the Mongrel and WEBrick web servers is encouraging for our research for several reasons. First, it can suggest that *design choices made to support the requirements necessary for a high-performance production server (e.g., high throughput and responsiveness) may be detrimental with respect to energy usage*. Second, it provides initial evidence for our assumption that, *to be energy-efficient, web servers might need to be selected specifically to meet the needs of a web application*.

**RQ2—Consistency**

The purpose of our second research question was to investigate whether the impact of a web server is consistent across features. To answer this question, we first investigated, for each feature-level integration test, how the energy consumption of each web server compares to the mean energy consumption of all web servers.

Table 3.5 shows the results of this comparison. In the table, the first column, *Feature*, shows the name of each feature-level integration test and the remaining columns, *Mongrel*, *Puma*, *Thin*, and *WEBrick*, show the percentage difference in energy consumption of each web application compared to the mean energy consumption of all web servers shown in Table 3.4. More specifically, we use equation 3.1, to compute the values in Table 3.5, where $EC_{ws}$ represents the energy consumption of a web server, and $MEC_{aws}$ represents the mean energy consumption for all web servers.

$$\frac{EC_{ws} - MEC_{aws}}{EC_{ws}}$$ (3.1)
Table 3.5: Percentage change of energy consumption from the mean.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Mongrel</th>
<th>Puma</th>
<th>Thin</th>
<th>WEBrick</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calendar</td>
<td>10.1</td>
<td>−6.1</td>
<td>−8.5</td>
<td>2.3</td>
</tr>
<tr>
<td>Context edit</td>
<td>−1.4</td>
<td>−2.1</td>
<td>−0.1</td>
<td>3.4</td>
</tr>
<tr>
<td>Preference</td>
<td>−4.0</td>
<td>8.7</td>
<td>−4.0</td>
<td>−1.8</td>
</tr>
<tr>
<td>Review</td>
<td>−1.1</td>
<td>−6.3</td>
<td>−1.3</td>
<td>7.7</td>
</tr>
<tr>
<td>Search</td>
<td>1.8</td>
<td>4.1</td>
<td>5.9</td>
<td>−0.6</td>
</tr>
<tr>
<td>Show statistics</td>
<td>2.7</td>
<td>6.1</td>
<td>−13.9</td>
<td>2.9</td>
</tr>
<tr>
<td>Toggle context</td>
<td>−3.0</td>
<td>4.7</td>
<td>7.2</td>
<td>−10.7</td>
</tr>
<tr>
<td>Total</td>
<td>1.7</td>
<td>0.1</td>
<td>−3.6</td>
<td>1.7</td>
</tr>
</tbody>
</table>

As the table shows, there are differences in which feature is the most energy costly on each web server. The results indicate, for example, that on Mongrel the Calendar feature is the most expensive to execute, on WEBrick the Review feature is the most expensive, on Puma the Show statistics feature is the most expensive feature, and on Thin the Toggle context is the most expensive feature. Similarly, for each of the rows in Table 3.5, we see that the Review feature runs the most energy efficiently on Puma, Show statistics is the most energy efficient on Thin, and Toggle context is the most energy efficient on WEBrick. The results also show that on Mongrel no feature runs the most energy efficiently. The magnitude of the difference varies greatly across web servers. In some cases, there is clearly a most efficient server, such as the Thin server when the Show statistics feature is executing, whereas Mongrel and the Thin server get very similar energy costs when executing the Preference feature (the difference is less than a 1 J).

In addition to looking at the aggregated energy consumption of each feature as shown in Tables 3.4 and 3.5, we also examined the results in more detail. To that end, we studied the energy consumption of the individual scenarios in three of the feature-level integration tests, Calendar, Context edit, and Search. Figure 3.3 shows the results of this examination. This figure shows a scatterplot of the amount of energy consumed
Figure 3.3: Energy usage per test and per web server for the Calendar, Context edit, and Search integration tests.

by each web server faceted by feature-level integration test and scenario identifier. Note that the scenario ids are not sequential. This is because Cucumber identifies scenarios within a feature by the line number where the scenario starts. Within each facet of the scatterplot, the x-axis shows web servers and the y-axis shows the energy consumption of the scenarios. For example, running Scenario #16 of the Context edit feature consumes \( \approx 230 \text{ J} \), \( \approx 175 \text{ J} \), \( \approx 225 \text{ J} \), and \( \approx 200 \text{ J} \) when run using Mongrel, Puma, Thin, and WEBrick, respectively.

Again, we can see that in some cases, there is clearly a most efficient server (e.g., for Scenarios #101 and #16, Puma is clearly the most energy efficient; for #52 Thin is most efficient; for #53 and #37, Mongrel is most efficient). In other cases, the energy consumption of the more efficient servers is very close (e.g., for Scenario #45, Puma and Thin are within a few Joules).

Overall, the results for this research question show that the *impact of a web*
server is not consistent across the web application’s features. For each web server, not only are there cases where the magnitude of their impact changes, but the choice of a web server also can both increase and decrease the overall energy usage of the application depending on which features are executed. One possible reason can be the way web servers are designed to manage the computational resources e.g., memory, while carrying out a client request related with a scenario’s action step. Also, it is possible that some web servers’ features are more favorable for certain steps types in an scenario. For instance, although the Thin server is based on some of Mongrel’s characteristics, Thin includes a network I/O library specifically to improve its performance and scalability. This characteristic of the Thin server seems to perform well for the steps included in the scenarios of the Calendar feature, but it could be the reason why it does not perform very well in terms of its energy consumption when executing the steps included in the scenarios of the Search feature.

3.1.4 Summary of Results

In this section, we described a case study that investigated the potential impacts on Web Applications’ energy usage due to the selection of different Web Servers. We considered four Web Servers complying with the Rack web server interface to serve a single application, and examined the energy consumption for the execution of seven application’s features.

The results of this study suggest that:

(1) The energy consumption of a web application can vary up to 14% depending on the web server used to handle its requests.

(2) The impact of a web server is not consistent across web application’s features.

(3) A web application’s energy usage can increase or decrease depending on which of its features are executed.
3.1.5 Implications

The results presented in this study suggest that developers should carefully analyze which web server to choose when considering the energy consumption of their web applications. Researchers can use the results of the presented study to further analyze the causes that make a web server more or less energy efficient when running a web application. For instance, researchers can investigate whether the types of operations executed by a web application’s scenario have the same energy consumption when using different web servers. Also, researchers can investigate whether the design choices made for a web server (e.g., frameworks or APIs being used), have an impact on the energy consumption of web applications being served.

3.2 Investigating Practitioners’ Perspectives on Green Software Engineering

The research community has not been blind to the increasing concern about applications’ energy usage due to dramatic shift in the type of computing devices used by consumers and enterprises e.g., millions of sales in personal computers (PCs) and tablets, compared to billions of sales in smart phones. As a result, green software engineering is increasingly targeted as an important problem area by software engineering researchers. The growing number of publications in events such as GREENS [52], MEGSUS [97], and EASED [44] as well as tracks at conferences such as ICSE [68], and ICSME [69], are examples of the growing and widespread interest in this research area.

Despite its increasing popularity as a research topic, little is known about practitioners’ perspectives on green software engineering. Even basic questions such as “What types of software commonly have requirements about energy usage?”, “How does the importance of reducing energy usage compare to other requirements?”, and “How do developers find and correct energy usage issues?” do not have clear answers. Without understanding practitioner’s needs, researchers may find themselves in a situation where, despite the investment of significant amounts of time and effort, tools
and techniques designed to make practitioners’ lives easier are underused in practice (e.g., [8, 73]).

To help inform research in green software engineering, we conducted both in-depth interviews of 18 Microsoft practitioners from a wide range of application domains and a quantitative, targeted survey of 464 ABB, Google, IBM, and Microsoft developers and testers. To the best of our knowledge, the interviews and survey compose the first broad-based empirical study of practitioners’ perspectives on green software engineering —how they think about battery life/energy usage when they write requirements, design, construct, test, and maintain their software.

3.2.1 Methodology

Figure 3.4 depicts the research methodology we used for this study. At a high-level, it has two main components: interviews and a survey. Individually, each of these approaches has strengths and limitations; combining them leverages their individual strengths and reduces their individual weaknesses. Interviews are useful for gathering a wide range of qualitative observations and insights and for gaining an understanding of the broad context and environment that the interviewees operate in. In addition, their interactive nature allows for collecting in-depth information about participants’ thoughts and opinions. However, their high costs restrict the number that can be performed. Conversely, surveys allow for collecting only a limited amount of data from each respondent. However, their low costs allow for reaching a large number of respondents, which provides generalizability. Conducting a survey after performing
interviews enables us to quantify and generalize the results obtained from the interviews over a larger population and to quantitatively assess themes that were implied by the interview participants.

3.2.1.1 Interviews

The first step in our methodology was to interview practitioners at Microsoft. These interviews were purely exploratory and were not intended to provide generalizability. Rather the goal of this step was to learn about how the participants think about energy usage in the context of software development from a variety of perspectives and domains.

Interviews’ Protocol

We used semi-structured, in-depth interviews based on an interview guide to enable a detailed exploration of the participants’ views and experiences using a flexible and responsive approach [63]. Interviews were audio-recorded at each participant’s office, with participant permission, and lasted between 30 to 60 minutes each.

At a high level, the interviews had four main parts. First, the participant was asked some general demographic questions to gather information such as the interviewee’s education, technical role, years of experience, and team. Second, the interviewers asked about the participant’s views on energy usage of software. This positioned the participant on the spectrum of energy usage and allowed the participant to speak openly about their experiences and opinions about energy usage while limiting bias from the interviewers. Third, the interviewers began to converse with the participant by asking open-ended and clarification questions based on the second part of the interview. The interactive nature of the conversations allowed the interviewers to gather detailed information about the participant’s experiences with techniques, policies, specifications, patterns, contexts, failed and successful attempts, etc. For example, questions like “Do you have a baseline platform that you use?” and “What have you seen teams do today to determine if there are energy issues with their applications?” were posed to several
participants. Finally, the interviewers thanked the participant, explained how their responses would be used, and asked whether there was anything else they wanted to mention that was not previously covered. A list of questions asked during the interview sessions can be found in Appendix A.

Interview Participants

We identified an initial group of practitioners through multiple means including using mailing lists related to energy use, querying the employee database with energy-related keywords, and communicating with product group managers to find employees that deal with energy. We included practitioners who appeared to have experience with green software engineering from areas such as mobile application development and server-side infrastructure. Because our goal was to learn about as many perspectives as possible, we ensured that the participants came from a range of projects and platforms and had various roles and levels of seniority. Such a selection strategy is called Maximum Variation Sampling [117] and is appropriate, as in this case, when a sample may be limited and “the goal is not to build a random and generalizable sample, but rather to try to represent a range of experiences related to what one is studying.”

The initial group of participants was expanded using the snowball process—participants were added based on recommendations from current participants—until the data saturation point was reached [9]. That is, once new interviews yield no additional information, further interviews will yield only marginal (if any) value [53]. Using the snowball process allowed us to access the hidden population of experienced green software practitioners—practitioners who we would otherwise be unable to identify—without incurring prohibitive costs. In total, we interviewed 18 participants, a number similar to those used in related work (e.g., [73, 80]).
Data Analysis

We used open, axial, and selective coding to qualitatively analyze the data obtained from the interviews [50, 144]. A professional transcription service transcribed the audio recordings and divided them into 355 segments based on distinct conversation topics. We used open coding to summarize each segment. Then we used axial coding to establish relationships among the summaries. Finally, we used selective coding to identify core ideas that were expressed throughout the interviews. We defined two categories of selective codes: the first contains codes that roughly correspond to Chapters 2–6 in the Software Engineering Body of Knowledge (SWEBOK) [13], and the second contains codes that indicate the type of information provided by the participants (e.g., goals, opinions). Finally, we coded each segment using the selective codes. Because of the large number of segments, we required that each segment was assigned at least one code from each category. If none of the codes from a category was appropriate, a special “no code” code was assigned. Forcing the assignment of at least one code eliminated the possibility that coders accidentally skipped a segment. As a result of the coding process, we created a topical concordance that shows, for each code, the relevant portions of the transcripts.

3.2.1.2 Survey

The second step in our methodology was to survey practitioners. While the interviews were exploratory, the goal of this step was to quantitatively assess, over a large and representative population, the qualitative information that we learned from the interviewees.

Survey’s Protocol

We used Kitchenham and Pfleeger’s guidelines for personal opinion surveys [76] and the results from coding the interviews to write 155 candidate statements. Each statement asks the survey respondent to either (1) rate their agreement with the statement on a 5-point Likert scale from Strongly Disagree to Strongly Agree, or (2) indicate,
on a 5-point Likert scale from Never to Almost Always, how frequently the event described by the statement occurs. We then condensed the initial set of statements by removing statements that were redundant, ambiguous, or difficult for respondents to self-assess while ensuring that statements derived from each selective code were represented in the final list. This process reduced the set of candidate statements to 36 final statements, which we believed would keep the survey under our target of 15 minutes. Abbreviated versions of the final 36 statements are shown in Figures 3.5 to 3.10 in Section 3.2.2, and a complete copy is available online\textsuperscript{11} and in Appendix A.

In addition, we asked free response follow up questions for areas of particular interest when the response to a question indicated the respondent may have insight or evidence to share. For example, if a respondent indicated that their applications have energy usage goals or requirements, we asked them to provide an example.

**Survey Participants**

We primarily recruited developers and testers as survey respondents because the statements we created reflected practices and concerns related to their work. We recruited developers and testers from all four companies who worked on applications for either mobile devices, data centers, embedded systems, or traditional PCs. To reach these groups, we selected employees based on their position in their company’s organizational chart. In total, we sent invitations to 3,860 employees, 700 from ABB, 1,500 from Google, 160 from IBM, and 1,500 from Microsoft. We selected these companies because of their extensive experience on creating software, their large number of software practitioners, and because their diverse set of software products targeting different devices. The survey was anonymous, though we did ask respondents to provide their contact information if they were willing to let us follow up with them. At Microsoft, we offered a drawing for two $50 gift cards as this has been shown to improve participation at Microsoft in the past \cite{142}. The overall response rate is 12\% (464 responses) with per-company rates of 9\% for ABB (62 responses), 9\% for Google

\textsuperscript{11} https://surveys.research.microsoft.com/s3/DeveloperEnergySurvey
(134 responses), 13% for IBM (21 responses), and 16% for Microsoft (247 responses). Other online surveys in software engineering research have reported similar response rates [126].

3.2.1.3 Threats to Validity

In our interviews and survey, we avoided practitioners with no interest in energy. Thus, we may be overestimating the importance of the area as a whole. However, we were not interested in contrasting experienced and inexperienced practitioners; instead we preferred to gain insights from experienced green software engineering practitioners.

Due to the costs of interviewing practitioners, we contacted potential interviewees and provided them with a brief outline of the goals of our study. Knowing the high-level goals of the study allowed practitioners to assess whether they could provide useful information. However, because they were aware of the goals of the study, they may have provided information based on what they thought we wanted to know (hypothesis guessing) or they may have withheld information or opinions that they thought would be unpopular (evaluation apprehension) [153]. We reduced these threats by guiding the interview process and assuring the participants that their answers would be anonymized.

The fact that one of the interviewers was not a Microsoft employee may have led to participants withholding information. We addressed this threat by ensuring that at least one interviewer was employed by Microsoft and clearly stating that all relevant non-disclosure agreements had been signed.

Our interview participants were partially identified using the snowball process. One potential disadvantage of this recruitment strategy is that it may suffer from community bias (the potential for the first participants to impact the sample) [7]. The best defense against this is to begin with a group that is as diverse as possible [100]. Because we contacted our initial group of participants through multiple means (see Section 3.2.1.1), they show diversity by spanning organizational, product, and physical boundaries.
Our survey participants are drawn wholly from the populations of ABB, Google, IBM, and Microsoft. As a result, our findings may not be representative of the opinions and experiences of all practitioners. However, each of these companies is diverse and develops a myriad of products in various domains that run on a spectrum of platforms. In addition, we purposely targeted respondents from different areas and teams to increase heterogeneity and maximize generalizability.

We took care when creating our survey to address well-known design pitfalls [76]. In addition, we piloted the survey with a small initial set of practitioners and solicited suggestions on how to improve the survey. Based on their answers, we improved the survey before it was distributed, for example, by removing potential sources of ambiguity.

When conducting surveys through invitation, avoiding the self-selection principle is difficult [140]. Consequently, practitioners with responsibilities related to energy usage may see more benefit from contributing than others. Since we are primarily concerned with the perspectives of green software engineers, this is unlikely to represent a threat.

3.2.2 Findings

This section presents our findings from analyzing the data collected from both the interviews and the survey. Due to confidentiality requirements, we present only anonymized, aggregate information. At a high-level, we were interested in answering two main research questions:

- **RQ1**: In what domains is energy usage of concern to practitioners?
- **RQ2**: When energy usage is of concern, what are experienced practitioners’ perspectives on green software engineering?

To answer the first question, we considered the responses of all survey respondents. To answer the second research question, we focused on the responses of *experienced practitioners*, the 176 survey respondents (40%) who indicated that
My applications have requirements about energy usage. (S1)

<table>
<thead>
<tr>
<th>Domain</th>
<th>Never</th>
<th>Rarely</th>
<th>Sometimes</th>
<th>Often</th>
<th>Almost Always</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>62%</td>
<td>15%</td>
<td>16%</td>
<td>26%</td>
<td>24%</td>
</tr>
<tr>
<td>Mobile</td>
<td>38%</td>
<td>20%</td>
<td>11%</td>
<td>13%</td>
<td>14%</td>
</tr>
<tr>
<td>Traditional</td>
<td>60%</td>
<td>16%</td>
<td>11%</td>
<td>13%</td>
<td>24%</td>
</tr>
<tr>
<td>Embedded</td>
<td>64%</td>
<td>11%</td>
<td>11%</td>
<td>14%</td>
<td>26%</td>
</tr>
<tr>
<td>Data Center</td>
<td>73%</td>
<td>15%</td>
<td>13%</td>
<td>14%</td>
<td>14%</td>
</tr>
</tbody>
</table>

Figure 3.5: Responses to Statement S1 from all respondents and respondents who indicated that they are experienced in each domain.

their projects have energy usage requirements: Sometimes, Often, or Almost Always (see Section 3.2.2.1). Because we are interested in the perspectives of practitioners who have experience in green software engineering, including the responses of practitioners who are inexperienced would obscure the data of interest. The quotations presented in this section are taken from both interview transcripts and survey responses.

3.2.2.1 Where is Energy Usage a Concern?

To understand in what domains energy usage is of concern to practitioners, we first asked respondents how frequently they write code for applications that run on mobile devices, traditional PCs, data centers, and embedded platforms. Based on their responses, we consider a participant to be experienced in a domain if they write code for that domain Sometimes, Often, or Almost Always.

Next we asked respondents how frequently their applications have requirements about energy usage. Figure 3.5 shows a summary of the responses we received. The top of the figure shows the statement that was presented to participants followed by a label that we use to refer to the statement. The left-hand side of the figure shows different groups: All contains the responses of all 464 respondents; Mobile contains the responses of the 241 experienced mobile respondents; Traditional contains the responses...
of the 328 experienced traditional respondents; *Embedded* contains the responses of the 47 experienced embedded systems respondents; and *Data Center* contains the responses of the 255 experienced data center respondents. The body shows stacked bar charts summarizing the proportion of respondents that chose, from left to right, Never, Rarely, Sometimes, Often, and Almost Always. The numeric percentages in the figure indicate the percentage of respondents that chose Never or Rarely (left), Sometimes (center), and Often or Almost Always (right). For example, for the *All* group, 62\% of respondents answered either Never or Rarely, 15\% answered Sometimes, and 24\% answered Often or Almost Always.

Based on our interviews, we initially theorized that practitioners with experience in mobile (“*battery life is very important, especially in mobile devices*”), data center (“*any watt that we can save is either a watt we don’t have to pay for, or it’s a watt that we can send to another server*”), and embedded (“*maximum power usage is limited so energy has a big influence on not only hardware but also software*”) would more often have requirements or goals about energy usage than traditional practitioners (“*we always have access to power, so energy isn’t the highest priority*”). However, the results from the survey only partially support this belief.

**Experienced mobile practitioners frequently have requirements or goals about energy usage.** As Figure 3.5 shows, our belief that mobile practitioners have goals or requirements about energy usage most often was confirmed by the survey: 63\% of experienced mobile practitioners responded that they have such requirements Sometimes, Often, or Almost Always.

**Experienced traditional practitioners have requirements or goals about energy usage more often than expected.** While we thought that Traditional projects would be by far the least likely to have energy requirements or goals, 40\% of experienced traditional practitioners indicated that they have energy requirements or goals Sometimes, Often, or Almost Always. One possible explanation for this finding is that there is overlap between experienced mobile developers and experienced traditional developers. More specifically, 58\% of the respondents in the Traditional group (189 out
of 328) have experience writing code for mobile devices (i.e., they indicated that they write code for mobile devices Sometimes, Often, or Almost Always). Because we asked about the frequency of energy requirements or goals for the respondent’s applications in general, rather than for each domain, this level of mobile experience is likely shifting the range of responses to the more-frequent end of the spectrum. In future work, we plan to revisit this question by collecting more targeted data. Another possible explanation is that some traditional products also run on devices where battery-life is a concern (e.g., laptops).

**Experienced embedded and experienced data center practitioners rarely have requirements or goals about energy usage.** While we expected embedded and data center products to frequently have goals or requirements about energy usage, only 37% of embedded respondents and 27% of data center respondents indicated that they have such requirements more frequently than Rarely. Moreover, these responses are also likely shifted towards the more-frequent end of the spectrum: 52% of embedded respondents (25 out of 48) and 37% of data center respondents (95 out of 255) indicated that they also write code for mobile devices Sometimes, Often, or Almost Always.

For the data center group, the survey responses do not necessarily contradict our interview participants. Our interview participants were primarily responsible for the physical aspects of the data centers (e.g., computers, routers, power, cooling, etc.) while our survey primarily targeted the employees who are responsible for the services that run on the data centers. This difference suggests that while there are power and energy usage concerns at the lower levels, these concerns are not influencing the requirements and goals of the applications and services that run on the data centers. Both sides seem to agree on the cause of this disparity. One program manager summarized it as follows:

*Our main concern is marketshare and that means user experience is a priority. We can be more efficient to try to cut costs, but since we don’t charge by energy used this doesn’t make us more attractive to users. So we tend to focus on other things like performance or reliability.*

For the embedded group, we found several reasons why practitioners do not
have requirements or goals about energy usage. First, many embedded products are not battery-powered (e.g., “In our embedded systems, we always have access to power so energy is not a concern.”). Second, many practitioners are concerned with the overall energy usage of their systems but rely on the hardware, not the software, to reduce energy usage. Finally, satisfying other metrics is more important than reducing energy usage (e.g., “Ensuring the deterministic, real-time behaviour of our embedded device is more important than saving energy.”).

3.2.2.2 Perspectives on Requirements

Our survey statements concerning requirements focused on whether practitioners have experience with energy usage requirements (see Section 3.2.2.1), what typical energy usage requirements look like, and how often practitioners make tradeoffs between other features and energy usage.

Energy requirements are more often desires rather than specific targets. In addition to their Likert responses to Statement S1, we also asked experienced practitioners to provide an example of an energy requirement or goal. The majority of the provided examples are what we consider desires rather than detailed requirements. For example, one respondent said that they have “no specific goals for energy usage, just ‘don’t be bad’.” Another respondent indicated that “considerations on background tasks as well as things that use the radios in phones are always in the back of my mind” and a third stated that, “the goal is to accomplish something without making the user annoyed about battery drain.” Although desires are more common, detailed requirements do exist in some cases. An interesting example is: “turn-by-turn guided navigation should not drain more battery than a car can charge.” In addition, a few respondents indicated that they have had requirements similar to “perform[ing] [user scenario] should not use more than X mA” or “under normal usage, a device with an X W h battery should last for Y hours.”

Energy-usage requirements are often stated in terms other than energy usage. It is also interesting to note that many of the example goals and requirements
are expressed in terms of things other than battery life or energy usage. We believe that this is likely due to the lack of tool support for measuring energy usage (see Section 3.2.2.5). As a result, requirements are often written in terms of more easily captured metrics that practitioners believe correlate with energy usage. In some cases, these are traditional performance metrics. As one respondent stated: “I don’t usually think about battery life directly. Often I consider running time [...] and that ‘seems’ to suggest battery life.” In other cases, they are countable events (e.g., “We tried to optimize for when/how often we wake up the radio.”). It is interesting to note that some practitioners are aware that such proxy measures may not be accurate:

Most people think power savings = CPU reduction. This is somewhat true in a broad sense, but is only a small part of the picture. The problem is that it’s easy to measure CPU utilization (and hence reduction), but it’s very hard to translate any of this to actual power savings. Many people have spent a lot of time that ultimately had no benefit.

Unfortunately, this misconception is common and is an example of the levels of uncertainty that even experienced practitioners have (see Sections 3.2.4 and 3.2.4). Finally, there are requirements and goals that are defined in terms of previous or alternate versions, or as one respondent expressed it, “‘not worse than’ kinds of requirements” (e.g., “New feature additions or architecture changes shouldn’t regress battery life.” and “I had a requirement that energy usage in our primary scenario be comparable to the legacy solution.”).

Energy-usage requirements focus on “idle time.” A common theme in our interviews and survey responses was the importance of reducing energy usage when a user is not interacting with their device. As one participant stated: “We’re trying to prioritize idle battery consumption down to zero. Being active is going to drain the battery. But the thing that’s going to piss people off, is if I wasn’t using it and my battery is dead so that’s where we want to focus our efforts.” In fact, one participant was so focused on idle time that they were surprised by the suggestion that non-idle time portions of an execution should also be optimized: “I haven’t thought about that, actually, when an app is in the foreground and we’re trying to still save battery in some
I’m willing to sacrifice performance, usability, etc. for reduced energy usage. (S2)

Figure 3.6: Requirements-related statement and responses from experienced practitioners.

When evaluating energy usage, I consider other applications. (S4d)
When evaluating energy usage, I consider the hardware. (S4c)
When evaluating energy usage, I consider my application’s environment. (S4b)
When evaluating energy usage, I consider usage scenarios. (S4a)
Energy usage concerns impact the design of the entire application. (S3d)
Energy usage concerns impact the design of individual modules. (S3b)
Energy usage concerns impact the design of interactions. (S3a)
Energy usage concerns impact the design of individual classes. (S3)

There are general techniques that lead to good energy usage. (S5)
There are general techniques that lead to poor energy usage. (S6)

Practitioners are often willing to sacrifice other requirements for reduced energy usage. Figure 3.6 shows, in the same format at Figure 3.5, a summary of experienced practitioners’ responses when asked how frequently they are willing to make tradeoffs between other requirements and energy usage. As the figure shows, respondents are overwhelmingly willing to make sacrifices to improve energy usage (80% of respondents answered Sometimes, Often, or Almost Always). As several respondents stated: “There is always a tradeoff between battery life vs performance/feature” and “the entire experience was a series of compromises between what designers wanted and [...] battery concerns.” In fact, only 5 respondents answered that they Never make...
such compromises.

### 3.2.2.3 Perspectives on Design

Our survey statements concerning design focused on how energy concerns impact different aspects of the design process, including the contexts that practitioners consider when assessing energy usage and the extent to which they believe there exist general patterns that lead to reduced energy usage and anti-patterns that lead to increased energy usage. Figure 3.7 shows the results that we collected for these statements using the same stacked bar format as earlier figures.

**Concerns about energy usage impact how applications are designed.** Based on our interviews, we believed that application design would be heavily influenced by energy concerns. As one participant stated: “It’s not a bug fix to get power efficiency. It’s a design change.” The data for Statements S3a–S3d indicate that this sentiment is widely held; energy usage concerns frequently impact the design of individual classes, individual modules, interactions, and entire applications. Moreover, with the exception of individual classes, more than 50% of respondents indicated that such impacts occur Sometimes, Often, or Almost Always. Interestingly, although individual classes are impacted less often, many practitioners believe that efficient algorithms, which are presumably implemented in a single class, are an effective way to reduce energy usage (see the discussion of patterns and anti-patterns below).

**High-level designs are impacted by energy usage concerns more frequently than low-level designs.** The responses for Statements S3a–S3d also show that 85% and 81% of respondents indicated that Sometimes, Often, or Almost Always, concerns about energy usage impact the design of interactions and entire applications, respectively. Conversely, only 47% and 65% of respondents indicated that concerns about energy usage impact the design of classes and modules Sometimes, Often, or Almost Always, respectively.

**Practitioners consider usage scenarios most often when evaluating energy usage.** The responses for Statements S4a–S4d show that 92% of respondents consider
usage scenarios when evaluating energy usage Sometimes, Often, or Almost Always. Moreover, only 4 respondents indicated that they Never consider user scenarios when evaluating energy usage. The application’s environment is the next most frequently considered context (79% of respondents answered Sometimes, Often, or Almost Always), with hardware close behind (69% of respondents answered Sometimes, Often, or Almost Always). These responses agree with our interviews. As one participant indicated, they have “started looking at telemetry more” in order to “figure out more realistic goals” and that “there’s a lot of other situations where we’ve tweaked little things here and there based on telemetry.”

**Practitioners consider other applications least often when evaluating energy usage.** Unlike for Statements S4a–S4c, in response to Statement S4d, more respondents indicated that they considered other applications Never or Rarely (39%) than Often or Almost Always (30%). In total, 61% of respondents indicated that, when evaluating energy usage, they consider other applications Sometimes, Often, or Almost Always. This suggests that practitioners may believe that interactions between applications are unlikely to impact energy usage or that such interactions are too numerous or difficult to consider.

**Practitioners believe general patterns that lead to good or bad energy usage exist.** The majority of respondents agree that there are general techniques that both lead to good energy usage (Statement S5, 55% of respondents Agree or Strongly Agree while only 9% Strongly Disagree or Disagree) and bad energy usage (Statement S6, 65% of respondents Agree or Strongly Agree while only 3% Strongly Disagree or Disagree). However, it is interesting to note that in both cases, there is a relatively large proportion of respondents who are Undecided (36% and 32%, respectively), which indicates that even experienced practitioners are unsure about whether such patterns exist.

To gain more information about the kinds of (anti-)patterns that practitioners believe exist, we asked respondents who responded with Agree or Strongly Agree to
provide an example of such patterns. In general, each list of answers is the inverse of the other (e.g., for good energy usage do X; not doing X leads to poor energy usage). However, their responses show the complex tradeoffs that practitioners must make. For example, one participant stated that “offloading computation to the cloud”, which requires using the radio to send and receive messages, is an effective method for reducing energy usage, while other participants noted that “decreased radio use increases battery life.” These tradeoffs mean that practitioners cannot blindly adhere to a set of rules, but must deeply understand the tradeoffs of the operations they are performing. Overall, the most frequently mentioned techniques for improving energy usage are: using an event-driven architecture instead of polling, coalescing timers, and using efficient algorithms. All of these techniques allow applications to achieve longer periods of inactivity, which matches the requirements-level focus on optimizing idle time energy usage and the design-level focus on optimizing interactions and entire applications.
3.2.2.4 Perspectives on Construction

Our survey statements concerning construction focused on learning whether energy concerns influence how new code is written, if practitioners believe that they have accurate intuitions about energy usage, how they would like to learn how to improve energy usage, and who they feel should be responsible for energy usage. Figure 3.8 shows the results that we collected for these statements using the same stacked bar format as earlier figures.

**Energy concerns influence how practitioners write new code.** The responses for Statement S8, show that 80% of respondents consider energy concerns when they write new code Sometimes, Often or Almost Always. This result is the opposite of what we expected from our interviews where one participant said that “Only when meeting performance goals becomes egregious in terms of power, then we negotiate a compromise that balances […] performance and power consumption.” Practitioners seem to take energy requirements and goals into consideration immediately, rather than waiting until energy issues are identified.

**Practitioners believe that they do not have accurate intuitions about the energy usage of their code.** The responses for Statement S7 indicate that, while 30% of respondents believe that they have accurate intuitions about the energy efficiency of their code, the majority either disagree (19%) or are undecided (51%). This result matches our interview data. As one participant stated: “I care about memory usage, CPU usage, like I understand those. […] I don’t have the same intuition about energy.” This result also further supports our overall perception that, while practitioners have energy requirements, they lack the same level of expertise that they have with other types of requirements.

**Practitioners believe that they could learn how to improve energy efficiency in many ways.** The responses for Statements S9a–S9d show that practitioners are eager to learn how to improve the energy efficiency of their code in any way that they can. As one participant stated: “I would love to have more education […] for designing
Figure 3.9: Finding and fixing issues-related statements and responses from experienced practitioners.

and investigating battery lifetime! Anything to help raise awareness and break through attitude barriers.” Among the options that we specifically asked about, participants state they could learn from other developers (86% of respondents answered Agree or Strongly Agree while only 1% answered Strongly Disagree or Disagree) and feel that using tools, looking at other code, and reading documentation would be roughly equivalent in effectiveness (66% to 70% of respondents answered Agree or Strongly Agree for each option while 9% to 13% answered Strongly Disagree or Disagree).

Energy usage should be a shared responsibility. The responses for our final four statements, Statements S10a–S10d, show that respondents strongly believe that energy usage is a responsibility that is shared among applications, libraries, operating systems, and hardware. As one respondent stated: “we are all in the same boat.” Only 2% of respondents Strongly Disagree or Disagree that applications have a responsibility for good battery life, and the percentage of respondents that Strongly Disagree or Disagree for the other elements is even lower. In fact, zero respondents Strongly Disagree or Disagree that operating systems and hardware should be responsible for good battery life.
3.2.2.5 Perspectives on Finding and Fixing Issues

Our survey statements concerning finding and fixing energy issues focused on learning how practitioners currently learn about energy usage issues (problems or defects related to energy use), how they would prefer to learn about those issues, how frequently energy issues to occur, and how difficult energy issues are to discover, diagnose, and fix. Figure 3.9 shows the results that we collected for these statements using the same stacked bar format as earlier figures.

Practitioners currently learn about energy issues primarily from profiling and user feedback. The responses for Statements S11a–S11b, show that practitioners currently learn about energy issues in their applications in a variety of ways. With 72% of respondents answering Sometimes, Often, or Almost Always, the most common way they learn about such issues is by profiling performance metrics and counters (e.g., CPU usage). User feedback is a close second with 69% of respondents answering Sometimes, Often, or Almost Always. While the frequency that practitioners learn about energy issues from profiling and user feedback was expected, the high number of respondents (41%) that indicated that they learn about energy issues from static analysis Sometimes, Often, or Almost Always was surprising. In our interviews, few participants were aware of static analysis tools for detecting energy issues.

To learn more about the static analysis tools that these practitioners are using, we emailed the respondents who answered Sometimes, Often, or Almost Always to Statement S11a. We found that practitioners were using static analysis tools that do not identify energy issues directly, but rather look for code patterns (e.g., spawning lots of threads, polling frequently, bad data structures) that lead to bad CPU performance. Here, the practitioners are proceeding under the assumption that such metrics correlate with energy usage that we reported when discussing practitioners’ perspectives on requirements (see Section 3.2.2.2).

Practitioners want to learn about energy issues most frequently from profiling and static analysis. While static analysis is currently the least used technique
for learning about energy usage issues, 93% of respondents indicated that they would Sometimes, Often, or Almost Always like it to be effective (Statement S12a). However, although many respondents are enthusiastic—“Having static analysis to point out deficiencies of efficiency would be awesome”—some are skeptical about its feasibility—“Good luck getting static analysis to work on this.” The ability to detect energy issues via profiling is also highly desired with 96% of respondents indicating that they would Sometimes, Often, or Almost Always like it to be effective (Statement S12b). Finally, despite the fact that user feedback is currently one of the most commonly used approaches, practitioners are least enthusiastic about it. Although they would rather learn about issues than have them go undetected (68% of respondents answered Sometimes, Often, or Almost Always), it appears they would prefer to learn about such issues earlier in the development process, before users are impacted.

Practitioners are unsure, but suspect that energy issues do not occur more frequently than other performance issues. The responses for Statement S13a indicate that, while 42% of respondents Strongly Disagree or Disagree with the statement, nearly as many (40%) are Undecided about whether energy issues occur more frequently than other types of performance issues. It is possible that this perception is true, however it may also be a reflection of the fact that there are few tools capable of detecting such issues and only the most egregious problems are reported by users.

Practitioners believe that energy issues are more difficult to discover and diagnose than other performance issues. The responses to Statements S13b and S13c indicate that respondents believe that energy issues are more difficult to discover than performance issues (61% of respondents answered Agree or Strongly Agree) and more difficult to diagnose than performance issues (55% of respondents answered Agree or Strongly Agree). When asked to explain why they have these beliefs, respondents provided a wide range of answers. Many of them feel that energy issues are more difficult to discover because “current test suites are not equipped for them,” they are “not sure what tools exist to discover such issues,” and “performance issues are very
obvious—the application is slow, frozen, etc.—but battery drain is a slower change and
is not as immediately noticeable.” Similarly, many respondents felt that energy issues
are difficult to diagnose because there are “too many variables that affect power”, “the
[observable] problem is far removed from the source”, and energy issues “are most often
evergent behaviors arising from complex interactions between many subsystems rather
than found in one subsystem.”

Practitioners are undecided about whether energy issues are more difficult
to fix than performance issues. The responses for Statement S13d indicate that
the majority of respondents (48%) are Undecided about whether energy issues are
more difficult to fix than performance issues. Again this might be true, or it might be
because practitioners have not fixed enough energy issues to form an overall impression
of their difficulty. The respondents who agreed that energy issues are more difficult to
fix primarily felt this way because if “it was not considered from the start, improving
battery life or energy usage could require large changes” or could “require some high
level re-design.” These reasons match our observations in Section 3.2.2.4 that energy
concerns most often impact high-level designs. Respondents also felt that in many cases
fixes are difficult because the problem is outside of their control (e.g., “Dependencies
on libraries […] that are inherently inefficient can make battery life issues hard to
improve.” and “Problems don’t always reside in the app code. The hardware often
doesn’t support polling, idle, or other modern commands to minimize energy usage.”).

3.2.2.6 Perspectives on Maintenance

Our survey statements concerning maintenance focused on learning how practi-
tioners take energy concerns into consideration when making changes, and documenting
and reviewing code. Figure 3.10 shows the results that we collected for these statements
using the same stacked bar format as earlier figures.

Energy concerns are largely ignored during maintenance. The responses for
Statements S14–S17 indicate that participants are the least concerned with energy
when performing maintenance activities. For each statement, the largest number of
Figure 3.10: Maintenance-related statements and responses from experienced practitioners.

respondents answered Never or Rarely. The lack of tool support that we identified in Section 3.2.2.5 likely explains why respondents do not investigate the impacts of the changes that they make. It is less clear however, why respondents are not creating documentation or discussing energy with other developers, when they feel that these would be effective ways of learning how to improve the energy efficiency of their code (see Section 3.2.2.4).

3.2.3 Implications

In the remainder of this section, we (1) contextualize the state-of-the-art in green software engineering research with respect to our study’s findings, and (2) suggest directions for researchers aiming to develop strategies and tools to help practitioners improve the energy usage of their applications by addressing practitioners’ lack of information and support infrastructure.

3.2.3.1 Implications for Requirements

The findings that “energy-usage requirements are often stated in terms other than energy usage” and “energy usage requirements are more often desires rather than specific targets” suggests that energy requirements are difficult to specify directly. Existing work on eliciting quality or “just in time” requirements (e.g., [45, 47]) may serve as a starting point. A potential hurdle to extending such work is the lack of an easily understood energy metric. Providing easy to use energy measurement tools may help in this situation, but the concept of a joule is likely to remain too abstract. An approach
proposed by Zhang et al. supports “not worse than” requirements by advocating the use of benchmark scenarios to compare energy usage between alternatives. A strength of this approach is its focus on scenarios, which practitioners are already considering (see Section 3.2.2.4). However, it requires portable benchmarks and alternative implementations, which may be unavailable. **Requirements elicitation strategies would be more useful if they helped practitioners easily understand and express how much energy usage is reasonable for a given task.**

The finding that “experienced practitioners are often willing to sacrifice other requirements for reduced energy usage” motivates the development of techniques and tools for exploring potential tradeoffs between energy usage and other non-functional requirements. Again, existing work in the area of trade-off analysis may provide a starting point [154], but no one has investigated whether such approaches are suitable for energy usage requirements. **Techniques for quantifying how changes in energy usage impact other quality requirements such as performance would help practitioners make intelligent trade-off decisions.**

### 3.2.3.2 Implications for Design

The finding that “practitioners consider usage scenarios most often when evaluating energy usage” is promising. It suggests that the large body of scenario-based research (e.g., [104, 128]) is applicable when designing energy-efficient software. The focus on scenarios also suggests that some scenarios are more sensitive to energy efficiency than others. **Tools and techniques will be more valuable to practitioners if they are scenario-aware.**

The findings that “practitioners believe general patterns that lead to good or bad energy usage exist” and “high-level designs are impacted by energy usage concerns more frequently than low-level designs” motivates empirical studies of the impacts of such patterns. While there has been a significant amount of work in understanding how changes made by developers impact energy usage (e.g., [83, 89, 96, 115, 124, 131, 132]), the considered changes have been at a lower level than the (anti-)patterns suggested
by the practitioners. The few studies that have considered higher-level decisions (e.g.,
design patterns [130], web servers [96]) are preliminary and limited in scope. Studies
that evaluate whether practitioners’ beliefs are correct and provide context
to help decision making can have an impact on design.

3.2.3.3 Implications for Construction

The finding that “energy concerns influence how practitioners write new code”
suggests that new programming languages or language features could help developers
during the development of energy-efficient applications. Existing work in the area
of energy-aware programming (e.g., [107, 159]) matches practitioners’ focus on idle
time by allowing computation to be degraded or delayed to save energy. However,
to use such features effectively, practitioners must understand the energy impacts of
their code, which given their lack of intuition (see Section 3.2.2.4), may be infeasible.
Practitioners’ focus on idle time motivates additional investigation into new
programming paradigms for delaying computation and bundling work as
well as automated transformations for improving energy usage.

The finding that “practitioners believe that they do not have accurate intuitions
about energy usage” motivates the creation of energy profiling tools that can help them
understand the energy usage of their applications. Researchers have proposed several
such tools (e.g., [58, 62, 134]), but most of these approaches are coarse-grained, which
may limit their usefulness. One exception is work by Li et al. which attempts to calcu-
late source line level energy information [84]. In general, fine-grained energy profiling
is difficult for many reasons including high clock rates and tail energy. Tail energy
is particularly challenging since it means that software energy usage can depend on
other applications, the factor least considered by practitioners (see Section 3.2.2.4).
Fine-grained tools supporting whole system analysis would help practition-
ers understand their code and the energy impacts of interactions among
applications.
The finding that “practitioners believe that they could learn how to improve energy efficiency in many ways” suggests that they lack the necessary knowledge, expertise, and intuition about how to construct energy-efficient software. The desire to learn is evident in their responses, which indicate that they would use all forms of help that we asked about (other developers, tools, profiling, example code, documentation, etc.). Education mechanisms in any and all forms would likely be received well by practitioners.

3.2.3.4 Implications for Finding and Fixing Issues

The finding that “practitioners believe that energy issues are more difficult to discover than other performance issues” motivates techniques for detecting energy issues. Existing static analysis-based work (e.g., [115]) is comparable to the tools currently used by practitioners (see Section 3.2.2.5) because they look for patterns that may lead to energy issues (e.g., forgetting to close a resource). Existing testing or dynamic analysis-based work (e.g., [11, 85, 89, 92, 93, 150]) attempts to locate energy issues directly, but is limited by imprecise oracles. Practitioners would like oracles that can (1) detect energy issues as they occur, rather than waiting for battery drain to become evident, and (2) determine whether the amount of energy being consumed is reasonable given the work being performed.

The finding that “practitioners believe that energy issues are more difficult to diagnose than other performance issues” motivates the need for new techniques for debugging energy issues. To the best of our knowledge, no one has yet investigated such approaches. Debugging techniques should take into consideration the large distances between when and where faulty behaviors are discovered and the root causes of such issues.
3.2.3.5 Implications for Maintenance

The finding that “energy concerns are largely ignored during maintenance” demonstrates the importance of focusing on energy use in earlier phases of the development life cycle. Presumably, once an application enters maintenance, it is either too difficult or not important enough to change energy usage. The lack of documentation regarding energy usage and the low number of respondents who investigate how their changes impact energy usage may point to a need for improved practices and tooling, but further study is needed to understand why energy appears to be ignored during maintenance and what tooling or practices can help. To the best of our knowledge, no one has investigated what roles energy usage concerns play during maintenance. Additional surveys and interviews may help uncover why energy concerns are ignored during maintenance.

3.2.4 Related Work

The work presented by Pang et al. is the closest to our study. In [114], Pang et al. have studied green software engineering practitioners perspectives on Construction [114]. Compared to their work, our study is broader in several ways: (1) We considered four additional phases of the development cycle that led to unique observations for the Requirements, Design, Finding and Fixing Issues, and Maintenance phases, (2) The participants of our study include data center and embedded practitioners in addition to mobile and desktop practitioners, and (3) We interviewed more practitioners and collected a larger number of survey responses. As a result, our data reflects the perspectives of a larger group and provides more evidence that the results are representative.

Beyond studying green software engineering practitioners directly, there is work that shares our desire to understand practitioners’ perspectives on various aspects of the software development process and suggest areas for future research. One set of work examines the adoption of tools for specific development tasks. For example, Johnson et al. analyzed the reasons why software engineers do not use static analysis
tools for automatic code inspections [73]; and Cherubini et al. investigated how developers use drawings to represent code [22]. Other researchers have examined particular development activities. For example, de Souza and Redmiles proposed an analytical framework about developers’ strategies to handle the effect of software dependencies and changes [33]; Dagenais et al. studied and characterized project landscapes for newcomer developers [29]; and Murphy-Hill et al. analyzed the differences between video game development and other software development [103].

3.2.5 Summary

In the second part of this chapter, we presented the methodology, findings, and implications from our study of practitioners’ perspectives on green software engineering. We interviewed 18 professional practitioners from Microsoft, and surveyed 464 developers and testers from ABB, Google, IBM, and Microsoft, to collect data that would help us identify practitioners’ practices and challenges presented during the software development process when trying to make their applications more energy efficient.

The results of this study indicate that:

1. Experienced mobile and traditional practitioners frequently have requirements or goals about energy usage.
2. Energy requirements are more often desires rather than specific targets. These requirements are often stated in terms other than energy usage, and the majority focus on idle time.
3. Practitioners are often willing to sacrifice other requirements for reduced energy usage.
4. Concerns about energy usage impact how applications are designed, where high-level designs are impacted by energy usage concerns more frequently than low-level designs.
5. When evaluating energy usage, practitioners consider usage scenarios more often than other applications.
(6) Practitioners believe there exist general patterns that lead to good or bad energy usage.

(7) Energy concerns influence how practitioners write new code. However, practitioners believe that they do not have accurate intuitions about the energy usage of their code.

(8) Practitioners believe that they could learn how to improve energy efficiency in many ways. They consider that energy usage should be a shared responsibility among applications, libraries, operating systems, and hardware.

(9) Practitioners currently learn about energy issues primarily from profiling and user feedback. However, they want to learn about energy issues most frequently from profiling and static analysis.

(10) Practitioners are unsure, but suspect that energy issues do not occur more frequently than other performance issues.

(11) Practitioners believe that energy issues are more difficult to discover and diagnose than other performance issues, but they are undecided about whether energy issues are more difficult to fix than performance issues.

(12) Energy concerns are largely ignored during Software maintenance.
Chapter 4
THE SOFTWARE ENGINEER’S ENERGY DECISION SUPPORT FRAMEWORK (SEEDS)

Analogous to other software improvement goals, e.g., performance, power consumption should be amenable to improvement beyond that achievable by low-level systems and hardware. Unfortunately, few software developers design and implement applications with consideration for their energy usage. Results from our study of practitioners’ perspectives on green software engineering revealed that this is due to two primary reasons: (1) developers do not understand how the software engineering decisions they make affect the energy consumption of their applications, and (2) they lack the tool support to help them make decisions or change their code to improve its energy usage.

This chapter describes SEEDS, a novel framework to help software engineers develop energy-efficient applications without having to address the low-level, tedious work of applying changes and monitoring the resulting impacts to the energy usage of their application. SEEDS provides automated analysis, decision-making, and implementation of decisions towards optimizing a given targeted software engineering decision with regard to energy usage of the entire application. SEEDS also takes into account the execution context (i.e., platform and expected inputs) where the application will be deployed.

4.1 Overview of SEEDS

We designed SEEDS to support three primary goals:

(1) automate the entire process of optimizing the application with respect to potential code changes to save developers from performing tedious, error-prone tasks,
abstract away the systems and hardware platform interactions from developer concern, and

be general enough to support different types of decisions commonly made by software engineers, including optimization goals, filtering mechanisms, search strategies, energy profiling approaches, and hardware platforms.

4.1.1 Example Usage Scenario

Amy is a developer who would like to evaluate how different Collections implementations used by her application can help her to reduce her application’s energy usage, thus Amy decides to use an instantiation of SEEDS called the SEEDS\textsubscript{api} to perform this task. Amy provides to SEEDS\textsubscript{api} the following inputs: (1) the application source code in a JAR file, (2) the application’s test suite, (3) a set of alternative Collections libraries (e.g., fastutil, and javolution) packed as JAR files, and (4) the list \{Set, List\} to specify the optimization parameters, i.e., which Collections types she wants to focus the energy optimization on. After providing the inputs, she runs SEEDS\textsubscript{api} to automatically test all alternative Collection implementations and find all the points in her application where Set and List implementations have been instantiated and could be replaced by alternative implementations found in the fastutil and javolution Collections libraries. SEEDS\textsubscript{api} then checks if the transformations of alternative Set and List implementations do not violate the syntax of the application, and also checks if these transformations comply with the application’s test suite (i.e., pass all the tests). SEEDS\textsubscript{api} helps Amy to assess the energy usage of instantiating multiple and different Collections implementations in various locations of her application by creating different versions of her application that contain different transformations involving the instantiation of Set and List implementations from the Collections libraries specified by Amy. As an output, SEEDS\textsubscript{api} gives Amy the name and location of the Set and List transformation(s) suggested for her application to make it more energy efficient, and the energy savings obtained from the corresponding transformations. With the information provided as an output by SEEDS\textsubscript{api}, Amy avoids manually exploring locations in her
application where Collections implementations are used and need not manually test all different possible combinations to obtain the set of Collections implementations that helps her application to be more energy efficient; all this work in done by SEEDS automatically.

Specifically, consider a simplified example from the Jodatime project \(^1\). Suppose Amy intends to replace the use of `java.util.TreeSet` with other Set implementations such as `it.unimi.dsi.fastutil.objects.ReferenceOpenHashBigSet`, `javolution.util.FastSet`, and `java.util.concurrent.CopyOnwriteArraySet`. Amy would like to switch Set implementations in all locations where a Set instance is used in her project, and then assess the energy usage impacts of using different Set implementations. In the Jodatime project for instance, Amy could switch the Set implementation in line 172 shown in Figure 4.1. Without SEEDS, to evaluate how the transformations of Set implementations impact the energy efficiency of her application, Amy has to manually perform the following tasks: (1) Find additional Set implementations from alternative collections libraries (e.g., fastutil, javolution and goldman sach's collections), (2) Pinpoint points in the application, such as the one shown in Figure 4.1, where the alternative Set implementations could be used, (3) Transform the application so that an alternative Set implementation is used instead of the one instantiated in the original version of the application, e.g., instantiate `java.util.concurrent.CopyOnwriteArraySet` in line 172 of Figure 4.1, instead of `java.util.TreeSet`, (4) Check if the applied transformation(s) are syntactically and semantically equivalent to the original

---

\(^1\) [http://www.joda.org/joda-time/](http://www.joda.org/joda-time/)
Figure 4.2: Overview of SEEDS.

application, (5) Run the application with the applied transformation(s) to measure its energy consumption, with some kind of energy measurement device or prediction, (6) Compare the energy usage of the original and transformed version of the application and select the application version with the lowest energy usage, and (7) Repeat steps (1)-(6) with different transformation of Set implementation(s) until all combinations have been tested or an energy efficient transformation have been found. Steps (1) through (7) could be done manually by Amy for a small set of locations and alternative implementations. However, when the number of locations and alternative implementations grows, this process of locating, transforming and profiling the energy usage of an application is error-prone and arduous. Thus, instead of doing it manually, Amy can use SEEDS api to automatically evaluate which transformations in terms of Set implementations could help her application be more energy efficient. By using SEEDS api, Amy can automatically test all Collections implementations from different Collection libraries in 15 different points of the Jodatime application where Collection instances are used. With the results of SEEDS api, Amy learns that the transformation to make in line 172, shown in Figure 4.1, is to switch from a TreeSet implementation to a ReferenceOpenHashBigSet implementation to save 9% of energy usage when running the Jodatime project.
4.1.2 SEEDS Components

Figure 4.2 provides a high-level overview of SEEDS. In the remainder of this section, we provide a detailed discussion of each of the framework’s main components.

4.1.2.1 SEEDS Inputs

As shown in Figure 4.2, SEEDS requires four inputs: the application code, a set of potential changes, the developer’s chosen optimization parameters, and additional context information.

The application code is the code of the application that the software engineer wants to optimize with regard to energy usage. The set of potential changes includes all of the changes that the developer is deciding whether or not to make. For example, the set of potential changes could include decisions such as which library implementation to use, whether to perform refactoring, whether to replace an algorithm with a different algorithm, or whether to cache the result of a computation. Note that the transformations specified in the set of potential changes are abstract rather than concrete (e.g., inline a method vs. inline method foo in method bar at line 5). This allows sets of changes to be specified and frees developers from the task of re-specifying them for each new application that they want to improve. The process for transforming abstract potential changes into concrete changes for the given application is described in Section 4.1.2.3.

The optimization parameters are constraints on where SEEDS should consider making changes. For example, a developer could restrict the application of a refactoring to only certain regions of the application or only allow switching algorithms if the algorithm’s inputs are larger than a given threshold. Optimization parameters are defined in terms of the features of both the set of potential changes and the locations where those changes can be applied in the application. Thus, optimization parameters can include guidance about how changes should be applied. For example, the software engineer could provide a ranking of alternative library implementations for a given API based on their intuition about the performance of one implementation over
another. Or, they may be considering various refactorings based on recommendations from a tool or documentation that indicates that applying that refactoring improves code readability and maintainability.

Finally, the context information indicates the platform where the application will be executed, the expected inputs or workload that will be used to drive the application, and other relevant data about the application needed by the optimization strategy. The strategy used for energy profiling (see Section 4.1.2.4) dictates the specific information that needs to be provided. For example, if energy profiling is to be done using a hardware-based platform, then the platform itself and a set of suitable, concrete inputs are needed. However, if energy profiling is to be done using a dynamic analysis-based estimation approach, then execution traces and a model of the platform are required. Finally, if a static estimation approach is used, a developer may not have to provide any context information at all. The ability to provide context information can be especially useful if a developer does not have easy access to a target system. Essentially, they can “cross-optimize” (in the same spirit as cross-compilation) their application to a wide range of target platforms.

Given these inputs, the key tasks of SEEDS are then to:

(1) Define the application-specific search space, that is, the space of concrete changes that SEEDS will consider, and

(2) Search through the application-specific search space to find an optimized version of the application that reduces energy usage as much as possible.

Each of these tasks is described in more detail in the following subsections using as reference the class diagram of SEEDS shown in Figure 4.3. This figure shows the SEEDS framework as a white-box framework, i.e., a framework that relies on inheritance and dynamic binding for its extensibility.
Algorithm 1 SEEDS algorithm

procedure SEEDS(appJARFile, testName, changes[], optPar[])
    origApp ← new AppSolution(appJARFile)
    optConst ← Constraint.setOptParameters(optPar)
    setChanges ← Transformation.getSetOfChanges(changes)
    codeIR ← AppGeneralizer.generalize(appJARFile, setChanges)
    AppGeneralizer.identifyAppSites(codeIR, setChanges)
    AppLocation setSites[] ← AppGeneralizer.filterSites(optConst)
    rewriter ← new Rewriter(codeIR)
    sSpace ← new SearchSpace()

    for site in setSites do
        for change in setChanges do
            if site.IsTransformationApplicable(change) then
                if AppGeneralizer.checkSite(change, testName) then
                    sol ← new AppSolution(site, change)
                    sSpace.addSolution(sol)

    eProfiler ← new EnergyProfiler()
    solSelector ← new SolutionSelector(sSpace)
    searchAlg ← new SearchAlgorithm(origApp, solSelector, rewriter, eProfiler)
    best ← searchAlg.findBestSolution()
    return best
4.1.2.2 SEEDS Outputs

The output of SEEDS includes the optimized application code, the optimization results that contain the transformations made to the original application, and the energy savings obtained from such transformations. The optimized application code generally is an optimized version of the given application where the energy usage is reduced as much as possible with respect to the given set of potential changes, optimization parameters, and context information. Note that the optimized version is not guaranteed to be optimal with respect to all possible versions (i.e., there may be another version of the application that uses less energy when given different parameters). When given a specific combination of inputs, the application may not be improved in terms of energy usage. Then, SEEDS returns the original application version as output. In our evaluation, this situation occurred twice. Although this is not our desired outcome, knowing that an application can not be improved by SEEDS is useful information. It indicates that the developer is free to make any of the considered changes without needing to consider how they would impact energy usage, and also informs...
the developer that other different strategies may be tested in order to possibly reduce the energy usage of the application. Algorithm 1 presents the general algorithm for SEEDS in terms of the specification provided in Figure 4.3.

4.1.2.3 Application-Specific Search Space in SEEDS

In Figure 4.3, the package solution_space contains all classes and interfaces of SEEDS that are related to the creation of the application-specific search space. The transformations made by SEEDS are selected from the set of potential changes, which are abstract rather than concrete i.e., they are specified in terms of a super type that can be interchangeable with a different set of sub types, and they do not specify a specific program point to be applied. A potential change of the application is represented in SEEDS by the Transformation class, thus creating sub classes of Transformation allows definition of sub types representing potential changes. As shown in Figure 4.2, SEEDS’ first task is to determine the application-specific search space by concretizing these abstract changes with respect to the given application and optimization parameters. In essence, the application-specific search space is the set of all possible versions of the given application that could be created by SEEDS. The SearchSpace class is in charge of creating and maintaining the set of possible versions of the given application, where each version is represented by an instance of the AppSolution class.

To create the application-specific search space, SEEDS considers each potential change and scans the application’s code to identify the locations where the change could be applied. For example, if a potential change is to inline a method, SEEDS will identify all of the locations in the application where a method is invoked. This initial list of concrete changes is then filtered based on both explicit and implicit constraints. Explicit constraints are generally based on the type system of the programming language used to implement the application. For example, implementations of an API can only be swapped if both implementations expose the same interface. Implicit constraints are most commonly provided by the SEEDS user as optimization parameters.
A location is represented in SEEDS by the `AppLocation` class, and the interfaces `LocationIdentifier` and `AppFilterCheck` provide the base behavior to identify locations in the application code and filter location sites, respectively.

Figure 4.4 shows an example of the application versions belonging to the application-specific search space in SEEDS. In this figure, the application code contains \( M \) change locations where concrete changes can be made. At each change location \( L_i \), a change \( c_j \) can be applied, or not (\( nc \)). Each change location has a set of potential changes that can be applied. For instance, at location \( L_0 \), a total of \( N \) different changes can be applied, and at location \( L_M \), a total of \( K \) individual changes can be applied. Three types of application versions belonging to the search space are shown in Figure 4.4. Application version 1, with change \( c_1 \) applied at change location \( L_0 \) while leaving the other change locations without changes, represents application versions in the search space that are generated by applying only one change at any of the identified change locations of the application code. Application version P-1 represents another type of application version where multiple change locations are transformed by changes, in this...
case change, locations $L_1$ and $L_M$ were transformed by changes $c_3$ and $c_8$, respectively. Finally, application version P represents application versions having a change at every change location in the application code.

### 4.1.2.4 SEEDS Search

The package search\_Strategy, in the right side of Figure 4.3, includes the classes and interfaces corresponding to the selection, transformation and profiling of solutions from the search space in SEEDS. Depending on the given set of potential changes and number of locations in the application where those changes can be correctly applied, the application-specific search space could be very large. Manually exploring such a space would be a tedious, error-prone task for a software engineer, and furthermore such a space may actually be too large to search exhaustively and would require some kind of sampling as in search-based software engineering.

SEEDS’ search task is responsible for navigating the application-specific search space to find versions of the application that consume less energy than the original version, and ultimately choose the optimized version of the application that results in the greatest amount of energy savings. As shown in Figure 4.2, at a high level, the task of searching the application-specific search space is divided into three steps: (1) select a solution from the application-specific search space (i.e., a concretized change or set of changes), (2) transform the original application by applying the chosen solution, and (3) profile the energy usage of the transformed version.

The search process begins by selecting a solution from the search space. In practice, essentially any selection strategy could be employed. The minimum requirement of the selection algorithm is that it guarantees that the selected application solution is syntactically and semantically correct. The SolutionSelector class is in charge of implementing the selection methodology. For example, the selection strategy could be to select a solution in a random manner, based on a heuristic, or using a genetic algorithm. The search task is represented in Figure 4.3 by the SearchAlgorithm class and its subclasses ExhaustiveSearch, RandomSearch and HeuristicSearch. One of
the main benefits of defining SEEDS in this way is that software engineers can tailor the selection component to their specific applications and sets of potential changes. Essentially, the selection component can be specified by creating a subclass of the SolutionSelector class in SEEDS.

The second step of the search task is to transform the application by applying the chosen solution. The class Rewriter is in charge of this transformation process. Often such transformations will be done using support provided by an integrated development environment (IDE) or other stand-alone tools. Although SEEDS attempts to filter out invalid concrete changes when creating the application-specific search space, it is possible that unknown, implicit constraints are broken by applying the changes. For example, the application may assume, but not document, that the iteration order of a collection must be fixed or that elements are returned in sorted order. If concrete inputs or an explicit test suite is provided as part of the context information, SEEDS can perform regression testing to address this possibility. Regression testing ensures that, with respect to the provided inputs, a modified version of an application is semantically identical to its original version. Transformed application versions that fail regression testing are simply discarded and a new solution is chosen.

The third step of the search task is to profile the transformed version of the application to calculate its energy usage. This could be achieved through existing techniques such as the hardware-based, simulation-based, or estimation-based approaches presented in Section 2.1. The EnergyProfiler class, shown in Figure 4.3, provides an abstraction of the technique to profile the energy usage of the application’s versions in SEEDS.

After calculating the energy usage of the transformed version, the search process begins again. The selection step incorporates the new information about how the selected solution impacts energy usage and chooses a new solution. The transform step applies the new solution and, if possible, checks whether it produces a valid application. And the profile step calculates the energy consumption of the new, transformed application version. The search process iterates in this fashion until a stopping point
is reached. Similar to how any selection strategy can be used, any stopping criterion can be used. The search could stop when the energy usage of the application has been reduced by a certain percentage or is less than a given threshold. It could stop after a specified number of iterations or when energy usage does not improve for a given number of iterations. The stopping criterion could also halt the search after a set amount of time or when the application-specific search space has been completely explored.

We explore using two types of search strategies that can be implemented in an instantiation of SEEDS: an exhaustive search strategy and a search strategy based on metaheuristic optimization.

4.1.2.4.1 Exhaustive Approaches

Exhaustive search strategies try to find an improved solution to a problem through the exploration of all possible solutions in the search space. Here, we present the general exhaustive search strategy and a limited exhaustive search focused on exploring not all, but some, sections of the search space in SEEDS.

Exhaustive Search

An exhaustive strategy in SEEDS allows an exploration of all possible versions of an application based on the specified potential changes in all possible locations of changes in an application. As shown in Figure 4.4, three kinds of application versions can be explored by the exhaustive search strategy when applying potential changes in change locations of an application. However, considering and applying the combination of all possible changes in all possible change locations of an application creates a very large space of application versions that is difficult to explore in terms of the time required to generate and evaluate every application version. As a result, an instantiation of SEEDS can explore one of the simplest search strategies possible: a limited exhaustive exploration of all possible versions of an application created by applying a single concrete change at each identified change location of the application where the potential set of changes can be applied.
Limited Exhaustive Search

The limited exhaustive search strategy starts by identifying the most energy efficient implementation choice at each location in the program where a change can be made. In general, an instantiation of SEEDS can identify the most energy efficient change at each location by applying each concrete change to the program, running the resulting version multiple times, and comparing the means of the energy usages to find the change that results in the least amount of energy consumption. After identifying the most efficient implementation at each application’s change location, the corresponding SEEDS instantiation creates one additional version where the most efficient change at each change location is applied. Recalling the application versions belonging to the search space shown in Figure 4.4, the limited search strategy explores application versions having a single change at one change location (e.g., like application version 1), and application versions having a single change at every change location in the application (e.g., like application version P). After all application versions have been generated, the selection strategy compares the energy impacts of all of the versions executed during the search process and then it selects as the output of the tool the application version that results in the largest decrease in energy usage. If none of the application versions is a statistical improvement over the original, unmodified application, the original application version is returned instead. In this way, a SEEDS instantiation is guaranteed to never produce an application version that performs worse than the original application.

4.1.2.4.2 Metaheuristic-based Search

Metaheuristic optimization comprises a set of algorithms and techniques that employ some degree of randomness to find optimal, or near-optimal, solutions to hard problems [94]. More specifically, metaheuristics are used to solve problems for which an optimal solution is unknown beforehand, there is no clear way to find an optimal solution, and an exhaustive or brute-force search is very expensive to use because the size of the search space is too large. Because all of the aforementioned situations apply
to our problem of finding an energy efficient version of an application, we decided to
investigate evolutionary algorithms, the most popular kind of metaheuristic strategies,
as a search strategy in SEEDS.

Evolutionary algorithms are based on the metaphor of the biological evolution
theory [42, 94]. In the context of evolutionary algorithms, the individuals subjected
to evolution are the solutions for a given problem, and these solutions belong to the
search space of the optimization problem. In terms of the number of objectives, there
are two types of evolutionary algorithms that can be considered: single objective and
multiobjective optimization algorithms. In single objective optimization algorithms,
the goal is to find a single solution for which a single objective is improved. Multi-
objective optimization algorithms consider the case of the simultaneous presence of
several objectives that often contradict each other. More specifically, multiobjective
optimization algorithms try to find one or multiple “optimal” solutions that can achieve
the best optimization with the possibly conflicting objectives. Then, the goal is to find
one or more solutions that belong to the set of optimal values of the problem, which is
called the pareto-optimal set. The optimal values of the problem, which constitute the
pareto front, are the collection of the objective vectors that cannot be dominated. In a
minimization problem, an objective vector $v$ is considered to be better, or to dominate
another objective vector $w$ in the pareto sense, if all the components of $v$ are lower or
equal to the components of $w$, with at least one strictly lower component. A pareto-
optimal set is the collection of solutions from the search space with objective vectors
belonging to the pareto front.

We decided to investigate metaheuristic-based search strategies to explore the
search space of application versions (i.e., solutions) because metaheuristics (1) enable
SEEDS to explore the search space in an intelligent and guided fashion, (2) they allow
more sections of the search space to be explored, which is represented by the diverse
set of application versions that consist of a combination of changes each one applied
to different change locations in an application, and (3) there exist different types of
metaheuristics approaches (i.e., single and multi-objective) that can be investigated to
find an improved version of an application.

4.2 Instantiating SEEDS for Software Engineers’ Decisions

The design of SEEDS enables the creation of different instantiations to support the analysis of the energy usage of several common decisions that software engineers make. Here, we present the design of three instantiations of SEEDS. The first instantiation, called SEEDS\textsubscript{dp}, supports the transformation of an application in terms of standard design patterns. SEEDS\textsubscript{dp} can help developers to discover which design patterns to include or remove from his/her application to improve the application’s energy efficiency. The second instantiation called SEEDS\textsubscript{mobile}, seeks to assist mobile developers in examining and finding the combinations of different (already studied) transformations that are known to boost the energy efficiency of mobile applications. Finally, we present a third instantiation called SEEDS\textsubscript{api} that is designed to support developers when making decisions about which library implementations to use to make their applications more energy efficient.

4.2.1 Support for the Selection of Energy Efficient Design Patterns

The goal of the SEEDS\textsubscript{dp} instantiation is to help developers to improve the energy usage of their applications by introducing or removing Design Patterns (DP) [48] in their applications. DP are solutions to commonly recurring problems in software design. Recent studies have shown that replacing some design patterns in an application can help to reduce the application’s energy usage [24, 91, 108, 130]. For instance, in [130], we presented an empirical study where introducing the Decorator design pattern in an application increases the energy usage by about 700%, and by introducing the Flyweight design pattern, the energy reduces by 58%. Most recently, in [108], the authors proposed modifications to two different design patterns to reduce applications’ energy usage.
Figure 4.5: Class Diagrams for the SEEDSdp instantiation (bottom) and the SEEDS framework (top).

Figure 4.5 shows the class diagram for the SEEDSdp instantiation of SEEDS. This SEEDSdp instantiation uses the general framework but specializes some components of SEEDS to comply with the new transformations analyzed in this instantiation. Here, we describe how some components of SEEDS are specialized in SEEDSdp; other components are used as they were presented in Section 4.1.2. The potential changes are represented by instances of the DesignPattern class. To localize where DP instances can be replaced or introduced, two types of locations for DP can be identified by SEEDSdp. The first kind of change location is the one related to an existing DP in the application code, which is represented by the DesignPatternLocation class. In general, DPs can be identified in an application by using some application metrics [26], and can be represented by a set of refactorings [75]. Existing tools such as Ptidej or

http://www.ptidej.net/tools/designpatterns/
ePAD [32] can be integrated to support the DP identification process. The second kind of change location that SEEDS$_{dp}$ can identify is an application location where a DP can be introduced; this type of location is represented by the PotentialLocation class. Potential locations can be recognized by using strategies such as inference rules [72] or automated scripts [75]. By pinpointing current instances of DPs in the application, SEEDS$_{dp}$ can replace such instances by either other DPs or DP alternatives i.e., equivalent solutions that can be used to substitute a DP [4]. Identifying potential locations for a DP with SEEDS$_{dp}$ opens the possibility of using new DPs into the application with the aim of being more energy efficient.

Given a representation for DPs and their locations in an application, SEEDS$_{dp}$ can generalize the application code so that existing DPs or potential locations can be detected. The ASTGeneralizer class holds an Abstract Syntax Tree (AST) representation of the application code. As DP transformations can be composed of a set of refactorings, the AST representation of the application code facilitates the application of refactorings associated with DP changes in the code. Finally, the DesignPatternRewriter class is extended from the Rewriter class in SEEDS to support the transformation of the application in terms of the corresponding DP changes selected during the search process.

4.2.2 Support for the Selection of Energy Efficient Refactorings for Mobile Applications

Several code transformations for mobile applications have been examined and proposed to reduce an application’s energy usage [86, 87, 90]. For example, changing color configurations [90], grouping HTTP requests [86], and using adequate asynchronous tasks [87], are some of the changes that can be made to a mobile application to reduce its energy usage. General code transformations such as those associated with common refactorings (e.g., extract method, introduce parameter object), or with performance directed changes (e.g., avoid using getters/setters, or avoid using array
length in loop body) can also be considered [83, 131]. The SEEDS$_{mobile}$ instantiation of SEEDS aims to support transformations to mobile applications that boost the application’s energy efficiency. Because diverse interactions can exist between the portions of code being transformed, and there can be many possible combinations of transformations that can be made in an application’s code, it is important to analyze the energy impact of the application of different combinations of code transformations. Hence, SEEDS$_{mobile}$ can help the developer to automatically explore and pinpoint which combination of such transformations is the most appropriate to improve the energy usage of an application.

In Figure 4.6, the class diagram of SEEDS$_{mobile}$ is depicted. Similar to SEEDS$_{api}$ and SEEDS$_{dp}$, some specializations of classes in SEEDS are made to conform to the
changes and localization of changes in SEEDS mobile. For changes in the application code, the classes AsyncRef and HttpRequest represent two different types of changes related to the selection of appropriate asynchronous constructs to use in the application and the set of HTTP requests to group, respectively. The HttpRequestLocation and AsyncTaskLocation classes are in charge of locating the points where HTTP requests and asynchronous constructs are located, respectively. For generalizing the application code, the ASTGeneralizer class can be used when transformations can be considered in terms of code refactorings. In this case, the ASTGeneralizer class provides an AST representation of the source code that facilitates the application of the corresponding refactorings in the application code. Finally, the HTTPReqRewriter and AsyncTaskRewriter classes provide a specialization of the Rewriter class in SEEDS to modify the application code according to the changes selected during the search process. For SEEDS mobile, tools like AsyncDroid [87], for asynchronous tasks, and Spoon [118] for other refactorings, can be leveraged to support SEEDS mobile tasks.

4.2.3 Support for the Selection of Energy Efficient Library Implementations

One of the most common decisions that developers make on a daily basis is the selection of Collections implementations, which provide general data structures and algorithms to store and manage different kinds of data objects used in their applications. SEEDS api is an instantiation of SEEDS that supports software engineers as they make decisions about which library implementations they should use to optimize the overall energy usage of their applications. More specifically, SEEDS api optimizes Java applications by identifying implementations of the Java Collections API that are more energy efficient, if any, than the implementations currently used by the application. We chose to actually implement SEEDS api to evaluate SEEDS. The next section describes our SEEDS api instantiation and implementation.
4.3 Case Study: SEEDS_{api} Instantiation and Implementation

To evaluate SEEDS, we chose to target the choice of the Collections API implementations in SEEDS_{api} for several reasons. First, choosing a collection implementation is a common decision that is faced by developers. Second, in many cases, developers are choosing API implementations based on familiarity or execution time concerns. This means that applications are unlikely to have optimized their choice of collection implementation to energy usage. Finally, the impact of Collections API choice has not been investigated by researchers. As such, investigating their impacts supports our goal of using the framework to explore the energy optimization space and enable researchers to answer questions that they could not previously ask.

Because we were the first to look at the choice of API implementations, we conducted a study to determine whether the choice of API implementations did in fact impact the energy usage of an application, before actually implementing SEEDS_{api}. After showing the results of our study, we present how we instantiated SEEDS_{api}.

4.3.1 Observational Study of Collections API Impact on Energy

Before implementing SEEDS_{api}, we performed a preliminary study to determine if changing implementations of the Collections API could indeed impact the energy usage of an application. To answer this question, we created 13 versions of a publicly available micro-benchmark.\footnote{http://java.dzone.com/articles/java-collection-performance} At a high-level, this benchmark creates an instance of a class that implements the \texttt{Collection} interface and then performs a large number of operations on the instance (e.g., adding single elements, adding another collection of elements, removing some elements, removing all elements, etc.). We chose to use this benchmark for two reasons. First, it has previously been used to evaluate the runtime performance of implementations of the Collections API. Second, it is a micro-benchmark; The majority of its execution is spent in the code of the collections implementations. This allows us to focus directly on our area of interest (i.e., the collections implementations).
Table 4.1: Potential Improvement or Degradation in Energy Usage from Switching Collection Implementations.

<table>
<thead>
<tr>
<th>Current Choice</th>
<th>Potential Gain from Switching</th>
<th>Potential Loss from Switching</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># Better</td>
<td>Max Improvement (%)</td>
</tr>
<tr>
<td>ArrayList</td>
<td>2</td>
<td>95</td>
</tr>
<tr>
<td>ConcurrentLinkedQueue</td>
<td>4</td>
<td>96</td>
</tr>
<tr>
<td>LinkedHashSet</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>HashSet</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>LinkedList</td>
<td>5</td>
<td>96</td>
</tr>
<tr>
<td>TreeSet</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>PriorityQueue</td>
<td>2</td>
<td>96</td>
</tr>
<tr>
<td>ConcurrentLinkedDeque</td>
<td>6</td>
<td>96</td>
</tr>
<tr>
<td>CopyOnWriteArrayList</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>ConcurrentSkipListSet</td>
<td>0</td>
<td>—</td>
</tr>
<tr>
<td>LinkedBlockingDeque</td>
<td>6</td>
<td>96</td>
</tr>
<tr>
<td>LinkedTransferQueue</td>
<td>5</td>
<td>96</td>
</tr>
<tr>
<td>CopyOnWriteArraySet</td>
<td>0</td>
<td>—</td>
</tr>
</tbody>
</table>

Each of the 13 versions of the benchmark that we created uses a different concrete implementation of the Collection interface. The first column of Table 4.1, Current Choice, shows the 13 concrete implementations of the Collection interface that we considered. We then executed each version of the benchmark 10 times and profiled its energy usage using the LEAP system (See Section 4.3.2.5 for a detailed explanation of how we profile energy usage.) We then conducted pair-wise statistical analysis of the versions’ energy usage using the Kruskal-Wallis test. Essentially, we determined, given a current implementation choice, whether switching to another implementation decreases, increases, or has no effect on energy usage.

In Table 4.1, the second and fourth columns, # Better and # Worse show, given the current implementation in the first column, the number of times switching to another implementation improves energy usage ($\alpha = 0.05$) and the number of times switching to another concrete implementation worsens energy usage ($\alpha = 0.05$), respectively. For example, if the currently selected implementation is ArrayList, there
are two implementations that will decrease the benchmark’s energy usage and no im-
plementations that will increase the benchmark’s energy usage. As the table shows, for
7 of the 13 cases, energy usage can be statistically improved by switching implement-
ations, and for 6 of the 13 cases, energy usage can be statistically worsened. These
results show that indeed switching implementations of the Collections API can in fact
impact the energy usage of an application.

To gain some additional insight into the effects of switching implementations, we
investigated the magnitude of the increases and decreases. For the cases where there is
a statistically better or worse alternative implementation, we calculated the percentage
difference in the mean energy usage of the 10 runs for the current version and the mean
energy usage of the 10 runs of the best alternative and the worst alternative. Note
that for this benchmark, HashSet is the most energy efficient implementation and
LinkedBlockingDeque is the most inefficient implementation.

In Table 4.1, the third column, Max Improvement, and the fifth column, Max
Degradation show the percentage change from switching from the current version to
the best version and from the current version to the worst version, respectively. A dash
(—) indicates a case where there was not a statistically better or worse choice than the
current implementation. For example, switching from ArrayList to HashSet results in
nearly a 100% improvement in energy usage while switching from LinkedHashSet to
LinkedBlockingDeque increases energy usage by over 2,500%. Not only does switching
implementations of the Collections API statistically significantly impact energy usage,
but the magnitude of the impact can be quite large. These empirical results quantify
the potential impact of a framework such as SEEDS.

4.3.2 SEEDS api Components

Motivated by the results from our preliminary study on the impact of switch-
ing implementations of the Collections API, we created the SEEDS api instantiation
of SEEDS. SEEDS api inherits and uses the functionality provided by SEEDS to
create an instantiation of the framework that finds the application’s energy-efficient
transformations composed of API implementations. The remainder of this subsection describes how each of the components of SEEDS was instantiated in SEEDS\textsubscript{api}.

A high-level overview of SEEDS\textsubscript{api} is shown in Figure 4.7, and the remainder of this subsection describes how each of the components of SEEDS was instantiated in SEEDS\textsubscript{api}. Components that are not specifically mentioned were implemented as described in Chapter 4.

In Figure 4.8, the class diagrams and the associations for both SEEDS\textsubscript{api} and SEEDS are shown.

4.3.2.1 SEEDS\textsubscript{api} Inputs

The InputProcessor class in Figure 4.8 captures the inputs required by SEEDS\textsubscript{api}: application code, potential changes, context information and optimization parameters.

**Application code.** SEEDS\textsubscript{api} is designed to optimize Java applications. Therefore, it accepts as input Java applications that use the Collections API; this input is represented by the appJARFile property of InputProcessor.
Figure 4.8: Class Diagrams for SEEDS_{api} (bottom) and SEEDS (top).

Potential Changes. The set of potential changes indicates which implementations of the Collections API can be substituted for one another. For example, a potential change would be to substitute HashSet for a TreeSet or vice versa or LinkedList for ArrayList. A potential change in SEEDS_{api} is represented by an instance of the class APIImpl; SEEDS_{api} obtains the set of libraries from which to extract the set of potential changes from the changes property of the InputProcessor class. Note that SEEDS_{api} can consider changes between any implementations that implement the same Collections API. Currently, the tool includes all implementations from the Java Collections Framework (JCF) as well as all implementations of Collection from...
Javolution, fastutil, Apache Commons Collections, Goldman-Sachs Collections, and Google’s Guava libraries. If developers would want to consider additional potential changes (e.g., implementations from another library), they can simply provide the library’s jar file to our tool via the `InputProcessor` class.

**Context information.** To use SEEDS\textsubscript{api}, developers must provide a test suite as part of the context information. The property `tesSuiteName` of `InputProcessor` stores the name of the application’s test suite. The test suite is used to perform regression testing to ensure that all considered transformations are valid and to execute the transformed applications during profiling.

**Optimization Parameters.** Developers can also provide a list of optimization parameters that help them specify constraints during the search process in SEEDS\textsubscript{api}. Optimization parameters can include, for instance, API implementations or application locations on which to focus the search. The property `optPars` of `InputProcessor` allows developers to set the optimization parameters in SEEDS\textsubscript{api} by providing a list of String values obtained from the `Constraint` class in SEEDS.

### 4.3.2.2 SEEDS\textsubscript{api} Outputs

The output of SEEDS\textsubscript{api} includes the Java energy efficient application version, the optimization results that contain the Collections implementations changes applied to the original application, and the energy savings obtained from such transformations.

4 \url{http://javolution.org}
5 \url{http://fastutil.di.unimi.it}
6 \url{http://commons.apache.org/proper/commons-collections}
7 \url{https://github.com/goldmansachs/gs-collections}
8 \url{https://code.google.com/p/guava-libraries/}
4.3.2.3 SEEDS\textsubscript{api} Application-specific Search Space

SEEDS\textsubscript{api} uses the elements in the solution\_space package of SEEDS (See Figure 4.8) to construct the search space of solutions containing different API implementation transformations.

We observed that, in many cases, developers do not “program to the interface”, rather they specify a concrete type for their variables (e.g., ArrayList \textit{l} vs. List \textit{l}). Unfortunately for SEEDS\textsubscript{api}, this practice can unnecessarily constrain the size of the application-specific search space and hinder the optimization process. To address the problem, SEEDS\textsubscript{api} generalizes the application’s code by changing the type of each variable, for which original type is a subclass of Collection, to the most general supertype. For example, the type of a variable that was declared as a LinkedList could be generalized to: (1) Collection if only methods declared in the Collections interface are used, (2) List if methods declared in List, but not in Collection, are used (e.g., get), or (3) LinkedList if methods declared by LinkedList, but not List, are used (e.g., addLast). In practice, SEEDS\textsubscript{api} uses the Eclipse IDE’s refactoring tools to automatically apply the Generalize Type refactoring to every variable where the type is a subclass of Collection. This functionality is represented by the class APIGeneralizer in SEEDS\textsubscript{api}.

After generalization, SEEDS\textsubscript{api} analyzes the application to identify the locations where instances of the Collections API are created. Pinpointing locations of Collections instances is implemented in the LocationsIdentifier interface shown in Figure 4.8. Although this may seem like a trivial task, in Java, object allocation is actually a two-step process. First, a new instance of the desired type is created using the \texttt{new} bytecode. Then, at some point later, one of the type’s constructors is invoked on the new object using the \texttt{invokespecial} bytecode. Identifying both bytecodes is necessary to be able to transform the application because the type of the object created by the \texttt{new} must be the same as the declaring type of the constructor that is invoked by the \texttt{invokespecial}. Unfortunately, there is no guarantee that the \texttt{new} and \texttt{invokespecial} are easy to match. In fact, depending on the structure of the code,
there can be an arbitrary number of intervening instructions. In order to identify pairs of `new` and `invokespecial` bytecodes that constitute an object allocation, SEEDS$_{api}$ uses the T.J. Watson Libraries for Analysis (WALA) [146] to implement a def-use analysis that tracks backwards from the target object of the `invokespecial` to the `new` where it was created. Locations suitable for transformations are represented in SEEDS$_{api}$ by the `APILocation` class, a subclass of the `AppLocation` class in SEEDS.

After identifying the locations in an application where collection objects are allocated, SEEDS$_{api}$ determines how many potential changes could be applied at each location. For example, if an instance of the Set interface is being created, SEEDS$_{api}$ identifies all potential changes that switch implementation to an implementation of the Set API. The combination of all allocation locations and possible changes, away from the generic type of the object being created, constitutes SEEDS$_{api}$’s application-specific search space, represented by an instance of the `SearchSpace` class. This instance maintains a set of `AppSolution` instances containing information about the changes and location of changes to be made in the application.

### 4.3.2.4 SEEDS$_{api}$ Search

Because there has been no prior investigation into the impacts of switching implementations of the Collections API on energy usage, we have no intuition or information on the shape of the application-specific search space or how to search through it effectively. For example, we have no idea if there are likely to be many local minima, if the effects of multiple changes are likely to be additive or independent, or even if the search space is differentiable. As a result, we implemented the exhaustive search strategy presented in Section 4.1.2.4, and a metaheuristic search strategy using evolutionary algorithms.

#### 4.3.2.4.1 Limited Exhaustive Search

In the limited exhaustive search strategy, class `ExhaustiveSearch`, the procedure identifies the most energy efficient implementation choice at each location in the
program where an object that implements the Collections API is created. Locations instantiating a Collections object are called change locations. SEEDS\textsubscript{api} identifies the most efficient implementation choice at each change location by applying each concrete change (i.e., a Collection implementation) to the program, running the resulting version multiple times, comparing the means of the energy usages to find the change that results in the least amount of energy consumption. Application versions generated in this process have one change at one change location, similar to application version 1 in Figure 4.4. After identifying the most efficient implementation at each object allocation location, SEEDS\textsubscript{api} creates one additional application version where the most efficient change at each change location is applied, as application version P shown in Figure 4.4.

Although this strategy is simple, it results in optimized applications that are more energy efficient than the original applications. In our experiments, SEEDS\textsubscript{api} improved the energy usage of 7 of our 9 subject applications by between $\approx 2\%$ and $\approx 17\%$. Moreover, as we explained before, this search strategy is meant to be a starting point for future research rather than the best way of creating optimized applications.

### 4.3.2.4.2 Metaheuristic-based Search

We selected evolutionary algorithms, more specifically Genetic Algorithms (GA), as the metaheuristic strategy to find energy efficient versions of an application. A Genetic Algorithm (GA) [42, 94] is an evolutionary algorithm that searches for an optimal, or near-optimal, solution by sampling the search space and by maintaining a set of solutions (i.e., population) to treat and analyze simultaneously. The population evolves through a series of iterations called generations. Solutions, a.k.a. individuals, belonging to a population are chosen from the search space by a given selection strategy, and then some solutions from the population are combined and mutated to evolve and create offsprings, until a new generation of solutions is created. Both combination and mutation operations are essential genetic operators that mix and introduce new material within a population, respectively. The selection of solutions for the next generation
is done from the parent population and the offspring population in accordance with a survival strategy that normally supports fit individuals i.e., solutions that perform very well with regard to a selected quality indicator.

**Generational Genetic Algorithm (gGA)**

The generational Genetic Algorithm (gGA) is an evolutionary algorithm for single objective optimization problems. This algorithm finds optimal solutions to a given problem by exploring the search space based on ideas similar to those in biological evolution theory [42]. We use a gGA as a search strategy in SEEDS\textsubscript{api} to explore the search space looking for solutions i.e., application versions that improve the energy usage of applications. The gGA first constructs an initial population and then iterates in a cycle composed of three major steps: (1) compute an objective and a fitness value for all the individuals in the population, (2) use the objective and fitness information of the individuals to breed a new offspring population by using the crossover and mutation genetic operators, and (3) join the parents and offspring to form a new next-generation population. The breeding process continues until the desired size of the offspring population has been reached. The phenomenon where there are no individuals in the population that are getting fitter than previous individuals is known as the bloat effect [94]. To avoid the bloat effect, we select the best two individuals in terms of their objective value (i.e., elite parents) from the previous population to be carried forward. Thus, the elite parents are selected to survive for the next offspring generation of individuals. The general cycle continues until a given number of generations has been completed. The total number of generations in which populations are being created is restricted by the selected stopping criteria: when a given total number of evaluations of the objective function have occurred or a total number of generations is reached, when a given objective value has been achieved by the best current solution, or when a given execution time has been reached.
Non-dominated Sorting Genetic Algorithm (NSGA-II)

To consider not only the energy usage of solutions but also their execution time when searching for an improved version of an application, we use a multiobjective evolutionary algorithm. In a multiobjective evolutionary algorithm, the GA maintains a diverse set of solutions that helps it to find multiple pareto-optimal solutions as described in Section 4.1.2.4.

The Non-dominated Sorting Genetic Algorithm II (NSGA-II) is an evolutionary algorithm for multiobjective optimization problems that is able to find better solutions than other multiobjective evolutionary approaches [34]. The NSGA-II differs mainly from another single objective GA in that the NSGA-II: (1) assigns the fitness values to population members based on a fast nondominated sorting procedure, and (2) tries to preserve diversity among solutions of the same nondominated front using elitism within solutions. By using a fast nondominated sorting procedure, the NSGA-II reduces the computational cost of the algorithm when trying to find an improved solution that considers multiple objectives at the same time for the problem under analysis. Furthermore, maintaining a good spread of solutions during the execution of the algorithm avoids that the algorithm gets stuck in a local optimal.

To implement the metaheuristic-based search strategies in SEEDS\textsubscript{api} using the gGA and NSGA-II algorithms, we leveraged the features provided by the JMetal\textsuperscript{9} framework. JMetal is a widely adopted metaheuristic framework in Java [43] that provides different metaheuristic algorithms and can be easily integrated in SEEDS\textsubscript{api}.

4.3.2.5 SEEDS\textsubscript{api} Transform and Profile

Transform application. Transforming the application’s code, based on an AppSolution instance, is implemented in the APIRewriter class in SEEDS\textsubscript{api}. To apply the selected changes, APIRewriter uses ObjectWeb’s ASM bytecode rewriting library\textsuperscript{10} to change the types of new and invokespecial bytecodes that correspond

\textsuperscript{9} http://jmetal.sourceforge.net

\textsuperscript{10} http://asm.ow2.org
to the locations of the selected changes. We chose to directly modify the application’s bytecode, rather than its source code, so that SEEDSapi does not have to recompile the application each time a change is applied. After each time the application is transformed, the test suite provided as input is used to ensure that the transformation has not broken the functionality of the application.

**Profile energy usage.** To profile the amount of energy consumed when executing an application, we considered two energy profiling techniques: A hardware instrumentation technique using a LEAP node [141], and an energy estimation technique using the RAPL interface [27].

Figure 4.9 shows our LEAP node, an x86 platform based on an Intel Atom motherboard (D945GCLF2). It is currently configured with 1 GB of DDR2 RAM, a 320 GB 7200 RPM SATA disk drive (WD3200 BEKT), and runs XUbuntu 12.04. Each component in the LEAP system (e.g., CPU, disk drives, memory, etc.) is connected to an analog-to-digital DAQ card (National Instruments USB-6215) that samples the amount of power consumed by the component at a rate of 10 kHz ($\approx 10,000$ samples per second). The LEAP also provides running applications with the ability to trigger a synchronization signal. This allows for synchronizing the recorded power samples with the portions of the execution that are of interest.

Note that while the original LEAP specification calls for using the same computer to both run an application of interest and collect power samples, we have modified the design to use dedicated hardware for each of these roles. Using separate machines prevents the introduction of any unwanted measurement overheads. The only remaining source of unwanted overhead is the collection of synchronization information. It is possible to account for this cost by profiling the energy cost of recording synchronization information and subtracting it from the reported energy numbers. However, because we are concerned with energy consumption relative to a base line (i.e., the original application) and the energy cost of recording synchronization information is essentially constant, we have not taken this step.

For the energy estimation technique, we used the RAPL interface available in
Intel processors, Sandy Bridge and later. RAPL is composed of different Machine Specific Registers (MSRs) that provide information about the estimated energy consumption for up to four power planes or domains in a computer. A common client processor (e.g., i3/i5/i7) has one package, while server processors (e.g., Xeon) have two or more packages that contain multiple cores, CPU cache, and/or Graphical Processor Units (GPU). For client processors, querying the RAPL interface allows us to obtain the energy usage of package components.

We decided to use RAPL for several reasons: (1) previous studies have verified that RAPL power estimates are fairly accurate [36, 37, 39, 56, 129, 147], (2) RAPL’s interface enables us to seamlessly integrate energy estimates into the SEEDS framework, and (3) RAPL’s estimation technique allows us to easily obtain the application’s energy usage without incurring the extra costs and complexity introduced by external hardware instrumentation techniques. To query the amount of energy consumed by an application version while running the application’s test suite, we adapted the RAPL tool implementation provided by the Mozilla Developer Network ¹¹.

¹¹ https://developer.mozilla.org/en-US/docs/Mozilla/Performance/tools_power_rapl
Additionally, if a developer would like to estimate the energy usage of an application using other estimation-based strategies, the developer can extend the EnergyProfiler class in SEEDS to provide an energy estimation mechanism using tools such as the Intel Power Gadget \(^{12}\) or the Jalen tool \([111]\).

### 4.4 Empirical Evaluation

Our evaluation of SEEDS focuses on evaluating the effectiveness of using an instantiation, namely SEEDS\(_{api}\), on real applications and examining the associated costs. Specifically, we designed our evaluation to answer the following questions:

- **RQ1—Effectiveness.** Is SEEDS effective at automatically optimizing an application with respect to potential code changes?
- **RQ2—Exploration Capability** Can SEEDS be used to effectively explore the search space of the energy impacts of a software engineer’s decisions?
- **RQ3—Cost** Can SEEDS provide decision-making support to the software engineer with regard to energy consumption implications at a reasonable cost?
- **RQ4—Search Space Reduction** How do search space reduction strategies impact cost and effectiveness?
- **RQ5—Metaheuristic-based Search** Are GA algorithms an effective approach to improve applications’ energy usage by means of introducing code changes?
- **RQ6—Proxy Measure** Can execution time be used as a proxy for the energy usage of an application’s API changes?

#### 4.4.1 Experimental Subjects

The primary goal of SEEDS\(_{api}\) is to help software developers choose implementations of the Collections API to reduce the amount of energy consumed by their Java applications. To suitably evaluate the tool with respect to this goal, we selected nine Java applications that use the Collections API. We selected these programs because

---

they have been used by many researchers and they are representative of applications that use the JCF. In addition, because SEEDS
api requires a test suite, we needed to select applications that have an associated test suite.

Table 4.2 describes the nine applications. In the table, the first and second columns, Application and Version, together identify the application version. The third column, LoC, provides the number of lines of code. The fourth and fifth columns, # Tests and Coverage (%), reports the number of tests in the associated test suite provided with each subject and the percentage of the statements in the application that are covered by the test suite, respectively. The last column reports the number of possible sites in the application code for the program changes of interest (based on the input parameters).

We obtained the subjects from three different public repositories: (1) Software-artifact Infrastructure Repository (SIR), which provides a variety of open-source projects for empirical software engineering, (2) SourceForge, a popular repository for open-source projects, and (3) Apache Commons, a collection of reusable components.

Table 4.2: Subject Applications.

<table>
<thead>
<tr>
<th>Application</th>
<th>Version</th>
<th>LoC</th>
<th># Tests</th>
<th>Coverage (%)</th>
<th># Change Sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barbecue</td>
<td>—</td>
<td>13,610</td>
<td>247</td>
<td>55.9</td>
<td>10</td>
</tr>
<tr>
<td>Jdepend</td>
<td>2.9.1</td>
<td>5,865</td>
<td>53</td>
<td>53.2</td>
<td>14</td>
</tr>
<tr>
<td>Apache-xml-security</td>
<td>1.0</td>
<td>50,412</td>
<td>175</td>
<td>41.9</td>
<td>15</td>
</tr>
<tr>
<td>Joda-Time</td>
<td>2.1</td>
<td>69,225</td>
<td>197</td>
<td>36.6</td>
<td>16</td>
</tr>
<tr>
<td>Commons Lang</td>
<td>3.1</td>
<td>100,566</td>
<td>2,046</td>
<td>94.9</td>
<td>47</td>
</tr>
<tr>
<td>Commons Beanutils</td>
<td>1.8.3</td>
<td>69,355</td>
<td>1,277</td>
<td>71.3</td>
<td>7</td>
</tr>
<tr>
<td>Commons CLI</td>
<td>1.2</td>
<td>8,638</td>
<td>187</td>
<td>96.7</td>
<td>14</td>
</tr>
<tr>
<td>Jfreechart</td>
<td>1.0.15</td>
<td>315,787</td>
<td>6,663</td>
<td>67.8</td>
<td>158</td>
</tr>
<tr>
<td>Gson</td>
<td>2.2.4</td>
<td>29,119</td>
<td>913</td>
<td>86.6</td>
<td>13</td>
</tr>
</tbody>
</table>

13 http://sir.unl.edu
14 https://sourceforge.net
15 http://commons.apache.org
4.4.2 RQ1: Effectiveness

In our preliminary study (see Section 4.3.1), we observed that switching implementations of the Collections API can improve the energy usage of an application. The goal of our first research question was to determine whether we can achieve the same type of improvements in real applications in a fully automatic manner.

Table 4.3: SEEDS\textsubscript{api} Effectiveness in Improving Energy Usage With Limited Exhaustive Search Strategy.

<table>
<thead>
<tr>
<th>Application</th>
<th>% Improvement</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>JCF Only</td>
<td>ALL</td>
</tr>
<tr>
<td>Barbecue</td>
<td>17\textast</td>
<td>17\textast</td>
</tr>
<tr>
<td>Jdepend</td>
<td>3\textast</td>
<td>6\textast</td>
</tr>
<tr>
<td>Apache-xml-security</td>
<td>5\textdagger</td>
<td>5\textdagger</td>
</tr>
<tr>
<td>Joda-Time</td>
<td>8\textast</td>
<td>9\textdagger</td>
</tr>
<tr>
<td>Commons Lang</td>
<td>10\textdagger</td>
<td>13\textdagger</td>
</tr>
<tr>
<td>Commons Beanutils</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Commons CLI</td>
<td>2\textast</td>
<td>2\textast</td>
</tr>
<tr>
<td>Jfreechart</td>
<td>9\textast</td>
<td>14\textast</td>
</tr>
<tr>
<td>Gson</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\textast indicates situations where a single concrete change at one change location was most effective.

\textdagger indicates situations where a concrete change at every change location was most effective.

To answer this question, we created two improved versions of each of our subjects using SEEDS\textsubscript{api} with the limited exhaustive search strategy. The two improved application versions were created using as input a different set of potential changes, one where SEEDS\textsubscript{api} was allowed to use only Collections implementations from the JCF and one where SEEDS\textsubscript{api} was allowed to use Collections implementations from any of its included libraries. For the cases where SEEDS\textsubscript{api} was able to improve the applications (i.e., it returned a version different than the original), we ran the original and improved versions on the LEAP node 10 times to account for small fluctuations in energy consumption from execution to execution and be able to perform a statistical analysis on the energy impact of application versions. For the statistical analysis, we
used the Kruskal-Wallis test to determine whether there is a statistically significant
difference in the amount of energy consumed by the versions. We chose to use the
Kruskal-Wallis test because we have one nominal variable (whether or not the change
is applied), one measurement value (the amount of energy consumed), and we do not
know whether our data are normally distributed. For all of our tests, we chose an alpha
($\alpha$) of 0.05. For the cases where there was a significant difference in energy consump-
tion, we computed the percentage change in the means of the energy usages of the
original and improved versions to determine how effective $\text{SEEDS}_{\text{api}}$ was at improving
the energy usage of the applications.

Table 4.3 shows the data that we generated to investigate the effectiveness of
$\text{SEEDS}_{\text{api}}$. In the table, the first column, $\text{Application}$, shows the name of each sub-
ject. The remaining columns show the percentage improvement in energy usage of
the optimized version produced by $\text{SEEDS}_{\text{api}}$ when using only implementations pro-
vided by the JCF, $\text{JCF only}$, and when using the implementation provided by JCF as
well as the implementations provided by the other libraries included in the tool (see
Section 4.2.3), $\text{ALL}$. Note that a dash (—) indicates that $\text{SEEDS}_{\text{api}}$ was unable to
improve the application i.e., the search strategy was not able to find an improved ver-
sion of the application with the provided inputs to $\text{SEEDS}_{\text{api}}$. A * indicates that the
optimized version was constructed using only one concrete code change i.e., one single
change was applied to one of the change locations in the application. A † indicates that
the optimized version was constructed by applying the best individual change at each
change location. For instance, for the Jodatime application $\text{SEEDS}_{\text{api}}$ was able to find
an improved version composed of one single change when using the implementations
from the JCF only as the set of potential changes. When using any of the Collections
libraries as the set of potential changes for Jodatime, $\text{SEEDS}_{\text{api}}$ found that the im-
proved version of this application consisted of the application version for which the
best Collection implementation, in terms of energy usage, was applied to every change
location in Jodatime.

There are several interesting observations that we can make from this data.
Figure 4.10: Percentage of time each Collection API implementation was selected as the most energy efficient.

First, SEEDS\textsubscript{api} using the limited search strategy was effective at automatically improving the energy usage of our subjects. For all but two applications, (Commons Beanutils and Gson), it was able to decrease energy usage by a statistically significant amount. Moreover, the magnitudes of the changes in energy usage are encouraging as they range from 2\% to 17\% and were accomplished using a simple exhaustive search strategy that only considered changes applied in isolation.

Second, the optimized versions produced by SEEDS\textsubscript{api} include versions that contain only one code change (9 cases), and versions where the most efficient change was made at each location (5 cases). Before running this experiment, we expected the most efficient version to be the version composed of the most efficient change at each change location. The fact that approximately 64\% of the time, the most energy-efficient version contains only a single change at one change location in the whole application, suggests that there can exist complicated interactions among the changes that are canceling out the expected benefits and that more advanced search strategies should attempt to understand and potentially exploit such interactions.

4.4.3 RQ2: Exploration Capability

We posed several questions to examine how well the framework could be used to explore the search space of the energy impacts of a software engineer’s decisions to help the software engineer learn more about energy implications of their choices. Specifically, we used the SEEDS\textsubscript{api} to explore the questions:
RQ2a. How does the effectiveness of the energy optimization change with more choices in the set of potential changes?

RQ2b. How often do developers choose the most energy-efficient implementation without knowing the energy efficiency capability of the selection?

RQ2c. How often is each Collections API implementation the most energy efficient?

**RQ2a:** We can use our previous results from Table 4.3 to answer the question “How does the effectiveness of the energy optimization change with more choices in the set of potential changes?” Comparing columns of Table 4.3 shows that the effectiveness of SEEDS api only slightly increases when considering all possible implementations of the Collections API (ALL) rather than just the implementations from the JCF (JCF Only). For 5 of the 9 subjects, adding the additional implementations had no impact on the performance of the SEEDS api. For the remaining 4 subjects, energy usage was improved, but the magnitude of the improvement was 5% or less. This was especially surprising as many of the additional implementations are specifically designed to be fast (execute quickly) and compact (use less memory), traits that are commonly thought to be strongly correlated with energy usage [5]. The fact that switching to such implementations does not drastically improve energy usage suggests that the correlation may not be as strong as was previously suspected.

**RQ2b:** To answer the question of how often developers choose the most energy-efficient option without knowing the energy efficiency capability of the selection, we used SEEDS api to determine how often the most efficient implementation choice is different than the implementation used in the original application. In our subjects, there are 208 total locations where an instance of the Collections API is allocated. When only implementations from the JCF are considered, 46% of the time (96 cases), switching away from the original implementation resulted in a decrease in energy usage. Similarly, when all possible implementations were considered, 62% of the time (128 cases) switching away from the original implementation improved energy usage. These results motivate the need for SEEDS as they show that developers are often not
choosing the most energy-efficient Collections API implementations.

**RQ2c:** The final supplemental question we answered is how often each implementation of the Collections API is the most energy efficient. Essentially, we wanted to know if there is a single implementation that is always the most energy efficient. When including all libraries, SEEDS\textsubscript{api} chooses among 157 distinct implementations of the Collections API. Figure 4.10 shows how often each implementation is the most efficient choice. In the figure, the x-axis includes a tick mark for each implementation and is sorted by how often each implementation is the most efficient. The y-axis shows the percentage of times each implementation was most efficient. In our experiments, CopyOnWriteArrayList, ArrayList, LinkedList, Stack and Vector (all from the JCF) are the implementations that were most frequently the most efficient.

As Figure 4.10 shows, there is not a single implementation that is always the most energy efficient. Moreover, it shows that there are only 63 of the 157 implementations (40\%) that were the most energy efficient at least one time. This information further motivates the need for SEEDS. It is unlikely that software engineers would be willing or able to manually investigate tens of possibilities to find the most efficient implementation. This information is also potentially useful for future work in designing better search strategies. While there were 63 implementations that were the best at least once, there were far more implementations (i.e., 94) that were never the most energy efficient. This information could be used to help direct an alternative search strategy.
Table 4.4: Cost to Automatically Improve an Application Using the Limited Exhaustive Search.

<table>
<thead>
<tr>
<th>Application</th>
<th>JCF Only</th>
<th>ALL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>—Search—</td>
<td>—Search—</td>
</tr>
<tr>
<td></td>
<td>—Analysis—</td>
<td>(hrs)</td>
</tr>
<tr>
<td>Exe. (s)</td>
<td># Reps.</td>
<td>JCF Only</td>
</tr>
<tr>
<td>-----------------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>Barbecue</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Jdepend</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>Apache-xml-security</td>
<td>124</td>
<td>10</td>
</tr>
<tr>
<td>Joda Time</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>Commons Lang</td>
<td>90</td>
<td>3</td>
</tr>
<tr>
<td>Commons Beanutils</td>
<td>104</td>
<td>3</td>
</tr>
<tr>
<td>Commons CLI</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Jfreechart</td>
<td>60</td>
<td>5</td>
</tr>
<tr>
<td>Gson</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>

Table entries represent the time in hours required to perform the specified tasks. The JCF Only column includes only JCF-related tasks, while the ALL column includes all tasks related to the application.
4.4.4 RQ3: Cost Using the Limited Exhaustive Search

To answer the question “Can SEEDS provide decision-making support to the software engineer with regard to energy consumption implications at a reasonable cost?”, we recorded the times to perform each step of the framework when using the limited exhaustive search strategy for each of the nine subject applications.

Table 4.4 presents the estimated costs, in terms of wall clock time, for improving applications energy consumption using the limited exhaustive search. In the table, the first column, Application, shows the name of each application. The second column, Exe., shows the amount of time (in seconds) necessary to execute each application using its test suite once. The third column, # Reps., shows the number of times each changed version was run to gather enough data to compute the percentage difference in the means of the energy usage of the original and changed versions. The fourth column shows the cardinality of the search space (i.e., the number of changes explored by SEEDS\textsubscript{api}), Search. The fifth column, Analysis, shows the time (in hours) to analyze the energy usage of the search space. The sixth column shows the cost in hours, Cost, when optimizing the applications considering only implementations from the JCF (JCF Only). Finally, the seventh, eighth and ninth columns show the Search Space, Analysis and Cost, respectively when considering all implementations included in SEEDS\textsubscript{api} (ALL). As shown in the table, the total cost ranges from 0.5 h to 243 h for JCF Only and from 1 h to 1,541 h for ALL.

By far the largest portion of the cost of using SEEDS\textsubscript{api} is collecting and processing the power samples collected when running each changed version. The other parts of the process (i.e., generalizing the application, identifying collections allocation locations in the application, filtering based on optimization parameters, and applying the selected changes) required only a few minutes in total.

Although the overall costs are high, we believe that they are reasonable for two primary reasons. First, optimizing the energy usage of an application is a task that will only be carried out infrequently; most likely as part of the final release process. In this context, even a wait of a few days is likely acceptable as the tool is completely
automated, and could be run in parallel with other pre-release tasks such as integration testing and other forms of quality assurance. Second, the costs of using SEEDS$_{api}$ can easily be tailored to fit a software engineer’s specific circumstances. As Table 4.4 shows, the overall cost of the technique is determined by 4 factors, the amount of time it takes to execute the application’s test suite, the number of repetitions that are run, the time to analyze energy usage data and the size of the application-specific search space and how thoroughly the search strategy explores the search space, all of which are easily controllable by software engineers. Reducing any of these factors will also decrease the cost of using the tool. For example, in our evaluation, we used a limited exhaustive search strategy and ran the entire test suite. Instead, we could have used a non-exhaustive strategy and only executed part of the test suite in order to reduce the cost of using SEEDS$_{api}$. In 4.4.5, we show how the costs of SEEDS can be reduced by adapting the search strategy through the selection of either potential changes or locations in the application.

4.4.5 RQ4: Search Space Reduction

The cost of SEEDS is mainly driven by the search space of the potential changes to the application under analysis. Thus, reducing the search space helps to reduce the time SEEDS takes to find an energy improved version of the application. We can reduce the search space by either reducing the number of transformations (e.g., API implementations) or by reducing the number of locations to analyze. Hence, we investigated two space-reduction strategies, one based on the selection of a subset of potential changes, and the other based on the selection of hotspot locations for applying changes in the application. Thus, we formulated two additional research questions:

$RQ4a$. How does the selection of potential changes impact both effectiveness and cost?

$RQ4b$. How does the selection of hotspot change locations impact both effectiveness and cost?
<table>
<thead>
<tr>
<th>Barbecue</th>
<th>Commons-cli</th>
<th>Commons-lang</th>
<th>Jdepend</th>
<th>Jfreechart</th>
<th>Jodatime</th>
<th>XML-security</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Graph" /></td>
<td><img src="image2.png" alt="Graph" /></td>
<td><img src="image3.png" alt="Graph" /></td>
<td><img src="image4.png" alt="Graph" /></td>
<td><img src="image5.png" alt="Graph" /></td>
<td><img src="image6.png" alt="Graph" /></td>
<td><img src="image7.png" alt="Graph" /></td>
</tr>
</tbody>
</table>

**Figure 4.11:** Percentage of improvement in Energy Usage and costs by considering different number of API implementations.

**RQ4a:** The question “How does the selection of potential changes impact both effectiveness and cost?” was answered by investigating the impacts of subsets of potential changes. The subsets of potential changes were selected by considering each implementation’s selection frequency i.e., how many times an implementation was selected as an energy-efficient implementation by SEEDS\textsubscript{api}, as this indicates that the implementation is more likely to help reduce the energy usage of the application. In section Section 4.4.3, we showed that the number of energy-efficient implementations identified by SEEDS\textsubscript{api} was about 40\% of the implementations associated with all potential changes, i.e., 63 of the 157 available implementations were selected at least once to create an energy-efficient version of an application. The search space considered by SEEDS is greatly reduced by focusing on changes made to create this subset of energy-efficient implementations. Thus, by shrinking the search space under analysis...
the cost of the framework as well as the time required to search for an improved application version are reduced. To analyze how subsets of potential changes can help to reduce the cost of SEEDS\textsubscript{api} instead of examining all possible implementations at each location in a subject application, we implemented what we called a “Top X” strategy in SEEDS\textsubscript{api} and explored the “Top X” for X = 20, 40, 60, 80, and 100%. In the “Top X” strategy, only the X % of the top energy-efficient implementations are used as input to the framework.

Figure 4.11 shows the results for both energy usage improvement and costs related with the “Top X” strategy in SEEDS\textsubscript{api}. In the figure, we consider the seven subject applications that SEEDS\textsubscript{api} was able to improve when using the limited exhaustive search strategy. In the top row of charts, the y-axis shows the \% of improvement in energy usage. In the bottom row of charts, the y-axis shows, in logarithmic scale, the costs of SEEDS\textsubscript{api} to find an improved version of the application. For both rows in Figure 4.11, the x-axis indicates the number of API implementations considered by SEEDS\textsubscript{api} i.e., all implementations (All), all of the 63 energy-efficient implementations (100\%) or the Top 80 − 20\% of the energy-efficient Collections implementations.

In terms of energy usage improvement, the results show that considering fewer implementations maintains the energy savings obtained by SEEDS\textsubscript{api} or reduces them up to only 2\%. For instance, for Commons-lang, the 12.50\% of energy-savings obtained when all API implementations are considered remains constant when the Top X strategy selects as few as the Top 40 \% of the implementations (i.e., between 63 and 25 implementations are considered to build the search space). Only when the Top X strategy selects only 20 \% of the top implementations does the energy savings drop from 12.50\% to 11.02\%, a less than 2\% change in energy savings. A similar pattern can be observed for other applications like Barbecue, Commons-cli, Jodatime and XML-security. For Jfreechart, the energy savings remain constant despite the reduction in the number of selected API implementations in the Top X strategy. For Jdepend, the Top X strategy could be applied when using from 100\% down to 40\% of the top implementations in order to find an improved version of this application, but
there is no energy usage improvement using only the top 20%.

The results shown in the second row of Figure 4.11 indicate how the Top X strategy helps to reduce the costs of the SEEDS\textsubscript{api}. In general, selecting fewer API implementations (i.e., smaller X) reduces the time required by the framework to find an optimal version of an application. For instance, for Barbecue, the cost when taking the Top 20\% API Collections implementations to build the search space helps to reduce the cost to 0.67 hours, which is about $\frac{1}{10}$ of the cost required by SEEDS\textsubscript{api} when using the limited exhaustive strategy.

Overall, reducing the number of selected implementations to the Top 20\% decreases the cost of the framework considerably without dramatically diminishing the energy savings. Only for Jdepend does selecting only Top 20\% Collections implementations restrain the framework to find an energy-efficient version of this application. However, an optimized version for Jdepend can still be found by analyzing only the Top 40\% of the top implementations, for which SEEDS\textsubscript{api} is able to find an optimized version of this application 100 times faster than examining all implementations.

**RQ4b:** The limited exhaustive search strategy in SEEDS identifies all locations in the subject application where a transformation could be performed by using a given set of potential changes. Only location sites that are covered by the execution of the application’s test suite are considered. However, the selection of change locations in the subject applications does not take into account if the locations are hot-spots, i.e., locations that are most frequently executed. By focusing on hot-spot change locations, our aim is twofold: first, examine whether the execution pattern of change locations influences the energy-usage of an application, and second, help to reduce the search space under analysis and therefore minimize the cost of the framework. Hence, our question How does the selection of hot-spot locations impact both effectiveness and cost? was answered by allowing SEEDS\textsubscript{api} to identify hot-spot location sites and then only considering hot-spot change locations when building the search space. The identification of hot-spot locations was done by using the execution count of each location when running the application’s test suite. Code locations were sorted in...
descending order by execution count, and the top $Y\%$ were selected to build the search space in SEEDS$_{api}$. We varied $Y$ from 20\% to 100\%.

Similar to Figure 4.11, Figure 4.12 shows the results of improvement in energy usage (top row of charts), and the costs of SEEDS$_{api}$ (bottom row of charts) to find an improved version of the application when different percentages of potential change locations (i.e., $Y\%$ locations) are considered in the subject applications. In terms of the energy usage improvements, the results show that despite the percentage of hot-spot locations considered, the energy improvement remains constant for Commons-lang, Jdepend and XML-security, and almost invariable for Barbecue, Commons-cli, and Jodatime, i.e., by selecting the Top 20\% of hot-spot locations, the SEEDS$_{api}$ is able to find an energy-improved version of the applications. Just for Jfreechart, selecting 40\% or less hot-spot locations means a reduction of about 5\% in energy savings. In
general, examining only 40% of hot-spot locations works well for all applications. Furthermore, the costs of the framework (bottom of Figure 4.12) are greatly reduced by applying this strategy. The time required by SEEDS api to find an improved version of the subject applications is about half the time than when considering all possible change locations to build the search space.

From these results, we conclude that in general, considering hot-spot strategies not only helps to reduce the cost of the framework but also helps to find a good energy-optimized version of applications that is close to the best optimized version found by analyzing all possible locations. Hence, execution patterns do influence the energy usage of applications, but are not the only factor to consider since for some cases, the best energy-efficient version is not found by considering only this aspect of the applications.

4.4.6 RQ5: Metaheuristic-based Search Strategy

Based on the results presented in Section 4.4.2 for SEEDS api, we wanted to analyze whether metaheuristic-based search strategies perform better in terms of energy savings and costs compared to the limited exhaustive search strategy. As we described earlier in Section 4.1.2.4, metaheuristic-based search enables the exploration of a more diverse set of application versions belonging to the search space. More specifically, using evolutionary algorithms allows SEEDS api to explore application versions that contain combinations of the set of potential changes at different change locations in an application, which increases the portions of the search space that are analyzed and with the advantage of doing a guided exploration to find an energy improved version of an application.

Because metaheuristic-based search strategies allow SEEDS api to explore many more application versions than with the limited exhaustive search strategy, we updated our energy profiling mechanism to use the RAPL energy estimation technique, which allows SEEDS api to obtain fairly accurate energy estimates for applications versions in less time than with the LEAP profiling technique. Also, RAPL does not require extra
hardware and can be easily integrated into SEEDS to be used online when evaluating
the energy usage of a given application version.

To compare the results of the limited exhaustive search strategy with the results
of the metaheuristic-based search strategies, the experiments need to be executed under
the same conditions. Thus, we present first the results of a reproducibility study of the
experiments executed with SEEDS\textsubscript{api} using the RAPL energy estimation technique
instead of the LEAP energy profiling technique. Then, we present the empirical eval-
uation of two metaheuristic-based search strategies implemented in SEEDS\textsubscript{api} using
genetic algorithms.

Reproducing SEEDS\textsubscript{api} Results with RAPL

We first conducted a reproducibility study using the RAPL system, presented in
Section 4.3.2.5, as the energy profiling technique, which is the same profiling technique
used to take the energy samples for the empirical study using the metaheuristic-search
approach.

Table 4.5: SEEDS\textsubscript{api} effectiveness comparison using the LEAP and RAPL energy
profiling systems.

<table>
<thead>
<tr>
<th>Application</th>
<th>% Imp. with LEAP</th>
<th></th>
<th>% Imp. with RAPL</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>JCF Only</td>
<td>ALL</td>
<td>JCF Only</td>
<td>ALL</td>
</tr>
<tr>
<td>Barbecue</td>
<td>17</td>
<td>17</td>
<td>26</td>
<td>28</td>
</tr>
<tr>
<td>Commons CLI</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Joda-Time</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>Gson</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Jfreechart</td>
<td>9</td>
<td>14</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Commons-lang</td>
<td>10</td>
<td>13</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Jdepend</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Commons Beanutils</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Apache-xml-security</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 4.5 shows the results of the reproducibility study of the results obtained
by SEEDS\textsubscript{api}, with the limited exhaustive strategy and the RAPL energy profiling
technique, to find energy efficient versions of applications. In this table, the first column Application, shows the names of the subject applications; the second column, % Imp. with LEAP, presents the percentage of energy savings obtained by the improved versions of the applications found by SEEDS api when using the LEAP profiling technique; The third column, % Imp. with RAPL, presents the percentage of energy savings obtained by the improved versions of the applications found by SEEDS api when using the RAPL profiling technique. For both energy profiling techniques used, the results are divided in two, the JCF Only column shows the results for when the exhaustive strategy uses only the implementations from the JCF library, and the ALL column shows the results of using the implementations from all the Collection libraries. For instance, for the Barbecue application, when using only the JCF library Collections implementations and the LEAP energy profiling technique, we obtained a 17% in energy savings for the improved version found by SEEDS api, compared to the 26% of energy savings of the solution found by SEEDS api when using the RAPL energy profiling method. When using the implementations from ALL the Collections libraries for the Barbecue application, the experiments with the LEAP and RAPL systems resulted in solutions with 17% and 28% energy savings, respectively.

For some subjects, like Gson, the reproducibility study using the RAPL system found a statistically significant solution better than the original version of the application by 1%, which did not happen when using the LEAP system. In other cases, using the RAPL technique in SEEDS api yielded solutions with smaller energy savings than when using the LEAP system. For instance, for the Jodatime application, when considering changes from the JCF only, the best solution achieved 9% energy savings when using the LEAP system, while with the RAPL system the best solution resulted in 8% energy savings, a difference of 1% in savings between the solutions found using the two different energy profiling techniques. Also, for subjects like Jfreechart and commons-lang, the magnitude of the energy savings obtained by the solutions found by SEEDS api with the RAPL tool were much lower than the magnitude of the reported energy savings when using the LEAP system. For example, for the Jfreechart
application when using all the implementations from the collections libraries (i.e., ALL column) for making the changes, the reported energy savings when using the LEAP system were 14%, while the energy savings obtained by the solution found when using the LEAP technique is half that value.

The results from this reproducibility study show that there can be large differences between the reported best solutions, and the magnitude of the energy savings, when using two different energy profiling methods and on machines having different hardware characteristics. One explanation to the differences in the reported results can be because of the hardware components considered by the energy estimation technique does not match the hardware components included by the hardware instrumentation energy profiling technique (e.g., making the energy estimation by considering CPU usage only versus considering CPU and Memory). Hence, for comparison purposes, we used the reported results in Table 4.5 as a baseline to compare the results of using the exhaustive search strategy in SEEDS api versus the results obtained when using the metaheuristic-based search strategies.

Genetic Algorithms as Search Strategy in SEEDS api

To answer the question “Are GA algorithms an effective approach to improve applications’ energy usage by means of introducing code changes?”, we selected two GA algorithms to drive the search for an energy efficient solution in SEEDS api: One single-objective optimization algorithm i.e., gGA that considers only the energy usage of solutions, and one multi-objective optimization algorithm i.e., NSGA-II that examines both the energy usage and the execution time of solutions in the search space to find an improved version of an application. We used SEEDS api with each of the selected GA algorithms to find an improved version of the subject applications. When using the gGA as a search strategy, the output of SEEDS api is a solution improving the energy usage only, while using the NSGA-II to drive the search in SEEDS api produces solutions that improve both the energy usage and the execution time of the original subject application.
Table 4.6: Comparison between Limited Exhaustive Search and Metaheuristic-based search strategies (gGa, NSGA-II)

<table>
<thead>
<tr>
<th>Application</th>
<th>% Energy Savings - Limited Exhaustive Search</th>
<th>% Energy Savings - gGA</th>
<th>% Energy Savings - NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>JCF Only</td>
<td>ALL Libs.</td>
<td>JCF Only</td>
</tr>
<tr>
<td>Barbecue</td>
<td>26</td>
<td>28</td>
<td>23</td>
</tr>
<tr>
<td>Commons-CLI</td>
<td>6</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>Jodatime</td>
<td>7</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>Gson</td>
<td>1</td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td>Jfreechart</td>
<td>7</td>
<td>7</td>
<td>13</td>
</tr>
<tr>
<td>Commons</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Lang</td>
<td>2</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>Jdepend</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>C. Beanutils</td>
<td>3</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.6 shows the results of using the different search strategies in SEEDS\textsubscript{api} to find energy efficient solutions of the selected subject applications. The first column, Application, presents the name of the application, the second, third and fourth columns show the percentage in energy savings obtained with SEEDS\textsubscript{api} when using the limited exhaustive strategy (column % Energy Savings - Limited Exhaustive Search), the search strategy driven by the gGA (column % Energy Savings - gGA), and when using the search strategy driven by the NSGA-II (% Energy Savings - NSGA-II), respectively. For the second to the fourth columns, the results are shown when the implementations used to create the alternative application versions are drawn from the JCF library only, i.e., the ‘JCF Only’ column, and when the implementations are drawn from all the Collections libraries, i.e., ‘ALL Libs.’ column. A ‘−’ in the table indicates that no better solution than the original application was found by the corresponding search strategy.

From the results shown in this table, we can see that evolutionary algorithms are able to find improved versions of applications in terms of their energy usage. For
instance, for the *Commons-CLI* application, both metaheuristic-based search strategies (i.e., gGA and NSGA-II) found solutions twice to four times more energy efficient than the solutions found for this application when using the limited exhaustive search strategy. For six of the nine applications (e.g., Commons-CLI, Gson, Jfreechart, Commons-lang, Jdepend, and Commons Beanutils), the metaheuristic-based search strategies were able to find better solutions than the solutions found using the limited exhaustive-based search strategy in SEEDS\textsubscript{api}. For example, the energy savings obtained by the solution found by SEEDS\textsubscript{api} when using the gGA search strategy is 13\% for Jfreechart, compared to a 7\% energy savings obtained by the solution found for this application when using the limited exhaustive strategy. Also, for the Gson application, the metaheuristic search using the gGA search strategy found a solution 14 times more energy efficient than the solution found by the limited exhaustive search strategy for this application.

Although the studied metaheuristic-based search strategies using evolutionary algorithms were able to find improved solutions of an application, the results show that evolutionary algorithms can sometimes yield solutions with lower or equal energy savings than solutions found by the limited exhaustive search strategy used in SEEDS\textsubscript{api}. For instance, for the *Barbecue* application, the best solutions found by the gGA strategy were 3 – 5\% less energy efficient than the solutions found by the limited exhaustive strategy for the same application. Similarly, when using the NSGA-II strategy, SEEDS\textsubscript{api} found a solution with 28\% energy savings, which were the same energy savings obtained by the solution found by SEEDS\textsubscript{api} when using the limited exhaustive search strategy. A similar case is presented for the Jodatime subject application, for which only the gGA search was able to find an improved application version with 2\% energy savings, not better than the improved application version found by the limited exhaustive search strategy with 8\% energy savings. This could be due to the configuration (e.g., starting point, selected genetic operators, and stop criteria) used for the metaheuristic-based search strategies, which in some cases did not direct the search technique to explore portions of the search space where other better solutions
In conclusion, both limited exhaustive and metaheuristic-based search strategies can be effective strategies to find energy efficient versions of applications within SEEDS_api. Metaheuristic-based search strategies sometimes find solutions with higher energy savings than those obtained with the limited exhaustive search strategy in SEEDS_api, but this is not a general rule. For some applications, using the limited exhaustive search strategy can yield better results in terms of the energy savings obtained by the improved application version. These results motivate the instantiation of multiple search strategies in SEEDS_api that allow developers to try different search techniques to find an improved energy application version of their applications.

**Search Strategies’ Costs in SEEDS_api**

We also analyzed how the cost of using metaheuristic-based search strategies compare to the cost of using the limited search strategy in SEEDS_api when using the RAPL interface for profiling the energy usage of applications. Table 4.7 shows, in a similar way to Table 4.6, the costs in terms of the time required for each search strategy.

### Table 4.7: Costs for Limited Exhaustive Search and Metaheuristic-based search strategies (gGa, NSGA-II)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>JCF Only</td>
<td>ALL Libs.</td>
<td>JCF Only</td>
</tr>
<tr>
<td>Barbecue</td>
<td>0.8</td>
<td>1.6</td>
<td>2.4</td>
</tr>
<tr>
<td>Commons-CLI</td>
<td>0.6</td>
<td>0.9</td>
<td>2.0</td>
</tr>
<tr>
<td>Jodatime</td>
<td>1.1</td>
<td>4.9</td>
<td>1.5</td>
</tr>
<tr>
<td>Gson</td>
<td>0.9</td>
<td>2.4</td>
<td>1.0</td>
</tr>
<tr>
<td>Jfreechart</td>
<td>16.0</td>
<td>20.2</td>
<td>7.5</td>
</tr>
<tr>
<td>Commons lang</td>
<td>8.0</td>
<td>26.8</td>
<td>1.2</td>
</tr>
<tr>
<td>Jdepend</td>
<td>1.2</td>
<td>1.5</td>
<td>3.4</td>
</tr>
<tr>
<td>C. Beanutils</td>
<td>3.3</td>
<td>3.5</td>
<td>2.1</td>
</tr>
<tr>
<td>Apache-xml</td>
<td>2.2</td>
<td>2.7</td>
<td>1.6</td>
</tr>
</tbody>
</table>
to find an improved version of an application. The first column shows the name of the subject application; the second, third and fourth columns show the time in hours required by SEEDS\textsubscript{api} to obtain an improved version of an application when using the limited exhaustive strategy (column \textit{Cost [hrs] - Limited Exhaustive Search}), the search strategy driven by the gGA (column \textit{Cost [hrs] - gGA}), and when using the search strategy driven by the NSGA-II (\textit{Cost [hrs] - NSGA-II}), respectively. Again, for each strategy, the costs are shown for SEEDS\textsubscript{api} when using the Collections implementations from the JCF only (‘JCF Only’ column), and when using the implementations from all the Collections libraries (‘ALL Libs.’ column). For instance, for the \textit{Barbecue} application, the time required to find an improved application version when using the implementations from the JCF only is 0.8 hrs when using the limited exhaustive search, 2.4 hrs when using the gGA search, and 2.3 hours when using the NSGA-II search. When using the implementations from all the Collections libraries in SEEDS\textsubscript{api}, the time required to find an improved version of the \textit{Barbecue} application is 1.6 hours when using the limited exhaustive search, 5.1 hours when using the gGA search, and 0.9 hours when using the NSGA-II search.

From the results presented in Table 4.7, we can see that more often the limited exhaustive search strategy requires less time to find an improved version of an application. For example, for the subjects \textit{Barbecue, Commons-CLI, Jodatime, Gson, and Jdepend}, the limited exhaustive search takes less time to find an improved application version when compared with the time required by the search strategies using the gGA or the NSGA-II. This is because the limited search strategy has a limited set of application versions to explore, while the metaheuristic-based search strategies have to explore a larger portion of the search space looking for the improved application versions. However, in some cases, the metaheuristic-based search strategies are able to find an improved version of an application in about the same or less time than with the limited exhaustive search. This is the case of the \textit{Gson} application, for which the gGA is able to find a solution with better energy savings (i.e., 14\% compared to 1\% energy savings) than the limited exhaustive search, expending almost the same amount of
time (i.e., one hour). Another example is the *Commons-lang* application, when using the NSGA-II search with the implementations from all the Collections libraries, the time required to find an improved version is about 20.1 hours, compared to 26.8 hours required by the limited exhaustive search for this application. Metaheuristic-based search strategies sometimes need less time to find an improved version of an application due to the way they navigate the search space, which allows them to find better solutions in less time by considering at every generation, the best solutions to find the improved version of an application.

Considering both the amount of energy savings and the cost of each of the search strategies we have analyzed, it seems that the exhaustive limited search strategy can find good energy efficient application versions in a reasonable amount of time, up to one hour for small to medium size applications (*Barbecue, Commons-CLI, Joda-Time, Gson, Jdepend*), and up to 8-16 hours for large applications (i.e., *Jfreechart, Commons-lang, Commons Beanutils, Apache-xml*). Only for three of the nine subject applications (*Commons-CLI, Gson, and Commons Beanutils*) does the search using the gGA or the NSGA-II lead to better solutions with a cost close to the one needed by the limited exhaustive search. Overall, when the application is larger, more change locations exist where changes can be made to create application versions, therefore increasing the time expended looking for an improved version. Then, for larger applications, the limited exhaustive search strategy seems to be more adequate for SEEDS\textsubscript{api} in terms of the time required to find an improved version of an application and the energy savings obtained. For small to medium size applications, metaheuristic-based search strategies tend to provide a better energy savings to cost ratio than with the limited exhaustive search, and therefore might be preferred. Users can decide which search strategy to use based on their energy and time goals. Although running SEEDS\textsubscript{api} involves some energy costs, these costs are minimal considering that SEEDS\textsubscript{api} needs to be run just once, and compared with the energy savings that can be obtained by finding an energy efficient solution for an application that is anticipated to be run not just once but multiple times and by several users.
4.4.7 RQ6: Proxy Measure

Table 4.8: Correlation between Energy Usage and Execution Time for Subject Applications

<table>
<thead>
<tr>
<th>Application</th>
<th>$\tau$</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barbecue</td>
<td>0.185</td>
<td>$2.2 \times 10^{-16}$</td>
</tr>
<tr>
<td>Jdepend</td>
<td>0.288</td>
<td>$2.2 \times 10^{-16}$</td>
</tr>
<tr>
<td>Apache-xml-security</td>
<td>0.092</td>
<td>$3.6 \times 10^{-5}$</td>
</tr>
<tr>
<td>Joda Time</td>
<td>0.353</td>
<td>$2.2 \times 10^{-16}$</td>
</tr>
<tr>
<td>Commons Lang</td>
<td>0.266</td>
<td>$2.2 \times 10^{-16}$</td>
</tr>
<tr>
<td>Commons Beanutils</td>
<td>0.009</td>
<td>0.788</td>
</tr>
<tr>
<td>Commons CLI</td>
<td>0.551</td>
<td>$2.2 \times 10^{-16}$</td>
</tr>
<tr>
<td>Jfreechart</td>
<td>0.327</td>
<td>$2.2 \times 10^{-16}$</td>
</tr>
<tr>
<td>Gson</td>
<td>0.322</td>
<td>$2.2 \times 10^{-16}$</td>
</tr>
</tbody>
</table>

By examining the correlation between energy usage and other variables, such as execution time, we can analyze possible factors in the set of potential changes that influence the way they impact energy usage of applications. A common belief is that energy usage and execution time are directly correlated and therefore execution time can be used as a proxy for the energy consumption of an application, e.g., for test suite minimization [85]. However, the correlation between energy usage and execution time has been shown not to be true in all cases [58]. Hence, we wanted to analyze whether this relation exists for the subjects we included in our evaluation of SEEDS.

We computed Kendall’s $\tau$ correlation coefficient between the energy usage and execution time for each of the nine subjects described in Table 4.2. For seven of the nine subjects, the correlation coefficient was significantly low ($\tau = [0.009, 0.353]$ with p-value $\ll 0.01$, meaning there is a weak positive relationship between energy usage and execution time. For one of the remaining subjects, although we obtained a low correlation coefficient $\tau = 0.009$, we do not have sufficient evidence to conclude there is a weak correlation for this subject because the result is unlikely to be significant i.e., p-value$= 0.79$ (see Commons Beanutils in Table 4.8). Finally, for Commons CLI, the
correlation is not strong or weak, (i.e., medium), but the significant $\tau = 0.551$ indicates a positive relationship between energy and execution time for this subject.

4.4.8 Threats to Validity

*Threats to construct validity:* We evaluated SEEDS by creating one instantiation. It is possible that other instantiations will not lead to improved energy usage of the user’s application. For instance, there are other possible search strategies that may provide better energy usage; and although we examined three strategies, they indeed show that SEEDS can result in improved applications that are more energy efficient than the original application. In addition, our study shows that the framework can provide useful information to help understand their energy usage. We also demonstrate that useful instantiations can be created, as choosing a collection implementation is a common decision that is faced by developers, and our results show that indeed SEEDS can automatically make decisions and build optimized versions based on those decisions with regard to energy usage.

*Threats to internal validity:* Confounding variables include the processes and background tasks running on the machine when the energy usage information was taken. Also, the selected Operating System (OS) and garbage collector (GC) selected, along with the temperature of the room where the experiments took place could have an impact. We minimize this threat by deactivating unnecessary processes and services, like the network and OS update manager of the machine that we used for our experiments; we also controlled the selection of the OS and GC, which were the same for all experiments: XUbuntu 12.04, and the default GC for Java. Finally, the temperature of the room was controlled by keeping the same ambient temperature in the room where the energy measurements were taken.

*Threats to external validity:* For our evaluation, we selected nine Java applications, used their associated test suites, and chose six libraries as the source of our considered potential choices. It is possible that conclusions drawn from this set may
not generalize to all applications or other languages, libraries, or test suites. To mini-
mimize the threat, the applications we considered were selected because they have been
used by many researchers and they are representative of applications using the JCF.
The test suites are provided by the applications and should thus test typical expected
inputs and operations. The libraries all comply with the JCF, are publicly available,
and are commonly used. We included libraries that were designed to be fast and com-
 pact as well as others designed with a focus on other nonfunctional attributes. Finally,
the energy profiling system used in this experiment could be considered a threat to
validity. In order to minimize the threat, we used the LEAP monitoring system used
by others, which is able to measure the energy of several components (e.g., CPU and
memory) and the direct energy of discrete events in kernel and user space systems. In
addition, we also used the RAPL interface that has been extensively used and tested
by others to estimate the energy usage of applications running on machines using Intel
TM technology.

4.5 Related Work

The most closely related work to our SEEDS framework is the one presented
in [51], where the design of an autotuning energy model and runtime environment
for distributed systems is described. However, the presented model is not evaluated
and their implementation requires that developers have knowledge of the hardware
components, their interactions, and the energy usage for each different target platform,
which is not required by SEEDS.

Autotuning optimization is another related area of work. In autotuning opti-
mization, the goal is to automatically improve the performance of applications. In
contrast to common compiler optimizations, autotuning approaches often take into
account details about the specific application being optimized and the environment
where it will execute. Such approaches have been applied to specific types of software
(e.g., computer algebra libraries [152] and high performance computing [122, 148] as
well as for general purpose languages and platforms (e.g., [139]).
Of the existing body of autotuning work, Chameleon is most similar to our work. Chameleon is a tool for automatically tuning the collection implementations used by an application [139]. The most significant difference from our work is that Chameleon is focused on runtime performance and memory usage rather than energy efficiency. In addition, Chameleon is a dynamic technique that relies on collecting deep, context-based information about how specific collection instances are used during an execution. In contrast, our approach does not rely on such runtime monitoring as such monitoring is likely to impact the precision of our energy measurements. Unlike for performance tools, the precision of power monitoring tools is insufficient for fine, instruction-level accounting.

Second, there has been some recent work presented by Brownlee et al. and Mahmoud A. Bokhari and Wagner, where approaches based on genetic improvement are used to search and optimize the energy usage of some Collection classes [15] and the Rebound Java library [95]. In [15], Brownlee et al. presented an Object-Oriented Genetic Algorithm (OO-GA) to find an energy-efficient implementation for 6 Collection classes in the Guava and Apache Commons Collections Libraries. Similarly, in [95] a deep parameter optimization algorithm based on genetic algorithms is used to toggle applications’ parameters and find versions of an application that improve the original version in terms of its energy usage.

We also examined two genetic algorithms to drive the search for an energy efficient version of an application in SEEDS api. Our work is different from the existing work using GA in several aspects: (1) the transformations that we carried out are based on implementation changes selected by developers instead of general/random lines of code from a program, (2) the optimizations found by our approach are not necessarily target-specific as those based on assembly code, (3) our study involves real Java programs while previous studies have been applied to isolated classes or to a specific library, and (4) our evaluation is the largest applied to real programs reporting results for six applications with varied code sizes.

Finally, researchers have begun to build on the accurate measurement work
mentioned above to provide source code-level feedback on energy consumption to developers [84]. Although this work is promising, it requires developers to be able to understand the information and manually make any necessary changes. In contrast, SEEDS automatically explores many options without developer involvement.

4.6 Summary

In this chapter, we presented SEEDS, the first known framework for helping software engineers make decisions with regard to energy usage of their applications. Our empirical results show that using such automation can indeed improve the energy usage of real applications without requiring the software engineer to deal with low-level energy profiling tools and analyses. We also presented the design for three instantiations of the framework to analyze and improve the energy of applications by considering decisions commonly made by application developers, such as selecting API implementations, implementing design patterns, or using refactorings for HTTP requests or asynchronous constructs for mobile applications.

We described how SEEDS_{api}, an instantiation of SEEDS to make decisions about which Collection implementation(s) to use in an application, and showed how this instantiation is able to achieve up to 17 – 28\% energy improvement. We analyzed two cost-reduction strategies that helped to shrink the search space explored by SEEDS_{api} and to reduce the time of the framework required to find an optimized version of applications. We also presented the analysis of two types of search strategies within SEEDS_{api}, one using a limited exhaustive search, and two additional based on metaheuristic optimization using GA. Our results show that both kinds of search strategies are able to find improved versions of an application in terms of its energy consumption. Finally, we presented an analysis of the correlation between execution time and energy usage of applications, which show a weak positive correlation overall, showing that execution time is not a good proxy for the energy consumption of applications.
The massive use of mobile and handset devices such as laptops, tablets, and mobile phones, has produced an imminent shift in the type of computer applications and systems that are currently under demand. With the ubiquitous access to computers, mobile devices, and internet, the development of software applications for data centers and resource constrained devices (e.g., laptops, mobile phones) have become more common. With these changes in the demand of software applications usage, energy consumption of applications has emerged as a new important requirement for applications. To aid software developers to be successful at creating energy-efficient applications, it is necessary to first understand how software developers deal with the energy usage of their applications, as well as to develop tools focused on helping developers be successful at making their applications more energy efficient.

In this dissertation, we present a study that shows how practitioners deal with the energy usage of their software applications, as well as our approach to help developers automatically improve applications’ energy usage. We developed the SEEDS framework to help developers in their tasks of analyzing the energy impact of the decisions they make in their applications, and improving the energy usage of applications automatically. Specifically, this dissertation’s main contributions are:

- A study about practitioners’ views and approaches with regard to the energy usage of applications, which helps both the research community and software developers to understand the current state of practice of green software engineering.

- The findings and implications of practitioners’ perspectives on green software engineering at the different phases of the software development cycle, which can
be used to guide the design and development of strategies and tools that support practitioners in making their applications more energy efficient.

- A novel framework, SEEDS, that assists developers in analyzing the energy impacts of the decisions they make in their applications, as well as help developers improve applications’ energy efficiency through the automatic application of code changes.

- The design of three instantiations of the SEEDS framework that target the selection of API implementations, design patterns, and mobile applications refactorings. Each instantiation enables the analysis of the energy usage and the creation of energy-improved versions of an application.

- An instantiation of SEEDS, called SEEDS_{api}, that helps developers in the analysis and selection of Collection Implementations that boost the energy savings in their applications.

- The analysis of three different search strategies, based on exhaustive and meta-heuristic optimization explorations, to help the SEEDS framework find energy improved versions of applications through the application of distinct combinations of code changes.

5.1 Future Work

5.1.1 Extensions

By creating more instantiations of the SEEDS framework, software developers will be able to analyze and improve the energy usage of their applications using a diverse set of code transformations that are linked to different decisions that they commonly make in their applications. We plan to:

- Leverage the current state of the art in automatic refactorings [72, 75, 87, 88] including design patterns [72, 75] and asynchronous constructs [87] to implement the SEEDS_{dp} and SEEDS_{mobile} instantiations.
• Evaluate the effectiveness and cost of other metaheuristic-based search strategies such as Hybrid GA (HGA), Ant Colonies Optimization (ACO), or Particle Swarm Optimization (PSO).

• Focus on code transformations targeted for mobile and web applications, and investigate how well SEEDS performs for applications targeting different hardware platforms such as mobile devices and servers.

• Investigate the effectiveness of SEEDS for applications handling different amounts of data I/O, such as data mining applications, to examine the relationship between the energy consumption of an application and the I/O patterns that belong to different applications’ scenarios.

5.1.2 New Directions

In the long term, we will work on investigating some of the open problems associated with improving the energy consumption of applications at different phases of the development cycle, as described in Section 3.2.3. Specifically, we will investigate how changes in energy usage impact other non-functional requirements such as responsiveness, performance, and usability, and we will explore how to develop techniques to determine whether the amount of energy being consumed by an application is adequate for the amount of work being done when executing various applications’ scenarios.

Furthermore, we also plan to design and implement an instantiation of SEEDS that allows a developer to analyze how combinations of different types of changes (e.g., refactorings, API implementations, algorithms) can be applied in an application to help practitioners improve the energy usage of their applications. Current instantiations of the SEEDS framework are focused on a single change type (e.g., selecting API implementations, or adopting a design pattern). However, the design of SEEDS enables the adoption of more than one type of transformation to make changes in the application code, which can help to analyze a bigger search space of solutions that
include several different types of changes, with the possibility of finding better energy efficient applications versions.
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Appendix

INTERVIEW AND SURVEY QUESTIONS

This appendix presents questions that were included during the interview sessions and an example of the survey that was sent for one of the companies for the study about Software Developers’ perspectives on Green Software Engineering described in Section 3.2 of Chapter 3.

A.1 Interview Questions

• How do you make it easy for developers to write apps that are power efficient?

• How do you work with other teams to bubble up energy performance issues to developers?

• How did you detect when the platform was consuming more power than needed for a scenario?.

• Is there something that got written up based on the experience you had?

• What inputs did you run the applications with? It was just kind of your gut instinct on, okay I see this, and that looks bad, or is it more formal?

• Can you give an example of a situation? So you have access to the source code of these things or are you just using your tracing tool?. Would you take that and sort of manually match it up to what you’re seeing on the power meter?

• When you discover a problematic point, how do you proceed usually?
• Would you be able to just look at the event trace without seeing power and say, oh, okay this looks like a pattern I’ve seen before? Or would you get sort of false positives?

• When you’re playing around with these apps, did you have a strategy for doing it?, or are there certain things you found that would more likely lead you into the bad state?, or was it just kind of random see what happens?

• Is there something that an app developer do if they don’t have access to the power meter and find these power performance issues?

• How much time compared to writing tests it takes you to do this manual run of the application?

• When you were looking at the apps, was it you would see where you identify bad behavior relative to what the app was doing or was it sort of an absolute scale?

• Do you have any idea of what it means for an app to be efficient? You know what it means for it to be inefficient, but is there a concept of ‘this is efficient’? Is there a stopping point where this app couldn’t do what it does any more efficiently?

• Would you be able to look at it and say okay, I think you could get x percent more efficient, or you’re already close enough to where I think you should be that it’s not worth your time to put in more effort?

• When you looked at apps did you look at multiple apps that are sort of fulfilling the same requirements or that are doing the same things i.e., support the same scenarios?

• So if you have three apps that play video, were they all kind of the same overall? If you’d run them for an hour would they consume similar amounts of power or are there ones that are way better?
• Do you see different harbor platforms having an impact on how efficient things can be?

• Is that something you’ve seen or is that what you suspect?

• Are there things that, so you know, optimizing for CPU usage, optimizing for memory usage, that’s always going to be better? Like if I do that I’ll always make my power better? Is that something I should focus on as a developer if I want to be more energy efficient?

• Are there other types of tools that you think you would want to have yourself that would make finding opportunities for improving power performance more simple?

• When you went back to the app developers, were they fairly responsive?. Do you think that the app developers care or will care more or less?

• Is there some way that you can make people more aware of what’s going on with their phone?. Do you think, sort of testing for energy efficiency is something that you could incorporate into the store?

• How do you define, user profile? Is that based on data and observing people or is just kind of like this is the different ways we intend people to use the application?. Do you actually model scenarios per user profiles in your testing?

• Are you more concerned with an application, kind of battery draw when users aren’t actually using it? when it’s in background?

• Do you have kind of thresholds or goals that you’re trying to hit and how did you come up with those?

• How exactly do you do this? When you say test infrastructure, how do you measure the battery life?
• When you’re making changes to an application, do you find that a change you make, makes battery usage better for Windows?, does it make a similar change for the other platforms? Is it always good?

• So is energy performance something that kind of comes later?, like you write your feature and then you see what it does, and if it’s bad then you try to make it better?

• Do you feel like once you have designed the feature and then you’ve constrained the amount of changes you can make in making it better, do you think you would be able to make things a lot better if it was designed up front with more emphasis on making things perform better? Are there rules of thumb that people should keep in mind?

• In a code review, are people able to look at something and say that’s going to be horribly inefficient?, or is it something you really need to run to know whether or not it’s going to be good or bad?

• Do you have a controlled environment where you do the battery tests?

• Being able to attribute what you see in a trace back up to what caused that is something that would you like to be able to do?

• When you want to try and map the energy usage back up to the application, are you able to map it to a specific point like this function, or this loop, or this line of code, or this feature?

• Do you need the battery trace? Can you just look at the event trace and see what looks weird?

• Are there architectural patterns that are more kind of power friendly?

• Anything else that we haven’t touched on that you want to bring up?
A.2 Developer Energy Survey

(1) Which of the following best describes your title?

- Software Development Engineer
- Software Development Engineer in Test
- Software Development Engineer in Test 2
- Lead Software Development Engineer
- Lead Software Development Engineer in Test
- Senior Software Development Engineer
- Senior Software Development Engineer in Test
- Principal Software Development Engineer
- Principal Software Development Engineer in Test
- Partner Software Development Engineer
- Partner Software Development Engineer in Test
- Program Manager
- other

Some of the following questions take the form of statements about your beliefs about development or your work. In those cases, please provide an answer that best characterizes how correct those statements are for you.

(2) I write code that runs on:

<table>
<thead>
<tr>
<th>Device Type</th>
<th>Never</th>
<th>Rarely</th>
<th>Sometimes</th>
<th>Often</th>
<th>Almost</th>
<th>Always</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile devices (e.g. tablets or phones)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Machines in data centers (e.g. Bing web indexing, Azure)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traditional PCs (Desktops or Laptops)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(3) Please indicate your agreement with the following statements.
My applications have goals or requirements about battery life / energy usage

I'm willing to make sacrifices in terms of performance, usability, or other aspects of an application for improved battery life / energy usage

Battery life / energy usage concerns influence how I write new code

(4) **Concerns about battery life / energy usage impact the design of:**

<table>
<thead>
<tr>
<th></th>
<th>Never</th>
<th>Rarely</th>
<th>Sometimes</th>
<th>Often</th>
<th>Almost</th>
<th>Always</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual classes</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Individual modules</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Interaction among parts of an application (e.g., API design, network communication)</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>The entire application</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Other</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>

(5) **When evaluating battery life / energy usage, I consider the following context:**
Usage scenarios

<table>
<thead>
<tr>
<th>Never</th>
<th>Rarely</th>
<th>Sometimes</th>
<th>Often</th>
<th>Almost</th>
<th>Always</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Environment (e.g., offline vs. online, wifi vs. 3G)

Hardware (e.g., graphics card, CPU, radio)

Other applications or services running concurrently

Other

(6) Please indicate your agreement with the following statements:

<table>
<thead>
<tr>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Undecided</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

There are general techniques (design patterns, APIs, architectures, etc.) that lead to good battery life / energy usage

There are general techniques (anti-patterns, APIs, architectures, etc.) that lead to poor battery life / energy usage

I have accurate intuitions about the energy efficiency of my code

(7) If I was told or decided to improve battery life / energy usage, I could learn how to by:
Strongly disagree | Disagree | Undecided | Agree | Strongly Agree
---|---|---|---|---
Using tools | ○ | ○ | ○ | ○
Talking to other developers | ○ | ○ | ○ | ○
Looking at other code or examples | ○ | ○ | ○ | ○
Reading papers or other documentation | ○ | ○ | ○ | ○
Other: | ○ | ○ | ○ | ○

(8) **Good battery life should be the responsibility of:**

Strongly disagree | Disagree | Undecided | Agree | Strongly Agree
---|---|---|---|---
Applications | ○ | ○ | ○ | ○
Libraries | ○ | ○ | ○ | ○
The operating system | ○ | ○ | ○ | ○
Hardware | ○ | ○ | ○ | ○
Other: | ○ | ○ | ○ | ○

(9) **I learn about battery life / energy usage issues in my application from:**

Never | Rarely | Sometimes | Often | Almost Always
---|---|---|---|---
Static analysis | ○ | ○ | ○ | ○
Profiling | ○ | ○ | ○ | ○
User feedback (e.g., emails, bug reports, reviews, forum posts) | ○ | ○ | ○ | ○
Other: | ○ | ○ | ○ | ○

(10) **I would like to learn about battery life / energy usage issues in my application from:**
Static analysis
Profiling
User feedback (e.g., emails, bug reports, reviews, forum posts)
Other:

(11) **Compared to other types of performance issues (e.g., execution time, resource usage, responsiveness, etc.), battery life / energy usage issues:**

<table>
<thead>
<tr>
<th>Event</th>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Undecided</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occur more frequently</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Are more difficult to discover</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Are more difficult to diagnose</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Are more difficult to fix</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>

(12) **Please indicate the relative frequency of the following events in your own work.**
When modifying existing code, I make changes I think will improve battery life / energy usage
I investigate how the changes I make impact battery life / energy usage
During code review or other discussions, battery life / energy usage is mentioned
Documentation (e.g., commit messages, comments, etc.) about changes made to my applications to improve battery life / energy usage exists

(13) Do you have any feedback for us regarding this survey or anything that you think would be helpful to know with regard to battery life / energy usage in software development?