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ABSTRACT

Health care practitioners seek out relevant information about providing the best possible care for their patients. Relevant information to those practitioners can vary between finding potential diagnoses, suggesting related lab tests, and determining treatments for a given patient. The role of a clinical search system, relying on information retrieval (IR), is to exploit the enormous volume of publications in the biomedical literature and make them efficiently accessible to those practitioners. In this thesis, we propose to develop several approaches which can improve the effectiveness of search results produced by clinical search systems. Our approaches can help in minimizing the overhead of manual settings in current search approaches and reduce the complexity of search tasks performed by physicians.

We propose to design a clinical search system that extends traditional search strategies by incorporating relevant biomedical domain resources. In our system, we will rely on some essential retrieval models (e.g., Divergence From Randomness, Pseudo-Relevance Feedback) and some text reformulation tasks that are based on domain-specific knowledge (e.g., Unified Medical Language System, Medical Subject Headings) in order to improve our search strategy. Moreover, we show that our system can be further enhanced when using simulated user models in evaluating the relevance of medical concepts appearing in clinical search queries.

Lastly, we study the usefulness of adopting learning to rank (LtR) framework for clinical search tasks. We propose a methodology for evaluating several LtR models which includes relying on a diverse set of training features as well as some feature selection techniques and show how this method can lead to learning effective ranking models for clinical search.
Chapter 1

INTRODUCTION

Information Retrieval (IR) has the benefit of being widely applicable to many domains and information seeking tasks. A variety of IR techniques have been successfully adopted for a wide range of search tasks with the goal of locating relevant information resources (e.g., web pages, images, videos, audio clips, etc.) that satisfy certain search queries provided by users. In particular, for general and professional health care, there has long been an interest in using IR in the search tasks for these domains. In those settings, health care providers such as physicians perform search tasks to seek out relevant information about providing the best possible care for their patients.

Relevant information resulting from the seeking tasks performed by clinicians can vary between finding potential diagnoses, suggesting related physical and lab tests, and determining effective treatments for a given patient [104]. The role of clinical search systems relying on IR methods is to exploit the enormous volume of publications in biomedical literature by making them efficiently and effectively accessible to health care providers. However, several challenges are present when performing search tasks in clinical settings.

One challenge is the complexity of search tasks performed by clinicians. Unlike general web search users who write short queries with two or three words [57], physicians tend to write relatively long queries—summaries of medical cases—with detailed information about their patients. The type of information expected in those cases includes some demographic attributes (age and gender), main clinical findings (e.g., symptoms, diseases, genetic profiles, lab and physical tests, etc.), and any other known medical history. The length of clinical queries can present a challenge to search
systems in that there is a little or no information provided to these systems on how to effectively interpret those cases or which part of those cases to focus on in order to sufficiently meet user needs.

Another challenge is the ambiguity of clinical concepts and terms that are present in medical cases. In particular, the medical language used to indicate some terminologies and conditions is very different from what is used in general English. For instance, terminologies such as “hypertension”, “HBP”, and “high blood pressure” are known by domain specialists to refer to the same clinical concept; however, such knowledge may not be observed by traditional search systems [70]. In fact, this limitation in handling ambiguous medical terms is expected to have a direct impact on the quality of search results (particularly, precision and recall) which eventually can lead to retrieving less relevant information to the users.

Lastly, the diversity of the clinical and biomedical search tasks also presents a challenge as different tasks usually need specific design and implementation of their search methods. We would expect that no single approach can fit all of the different search tasks, but the generalization of some approaches like the combination of IR techniques with some other learning techniques and applying some query modification approaches can be helpful in accomplishing those different tasks.

Looking at prior work, we see that there are several approaches which aim to tackle some of the challenges that we discussed above [120, 88, 56, 135, 70, 122]. We will discuss a variety of these approaches along with some related work in Chapter 2. Similar to these approaches, in this thesis, we focus on addressing those challenges and limitations by conducting several studies with the goal of improving search results and reducing the complexity of clinical search tasks. Generally, we focus on studying the aspects which can have a significant impact in increasing the effectiveness of search results (i.e., the quality of results returned to users) in addition to some aspects concerning the efficiency of the systems used to produce these results. Our studies are briefly explained in the following four sections.
1.1 Query Reformulations for Clinical Search Tasks

Because medical cases, which are used to inquiry search systems, are complex and usually contain some ambiguous words and phrases, reformulation techniques such as removing less important words, boosting other important words, and adding some related names and synonyms are expected to be a key player in enhancing search results [1, 2, 70, 71, 120]. In the study described in Chapter 3, we evaluate two kinds of these techniques: query refinements, by applying a set of modification such re-weighting and eliminating some query terms, and ontology-based expansion, performed by adding related terms to user queries from medical and gene ontology.

We explore these techniques by applying them to two different types of clinical search tasks: tasks for clinical decision support, and search tasks for precision medicine. In our experiments, we show that applying those techniques and specifically those for refining clinical queries (by removing and re-weighting a selected set of query concepts) can lead to significant improvement over baseline clinical search system. Moreover, expanding key terms in those queries with other concept names using a controlled vocabulary in many cases is shown to reduce the complexity of a given search task and improve search results.

1.2 Framework for Automatic Query Reformulations

One main limitation in the previous methods for query reformulations is that they heavily rely on a manual effort in settings some of the techniques and strategies used in these approaches. For instance, in the methods proposed by Limsopatham et al. [71] and Palloti et al. [88], the authors needed to manually select distinct sets of semantic types to filter the words and phrases which appear in clinical queries. Aiming to tackle this limitation, we present a framework for transforming this manual process into a fully automatic one using the advancement of Machine Learning (ML) techniques. Our framework relies on simulated physician feedback to learn models that can predict if a particular concept (i.e., term or phrase) in a query is clinically relevant.
or not. In Chapter 4, we discuss this framework and then demonstrate how to use it to predict concept importance rating with high accuracy.

1.3 Learning to Rank for Clinical Search

In contrast to traditional information retrieval models which combine few primitive features such as term and inverse document frequencies, learning to rank (LtR) models can combine a large number of features and use them to perform ranking [72]. While several studies have shown the success of the adaptation of LtR in general web search [76, 91, 14], in our study described in Chapter 5, we focus on applying these models for clinical search tasks and examining their effectiveness for such domain-specific tasks.

We rely on a diverse set of features that exemplify both general and domain-specific statistics and use them to learn several models for document ranking. Moreover, since the number of training features could increase quite a lot which might be leading to learning ineffective models, we evaluate several feature selection strategies and show that LtR learning performance can be optimized when considering greedy feature selection. In overall, our study suggests that learning to rank models can promote search results in clinical settings with high effectiveness compared to traditional retrieval models.
In this chapter, we briefly describe some related work in the field of information retrieval. First, in Section 2.1, we provide a brief background in information retrieval (IR) and some related topics such as ranking models and IR evaluations. Then, in Section 2.2, we move to provide an overview of prior work applying IR in the context of the clinical and biomedical search.

2.1 Information Retrieval

Information Retrieval (IR) can be defined as the process of finding relevant material (usually in the form of documents) that satisfies a given information need (in the form of queries) from a large collection of information resources (e.g., web pages, scientific articles, etc.) [77]. In practice, commercial web search systems can be seen as good examples of IR applications that accept user queries and generate responses representing a wide range of information resources (e.g., web pages, images, videos) [36, 63]. Our work, in this thesis, relies on retrieval models for text-based documents to obtain relevant clinical data, so we start by reviewing some of these models.

2.1.1 Basic Retrieval Models

We consider five fundamental retrieval models: Boolean model, vector space model, BM25 model, language model, and divergence from randomness model. These models are reviewed below.

2.1.1.1 Boolean Retrieval Model

Boolean model is one basic retrieval model in which query terms are combined by the Boolean operators AND, OR, and NOT [66, 77]. The model views each document
as a set of words and returns an unordered list of documents as a response to each given query. The returned documents from the search with this model are expected to satisfy the Boolean operators defined in the given query.

2.1.1.2 Vector Space Retrieval Model

Vector space model allows free text queries (i.e., without Boolean operators) and returns a list of ordered documents as a response to a given query [100]. In this model, both documents and queries are represented by the vectors of their term weights. TF-IDF is a common way to estimate vector weights in which TF represents the number of occurrences of a term within a document whereas IDF is the inverse document frequency [107] which is computed as:

$$IDF_t = \log \frac{N}{df_t}$$  \hspace{1cm} (2.1)

where $N$ is the collection size (the number of documents), and $df_t$ is the document frequency of a term $t$ which represents the number of documents in the collection which contain the term $t$. The vector space model ranks the documents in the collection by computing a relevance score for each document. The relevance score usually is computed using cosine similarity between query and document vectors.

2.1.1.3 BM25 Model

Okapi BM25 is another basic retrieval model that is commonly used in IR [61]. It relies on a probabilistic ranking function that is defined as:

$$Score(D, Q) = \sum_{i=1}^{n} IDF(q_i) \cdot \frac{tf_{q_i,D} \cdot (k_1 + 1)}{tf_{q_i,D} + k_1 \cdot (1 - b + b \cdot \frac{|D|}{avgdl})}$$  \hspace{1cm} (2.2)

where $Q$ is a query with $n$ terms, $|D|$ is the document length in terms, avgdl is the average document length in the whole collection, and $k_1$ and $b$ are free parameters. The computation of IDF is slightly different from that of TF-IDF and defined as:

$$IDF(q_i) = \log \frac{N - df(q_i) + 0.5}{df(q_i) + 0.5}$$  \hspace{1cm} (2.3)

where $N$ is the collection size, and $df(q_i)$ is the the number of documents in the collection which contain the term $q_i$. 
2.1.1.4 Language Model

Language model (LM) is a probability distribution over streams of words and other linguistic units in a language [90, 55, 15, 81]. Query likelihood, which is a very basic model, is part of language model and most commonly used for information retrieval. In this model, document score is estimated by computing the probability of the document being relevant given a query. Smoothing techniques are usually used in LM model to estimate the probability of unseen words in the documents [25, 130]. The scoring function of query likelihood language model is computed as:

\[
Score(D, Q) = \log P(Q|D) = \sum_{i=1}^{n} \log \frac{tf_{q_i,D} + \mu \frac{tf_{q_i,C}}{|C|}}{|D| + \mu} \tag{2.4}
\]

where \(Q\) is a query with \(n\) terms, \(|D|\) and \(|C|\) are the document and collection lengths in terms respectively, \(tf_{q_i,D}\) and \(tf_{q_i,C}\) are the document and collection frequencies of query term \(q_i\) respectively, and \(\mu\) is the Dirichlet smoothing parameter [90, 130].

2.1.1.5 DFR Model

Divergence from Randomness (DFR) is a class of non-parametric probabilistic retrieval models [9, 8]. In these models, terms weights are estimated by measuring the divergence between an actual term distribution and a distribution produced by a random process. The idea behind such models is that as more the divergence of a term frequency within a document from its frequency within the collection frequency, as more informative that term in the document [9, 8].

DFR models computations are carried by performing the three steps: choosing the basic randomness model, computing the first normalization, and lastly, applying the normalization of term frequencies [8]. For instance, computing document scoring function with inverse expected document frequency randomness (InExpB2) basic model can be defined as:

\[
Score(D, Q) = \sum_{t \in Q} qt w \cdot w(t, D) \tag{2.5}
\]
where $t$ is a term in query $Q$, $qtw$ is the term weight in $Q$, and $w(t,d)$ is the term weight in document $d$ estimated as:

$$w(t,D) = \frac{F + 1}{n_t \cdot (tfn + 1)} \left( tfn \cdot \log_2 \frac{N + 1}{n_e + 0.5} \right)$$

$tfn$ and $n_e$ in the equation above are estimated as described in [8].

### 2.1.2 Advanced Retrieval Models

Apart from the basic models, several advanced techniques and models have been proposed in IR. In this section, we focus on describing some of these techniques which we consider in our work such as Learning to Rank (LtR) and Pseudo-Relevance Feedback (PRF).

#### 2.1.2.1 Learning to Rank

Learning to Rank (LtR) can be defined as all methods that use machine learning (ML) to estimate document ranking [72, 68]. Compared to traditional IR models which combine few primitive features, learning to rank algorithms can learn the optimal way for combining a large number of features extracted from query-document pairs using discriminative training. Those algorithms can be categorized according to input space, output space, loss function, and hypothesis space into three approaches: the pointwise approach, the pairwise approach, and the listwise approach.

Pointwise algorithms are trained to predict the ground truth label (i.e., the relevance) of each document regardless of the inter-dependency between documents. Examples of pointwise algorithms include random forests [16], Pranking [35], and McRank [69]. On the other hand, pairwise and listwise learners take such inter-dependency into consideration such that in pairwise learners (e.g., RankBoost [41], LambdaMart [126], and RankNet [21]), the ground truth labels are predicted for each pair of documents (i.e., the relative order between two documents) whereas in listwise algorithms such as AdaRank [127], ListNet [23], and Coordinate Ascent [80], a list of retrieved documents is chosen from a document permutation such that those documents are predicted to be relevant.
2.1.2.2 Pseudo Relevance Feedback

Relevance feedback refers to the process of involving the user in the retrieval task with the goal of improving the final result list [77]. More specifically, the user is expected to provide feedback on which documents are relevant using initial results set, and then the search system uses the provided feedback to revise the final result list. Although relevance feedback models may not be considered as retrieval models, combining these models with basic retrieval models such as BM25, LM, and DFR is expected to leverage the performance of search systems [98, 99, 18].

Pseudo-Relevance Feedback (PRF), on the other hand, is different from direct relevance feedback in that it is purely blind and does not involve any user feedback. Instead, the retrieval system assumes that the initial result set contains relevant documents (i.e., the top $k$ documents), so it selects the terms with the highest weights from these documents and uses them to refine and expand the original user query. Examples of PRF approaches include Rocchio’s PRF model [18], Lavrenko’s relevance model [67], and KL divergence [9].

2.1.3 Evaluations in IR

Evaluating retrieval effectiveness, by studying the quality of search results, plays a crucial role in IR as it provides researchers with useful tools for exploring different aspects of search system’s design, development, and maintenance which ultimately can lead to building effective retrieval systems [30]. A strong focus of IR evaluations has been on measuring system effectiveness (i.e., validating whether a retrieval strategy or algorithm can discriminate between relevant and non-relevant documents for a given user query) [101]. This can be accomplished by performing evaluations using test collections, comprised of a set of documents, a set of queries, and a set of relevance information for documents to given queries [137, 116]. In the section below, we provide an overview of these test collections, and later, we review and describe some evaluation measures that are widely adopted in IR.
2.1.3.1 Test Collections

Test collections provide an ideal environment to perform IR experiments as they give the researchers a way to evaluate different retrieval strategies and to study key factors that contribute to retrieval effectiveness of search systems[101]. Generally, those collections are generated as a part of large user study experiments which involve creating test topics, generating sample documents, collecting search results from participants, and generating relevance assessments [116, 137]. Over the years, several test collections have been developed to motivate researchers in addressing search challenges for a variety of domains ranging from very broad (e.g., general web search [28, 39], tasks and suggestions [24, 115]) and to very specific problems (e.g., legal search [53], cross-language search [43], medical and healthcare [118, 104]).

2.1.3.2 Evaluation Metrics

In this section, we describe some of the commonly used evaluation metrics in IR. Mainly, we consider six evaluation metrics: precision, recall, R-prec, MAP, NDCG, and bpref.

Precision and Recall

Precision (P) is a basic measurement for evaluating the effectiveness of the results obtained by a retrieval system, and it represents the fraction of relevant documents retrieved from the total number of documents [92]. Precision is a set-based measure which means it is computed for unordered sets of documents, but due to the fact that evaluations in IR are typically based on ordered lists of documents, we compute this measurement at a specific ranking position $k$ (e.g., 5 or 10) [30, 77]. As a result, we can define precision as the proportion of relevant documents among the top $k$ documents retrieved.

$$P@K = \frac{\text{#(relevant documents retrieved at K)}}{\text{#(documents retrieved at K)}}$$

Recall (R) is another basic measurement used for evaluating the results produced by search systems. It represents the proportion of retrieved relevant documents to the
total number of the relevant documents in the whole test collection, and similar to precision, it can be computed at each position of the ranked results [77, 92].

\[
R@K = \frac{\#(\text{relevant documents retrieved at } K)}{\#(\text{all relevant documents})} \tag{2.8}
\]

To study the relationship between precision and recall for a certain IR system or to compare several systems, we can plot the two measurements against each other using the precision-recall graph created using 11 cutoff values from recall level precision averages. These graphs are expected to be falling downward from left to right which confirms that the two measures are inversely related, meaning that as more relevant documents are retrieved, the more non-relevant documents are retrieved [84]. Figure 2.1 shows a precision-recall graph plotted to evaluate a sample IR system.

R-Precision

Although measuring precision at fixed rank position (e.g., P@10) correlates well with user satisfaction in search tasks, in some cases, it may lead to poor discrimination.
of different retrieval methods [19, 20]. Thus, an alternative way to compute precision is R-prec which measures the precision after \( R_q \) documents are retrieved, where \( R_q \) is the total number of relevant documents for query \( q \) [30].

**MAP**

Mean Average Precision (MAP) is one of the commonly used measures in IR which provides a single-figure measure of quality across recall levels [77, 20]. MAP can be obtained by computing the mean of precision values for each recall level (i.e., after each relevant is retrieved) as shown in the following formula.

\[
MAP(Q) = \frac{1}{|Q|} \sum_{q \in Q} \frac{\sum_{q \in \{d_1, \ldots, d_j\}} Precision(rank(d))}{|\{d_1, \ldots, d_j\}|}
\] (2.9)

where \( \{d_1, \ldots, d_j\} \) is the set of relevant documents for query \( q \in Q \) such that \( Q \) is the set of all queries in a given test collection.

**NDCG**

Normalized Discontinued Cumulative Gain (NDCG) is a measure of ranking quality which considers the situations where a graded relevance scale of documents is used (e.g., relevant=2; partially-relevant=1; non-relevant=0) [77, 58]. The measure assumes that users would prefer to see highly relevant documents appearing in the top of ranking lists. Also, it assumes that relevant documents with higher relevance degree are far more useful than marginally relevant documents, which in turn are more useful than non-relevant documents [92]. Similar to \( P@K \), NDCG can be measured at specific ranking position \( k \) (usually 10, or 20). For a given set of queries \( Q \), NDCG can be computed as:

\[
NDCG(Q,k) = \frac{1}{|Q|} \cdot \sum_{q \in Q} \frac{1}{IDCG} \cdot \sum_{i=1}^{k} \frac{2^{R(q,d_i)} - 1}{\log(1 + i)}
\] (2.10)

where \( q \) is a query in the set \( Q \), \( IDCG \) is the ideal discounted cumulative gain, \( R(q,d_i) \) is the relevance degree of document at rank \( i \), and \( \log(1 + i) \) is the discounting factor.
**bpref**

bpref, which stands for binary preference, is a measure of retrieval effectiveness which is widely used in the scenarios where the relevance judgments are known to be incomplete or when there are few judged documents [19, 29, 128]. bpref is based on the relative ranks of judged documents only such that it defines a preference relation which prefers judged relevant documents to be retrieved before judged not relevant documents [84]. The bpref measure is defined as follows:

\[
bpref(q) = \frac{1}{R} \sum_r (1 - \frac{|n \text{ ranked higher than } r|}{\text{min}(R, N)})
\]

where \(R\) is the number of judged relevant documents, \(N\) is the number of judged non-relevant documents, \(r\) is a retrieved relevant document, and \(n\) is the number of \(R\) retrieved documents that are not relevant.

### 2.2 Clinical Based Retrieval

In this section, we discuss and highlight some prior work for applying IR methods in a variety of clinical and biomedical search tasks. We first present and briefly describe several tracks for simulating search tasks performed by clinicians in finding relevant clinical data for providing better healthcare to their patients (essentially, we consider the tasks and data sets offered by TREC). Then, in the second part of this section, we discuss some previous work which focuses on examining different IR search strategies and approaches to increase the effectiveness of search results in the scope of the clinical domain.

#### 2.2.1 Simulating Clinical and Biomedical Search Tasks

The Text Retrieval Conference (TREC) is an annual meeting that is organized by the National Institute of Standard and Technology (NIST) with the aim of providing a platform for performing experiments and evaluations of search systems which eventually lead to improving the state-of-the-art IR methodologies. Each year, the organizers of the conference introduce a set of tracks (i.e., competitions) to challenge
participants, from academia and industry, with specific research problems. Over the years, several challenges have been proposed to motivate the exploration of IR methods for search and information seeking tasks in the biomedical domain. In this part, we briefly describe some of those tracks that simulate search tasks performed in clinical settings.

2.2.1.1 TREC Medical Records Track

The goal of the Medical Records track is to encourage the research community to explore a variety of methods for effective electronic health records (EHRs) retrieval [119, 118]. The task provided by the track’s organizers was an ad hoc retrieval task which attempts to simulate search scenarios which clinical researchers perform to identify cohorts for comparative effectiveness research or for designing clinical studies/trials. In those scenarios, clinical researchers usually need to design inclusion criteria which define the group of patients who are eligible and will be included in that study. The inclusion criteria are expected to contain some specific attributes such as age, gender, and ethnicity of the participating patients as well as some essential information about the medical condition of those patients (e.g., diseases and treatments) [117].

The organizers of the track simulated the described task by providing the participating groups with a sample of clinical topics representing a variety of inclusion criteria for clinical studies (Table 2.1 shows several examples of these topics) and a set of de-identified medical records provided through the University of Pittsburgh NLP Repository (originally, they were collected from several hospitals). The participants in the track were expected to explore several retrieval strategies and then submit their results, consisting of lists of visits ranked by the likelihood that a patient’s visit has satisfied given inclusion criteria, to the organizers in order to be judged (by human assessors) and evaluated. Generally, a winning retrieval strategy is expected to find more relevant patient’s visits and thus more effective search results. Unfortunately, due to some privacy concerns, the track was discontinued after two years of participation.
<table>
<thead>
<tr>
<th>ID</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>109</td>
<td>Women with osteopenia.</td>
</tr>
<tr>
<td>136</td>
<td>Children with dental caries.</td>
</tr>
<tr>
<td>160</td>
<td>Adults under age 60 under going alcohol withdrawal.</td>
</tr>
<tr>
<td>169</td>
<td>Elderly patients with subdural hematoma.</td>
</tr>
</tbody>
</table>

**Table 2.1:** Example topics from the TREC Medical Records Track test set.

### 2.2.1.2 TREC Clinical Decision Support Track

TREC launched the Clinical Decision Support (CDS) track in order to simulate search tasks performed by physicians while they are providing health care to their patients (e.g., search for relevant biomedical data which can support in diagnosing or treating a given patient) [104, 96, 93]. The goal of the track is to encourage the application of different algorithmic approaches to the problem by participating research groups (from both academia and industry) spanning the world in order to understand which methods are most effective. One fundamental difference between this track and the Medical Records track described in Section 2.2.1.1, is that the task introduced in this track focuses on performing evidence-based clinical decision whereas in the Medical Records track it focuses on gathering profiles about patients that are candidates for a particular clinical study (consequently, biomedical articles will be more suitable for clinical decision support than medical records).

The organizers of this track provided the participants with a collection, featuring a large sample of biomedical articles, and real clinical cases, which represent typical information seeking tasks requested by clinicians. Each case represents a summary of a patient’s medical history including findings, lab test, and if any previous treatments. Table 2.2 illustrates a sample of these topics provided by this track.

The track lasted for three years from 2014–2016 where for each year, about 30 participating research groups used the provided collection and several IR techniques to build their systems in order to answer a number of test queries (30 queries per year). The results from each participating group comprise lists of the top retrieved articles.
for each case, which are submitted to the track organizers and then assessed by human assessors (domain experts) to show which of those resulted articles are relevant and which are not. Moreover, to test more system features, the organizers allowed each participant to submit multiple trials which resulted in more than 90 submissions for each year. Once the various approaches have been evaluated, a more in-depth analysis can reveal which techniques tend to work in general and which do not [95].

<table>
<thead>
<tr>
<th>Topic Type</th>
<th>Clinical Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnosis</td>
<td>58-year-old woman with hypertension and obesity presents with exercise-related episodic chest pain radiating to the back.</td>
</tr>
<tr>
<td>Test</td>
<td>40-year-old woman with severe right arm pain and hypotension. She has no history of trauma and right arm exam reveals no significant findings.</td>
</tr>
<tr>
<td>Treatment</td>
<td>63-year-old heavy smoker with productive cough, shortness of breath, tachypnea, and oxygen requirement. Chest x-ray shows hyperinflation with no consolidation.</td>
</tr>
</tbody>
</table>

Table 2.2: Sample topics from the TREC CDS Track shown as summarized clinical cases.

2.2.1.3 TREC Precision Medicine Track

The TREC Precision Medicine (PM) track (introduced in 2017) is motivated by the research problem of developing effective search systems for finding treatment plans based on an individual’s genetic, environmental, and lifestyle profile [94]. Similar to the Clinical Decision Support (CDS) track, the Precision Medicine (PM) track focuses on assisting clinicians (mainly oncologists) to retrieve relevant biomedical articles which help them in making clinical decisions in regards to their patients. However, it differs from the CDS track in that the proposed task is more specific to finding scientific articles which assist in finding suitable treatments for patients with cancer diseases (i.e., PM track extends the previous CDS track with more focus on specific clinical questions compared to the general clinical decision support) [4].
The topic set for this track were provided in the form of structured clinical cases such that each case will define precise patient’s profile which consists of demographic attributes (e.g., age and gender), cancer type, gene variants, and potentially other information about the patient (e.g., other diseases and health concerns). Table 2.3 shows several examples of the topics that are used on the PM track.

The participants in this task were challenged to retrieve relevant biomedical abstracts which contain scientific evidence that can be relevant in treating a given patient. Additionally, a secondary task was included in which the participants were asked to retrieve the top clinical trials which a given patient might be eligible for. Like other TREC challenges, this track applies similar evaluation procedures which involve relying on human assessors to judge the results submitted by participating groups.

<table>
<thead>
<tr>
<th>ID</th>
<th>Patient Case</th>
</tr>
</thead>
</table>
| 1  | Disease: Liposarcoma  
    Gene: CDK4 Amplification  
    Demographic: 38-year-old male  
    Other: GERD |
| 4  | Disease: Breast cancer  
    Gene: FGFR1 Amplification, PTEN (Q171)  
    Demographic: 67-year-old female  
    Other: Depression, Hypertension, Heart Disease |
| 12 | Disease: Colon cancer  
    Gene: BRAF (V600E)  
    Demographic: 35-year-old male  
    Other: None |

Table 2.3: Example topics from the TREC Precision Medicine Track shown as structured clinical cases.

### 2.2.2 Query Reformulations

Prior work on query reformulations focuses on modifying clinical queries by either applying query refinements or performing ontology-based expansion. In the following section, we discuss the two kinds of previous research work.
Query Refinements

Semantic mapping has been used to improve query representation by applying a set of refinement techniques. For instance, Limsopatham et al. [71] introduce query refinement approach which combines bag-of-words (BoW) and bag-of-concepts (BoC) representations (i.e., each query is represented using both vector of words and vector of numerical identifiers). In this approach, semantic mapping is used to identify clinical concepts that are relevant to the task of the query and remove others that do not match the query task. Likewise, Palotti et al. [88] apply a refinement approach that is based on re-weighting clinical concepts. It considers only a specific clinical concepts for re-weighting. (i.e., concepts that belong to 34 UMLS semantic types out of 133 types). Compared to Limsopatham et al., this approach uses BoW only. Also, another work such as that of Wan et al. [120] and Hu et al. [56] performs manual query refinements in a way that physicians are asked to refine a set of clinical queries (i.e., re-write queries by adding and removing some terms). The results from this process show a major performance improvement, suggesting that query refinements indeed improve the retrieval; however, one drawback is that this approach is performed manually.

Our query refinement approach in this work is distinguished from previous work in that we consider several refinement tasks besides removing less important terms. In particular, we investigate field-based score boosting and concept re-weighting. In addition, we attempt to automate applying these tasks by introducing a semantic-based approach which relies on a learned model to select the appropriate refinement actions.

Ontology Based Expansion

Another type of work uses ontology-based expansion to reduce the ambiguity of concepts in clinical queries. Zhu et al. [135] use MeSH to expand each clinical concept with its entry terms and descendant concepts in MeSH tree. Then, a user query log is used for weighting the expanded concepts before submitting the query to a CDS system. Another work by Mourão et al. [82] also uses MeSH for expansion; however, instead of using user logs to weight the expanded concepts, a sample of 350,000 biomedical articles
is used for estimating weights. One limitation of both approaches is that they do not properly map some conceptual dependencies. In particular, Zhu et al. consider all descendant concepts in MeSH tree to be eligible for expansion which may cause query drifting especially when the expanded concepts are quite broad (i.e., in the top of the tree). Also, both Zhu et al. and Mourão et al. do not map the conceptual dependencies between sibling concepts in MeSH tree and eliminate them from expansion.

Aiming to overcome this limitation, Limsopatham et al. [70] propose an approach which applies text mining techniques on several biomedical resources (including MeSH) to estimate the relevance of each concept that is a candidate for expansion. Our work in this thesis aims to address the same limitation; however, instead of using external resources, we apply domain specific similarity measurement that uses MeSH tree structure to select eligible concepts for expansion. Our approach is shown to improve the performance with high retrieval effectiveness.

2.2.3 The Effectiveness of Learning to Rank

Much prior work on LtR for IR focuses on either proposing new supervised machine learning algorithms that are suitable for LtR (e.g., LambdaMart by Wu et al. [126] and Coordinate Ascent by Metzler et al. [80]) or adapting some of the previously proposed algorithms into some practical search scenarios by introducing new sets of features and evaluating their effectiveness for various search tasks [91, 75]. We observe that for some domains there is still very little work considering applying LtR in their search tasks. In particular, for clinical and general health purposes, we are only aware of the two approaches by Palotti et al. [87] and Soldaini et al. [106] that apply LtR in consumer health search while examining a variety of features aiming to a better understanding of user queries. Both approaches focus on promoting LtR for the tasks where lay people (not medical experts) use web search engines to look for health content such as health advice (i.e., not for providing professional healthcare).

Our work, on the other hand, aims to examine the application of LtR to the
search tasks performed by professional health care providers such as physicians. Therefore, we use the publicly available data set by the TREC Clinical Decision Support (CDS) track [93], which contains a sample of medical cases and a collection of biomedical articles, in order to simulate those search tasks. In addition, because LtR model learning can be affected by the kind of features used in building such models, we train with a comprehensive set of features that exemplify a variety of statistics used in different IR tasks (such as LETOR [91] and query performance predictors [52]) as well as some specific features for biomedical search [71]. These features aim to capture different aspects about the cases and the articles in our dataset that are not captured by traditional IR features.

Also, because learning with a large number of features could lead to overfitting, especially when the training data contains a small number of samples, we examine the use of Feature Selection (FS) in optimizing model training and enhancing the generalization of the learned models. FS helps in learning highly effective ranking models with low computational cost when considered for large-scale learning scenarios, whereas in small-scale scenarios, FS can reduce the overhead of overfitting which leads to more generalization of the learned models. FS techniques are classified into filter, wrapper, and embedded methods [47]. A filter method is performed at pre-training stage by computing an importance score for each feature and selecting those features which have the highest importance among all features. Wrapper methods search a space of feature subsets and then select a feature subset that maximizes the performance of a learned model. Lastly, embedded methods perform feature selection as an integrated part of the learning process.

Due to the importance of FS, some studies have been conducted to evaluate its effectiveness within the scope of LtR. Geng et al. [42] propose a filter based Greedy Search Algorithm (GAS) that performs an iterative procedure to select feature subsets that maximize relevance and minimize similarity among all features. Dang et al. [37] propose a selection method that is based on coordinate ascent and best-first-search in which greedy search is used to combine non-overlapping feature subsets and reduce
them to fewer feature subsets to be used for learning. Recently, Gigli et al. [44] propose several feature selection methods such as NGAS and XGAS which rely on greedy search to select feature subsets with the highest importance and minimum similarity.

Our preliminary experiments with some of the methods discussed above show a poor generalization of these techniques when considered for medical search tasks. This can be addressed to the fact that our training set is relatively small (small-scale training) whereas most of these methods have been designed to target large-scale web learning tasks (in other words, the majority of these methods focus on optimizing learning time rather than reducing the effect of overfitting). Aiming to tackle this limitation, we examine a wrapper FS method which extends the GAS algorithm for greedy search. Our method is shown to work effectively for small-scale data settings and significantly outperform some of the state-of-the-art filter methods.
Chapter 3

CLINICAL CASE SEARCH WITH QUERY REFORMULATIONS

As described in Chapter 1, one of the challenges when performing search tasks in clinical settings is that clinical practitioners usually issue long queries with many words describing detailed information about patients. Those long queries may present some complexity to search systems which can lead to retrieving less relevant articles. Another challenge is the ambiguity of clinical terms used by clinicians. For instance, terminologies such as “hypertension” and “high blood pressure” are known to refer to the same medical concept; however, such knowledge is not observed by traditional retrieval systems [70].

In this chapter, we aim to tackle some of these limitations by examining two query reformulation approaches [2]. First, we apply query refinements by removing less important terms and performing query re-weighting. We assume that some query terms may not be clinically related, so they either need to be removed or have their weights reduced, whereas other terms need to be boosted due to their importance in answering the clinical query. Second, we rely on ontology-based term expansion using Medical Subject Heading (MeSH)\(^1\) to reduce the ambiguity of clinical terms in clinical queries. Moreover, we develop a simple approach which relies on semantic mapping in order to recommend suitable actions to be performed to each query term (i.e., whether to remove, re-weight, or expand that term). Our approach is performed automatically (i.e., no human interaction is needed after an initial assignment of semantic types to bags). In our evaluation, we show that our proposed approaches can achieve over 40% improvement compared to a strong baseline.

\(^1\) [https://meshb.nlm.nih.gov/search]
3.1 Organization of this Chapter

In Section 2.2.1, we presented several examples of search and information seeking tasks that are typically performed by medical researchers and practitioners. In this chapter, we focus on exploring a variety of IR approaches by considering two types of clinical search tasks: clinical decision search tasks, and search tasks for precision medicine. The first set of tasks is provided as unstructured clinical summaries and focuses on answering a wide range of clinical questions regarding providing healthcare to patients (i.e., not specific to a certain medical condition or disease). On the other hand, the tasks for precision medicine are more specific to finding potential treatments for cancer patients performed based on a patient’s genetic profile. Thus, they tend to be more precise and contain some structured information. Table 3.1 summarizes the key differences between clinical decision support and precision medicine tasks that are simulated using TREC settings. The organization of this chapter proceeds as follows. In Section 3.2, we provide an overview of clinical decision search tasks and describe the data sets we use to simulate those tasks. Furthermore, we propose and examine several reformulation approaches and show how to improve the quality of results by performing those tasks. Later, in Section 3.3, we introduce search tasks for precision medicine, and then we discuss how to promote search results for these tasks by extending some of the proposed approaches for clinical decision support.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Clinical Decision Search Tasks</th>
<th>Precision Medicine Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task Type</td>
<td>Diagnosis, Test, and Treatment</td>
<td>Treatment only</td>
</tr>
<tr>
<td>Diagnosis</td>
<td>Not provided</td>
<td>Provided</td>
</tr>
<tr>
<td>Genetic Profile</td>
<td>Not provided</td>
<td>Provided</td>
</tr>
<tr>
<td>Topic Structure</td>
<td>Not structured</td>
<td>Structured</td>
</tr>
<tr>
<td>Topic Length</td>
<td>Long</td>
<td>Relatively short</td>
</tr>
<tr>
<td>Collection</td>
<td>Scientific articles</td>
<td>Scientific abstracts</td>
</tr>
<tr>
<td>Assessment</td>
<td>one-step</td>
<td>two-step</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison between clinical decision support and precision medicine search tasks.
3.2 Search for Clinical Decision Support

Clinical practitioners perform search tasks to look for relevant scientific articles which can assist them in making clinical decisions in regards to their patients. Clinical decision search tasks represent one category of those tasks which focuses on answering a wide range of clinical questions about providing better care to patients. For instance, clinicians might be interested in finding what the potential diagnoses are for a patient knowing a set of symptoms he or she presents, or they may be interested to know which of the lab exams and physical exams should be performed and how to recommend the right treatments for patients. Clinical decision support search tasks generally differ from other kinds of search tasks in that they target the general practice of medicine which makes these tasks ideal for simulating information seeking tasks performed by primary practitioners and physicians at intensive care units (ICUs).

In this section, we briefly describe the task and the data set we use to simulate the tasks described above. Then, we describe several reformulation approaches aiming to increase the effectiveness of those search tasks. Later in this section, we present our evaluation of the proposed approaches and provide some analysis and discuss our results.

3.2.1 Retrieval Task and Data

We use the collection and the test queries used in the TREC Clinical Decision Support (CDS) track for 2014, 2015, and 2016 tasks [104]. The collection contains over 1.25 million biomedical articles that are extracted from PubMed central. The provided test topics include 30 topics for each year (90 topics in total). Each topic represents typical information seeking task requested by clinicians in the form of a summary of patient’s medical history which includes main findings, lab test, and if any previous treatments. The provided topics are categorized based on their clinical objective into three types: diagnosis, test, and treatment. Table 3.2 shows a sample of the topics we use in this work.
As discussed in Section 2.2.1.2, the TREC CDS track aims to simulate search in clinical settings. The participants in this track build their systems using various IR approaches and then submit their results (i.e., lists of potentially relevant documents) with respect to each query. Then, the submissions of all participants are judged by TREC assessors based on the relevance of those returned documents using a three-point scale with 0 representing “definitely not relevant document”, 1 representing “potentially relevant document”, and 2 represents “definitely relevant document”. The results are then evaluated using standard IR metrics such as precision at rank k (P@k) [30] and normalized discounted cumulative gain at rank k (nDCG@k) [58].

<table>
<thead>
<tr>
<th>Topic Type</th>
<th>Clinical Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnosis</td>
<td>58-year-old woman with hypertension and obesity presents with exercise-related episodic chest pain radiating to the back.</td>
</tr>
<tr>
<td>Test</td>
<td>40-year-old woman with severe right arm pain and hypotension. She has no history of trauma and right arm exam reveals no significant findings.</td>
</tr>
<tr>
<td>Treatment</td>
<td>63-year-old heavy smoker with productive cough, shortness of breath, tachypnea, and oxygen requirement. Chest x-ray shows hyperinflation with no consolidation.</td>
</tr>
</tbody>
</table>

Table 3.2: Sample topics for the TREC CDS track shown as summarized clinical cases.

3.2.2 Methodology

In this section, we describe our query reformulation strategy. In Section 3.2.2.1, we introduce a method for rating clinical concepts in medical cases. Then, in Section 3.2.2.2 and Section 3.2.2.3, we discuss two reformulation approaches: applying query refinements and performing MeSH expansion, respectively.
3.2.2.1 Recommendation Model

Reformulating user queries, by removing and re-weighting some of the query terms, requires some knowledge about which of these terms are important and which are not. Thus, we develop a recommender model which can help in evaluating each concept (i.e., term or phrase) and then estimate its relevance to the search task a user aims to accomplish. For instance, the model may recommend that a concept is clinically relevant, so a suitable reformulation action is whether to keep that concept or to increase its weight in the query.

We use semantic mapping as a way to gain some knowledge about the importance of the concepts used in clinical queries. Semantic mapping refers to the process of associating terms and phrases to generic “semantic types” such as behavior, clinical drug, and organism. Several tools like MetaMap [12] have been developed to use advances in NLP to analyze biomedical text and to perform semantic mapping. In this work, we use MetaMap which relies on the Unified Medical Language System (UMLS)\(^2\) to map clinical concepts to 133 distinct semantic types\(^3\). Table 3.3 illustrates the use of MetaMap to perform semantic mapping. As Table 3.3 illustrates, the semantic types that a concept exemplifies range from the very broad (e.g. “[Human]”) to the more specific (e.g. “[Body Location or Region]”). Some of these types are irrelevant to the search task, while some may be very relevant; since a concept may map to a mix of general and specific types, it is not straightforward to use these types to improve retrieval. Therefore, we apply a “weighted voting” method by which the semantic types cast “votes” as to whether a concept is important to the search task or not.

The voting approach works as follows. First, we manually place each of the 133 semantic types obtained from MetaMap into several bags: each bag has a degree of relevance and contains a subset of semantic types. For simplicity, we assume that we have three bags: \(B_1\) for semantic types which has the lowest relevance to clinical domain

\(^2\) https://www.nlm.nih.gov/research/umls

\(^3\) https://metamap.nlm.nih.gov/Docs/SemanticTypes_2013AA.txt
<table>
<thead>
<tr>
<th>Concept</th>
<th>Semantic Mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>Man</td>
<td>[Human], [Population Group], [Organism Attribute]</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>[Sign or Symptom], [Clinical Attribute]</td>
</tr>
<tr>
<td>Right calf tenderness</td>
<td>[Sign or Symptom], [Finding], [Body Location or Region]</td>
</tr>
</tbody>
</table>

**Table 3.3:** Using MetaMap to semantically map each clinical concept to several semantic types.

(e.g., temporal and geographical types), $B_2$ for semantic types with a higher relevance degree to clinical domain (e.g. human daily or recreational activities), and lastly, $B_3$ for the types with the highest relevance to clinical search domain (e.g., clinical findings, and diseases). In our selection process, 3% of semantic types (e.g., [Finding], [Injury or Poisoning], [Disease or Syndrome], and [Virus]) are assigned to $B_3$, 79% of the types (e.g., [Clinical Attribute], [Body Location or Region], and [Health care Activity]) are assigned to $B_2$, whereas the remaining 18% such as [Temporal Concept], [Geographic Area], and [Manufactured Object] are assigned to $B_1$. Then we assign weights to the bags based on their relevance to our search task in a way that the bag with the higher relevance degree will be given a higher weight than the other bags with lower relevance (i.e., $W(B_3) > W(B_2) > W(B_1)$). The selection/assignment procedure is performed manually by following previous studies such as Limsopatham et al. [70] and Palotti et al. [88] which provide some suggestion on which of the semantic types are more related to clinical decision making.

Finally, our recommendation model works by applying MetaMap to the topic summaries shown in Table 3.2; MetaMap automatically extracts “concepts” (i.e., terms and phrases), and for each concept $c$ outputs a list of possible semantic types. The presence of those types in the three bags described above is then used to compute a “voting sum” for that concept as shown in the following formula:

$$\text{Sum}(c) = \sum_{i=1}^{K} W_i C_i$$

(3.1)

$K$ represents the number of bags, and $W_i$ and $C_i$ represent the weight and the number of mapped semantic types for $c$ in bag $i$, respectively. We use the result of this voting
to decide what rating should be given to each concept. We define four ratings as a result of this sum which are computed as follows:

\[
Rate(\text{concept}_i) = \begin{cases} 
3, \text{ definitely relevant,} & \text{if } Sum(c) \geq t_3 \\
2, \text{ potentially relevant,} & \text{if } t_3 > Sum(c) \geq t_2 \\
1, \text{ potentially not relevant,} & \text{if } t_2 > Sum(c) > t_1 \\
0, \text{ definitely not relevant,} & \text{if } Sum(c) \leq t_1 
\end{cases}
\] (3.2)

In our experiments, using a partial set of the queries in Section 3.2.1 (mainly from CDS 2014) we examine several values for the bag weight \( W_i \) and the threshold \( t_j \) parameters while maximizing the retrieval effectiveness for those queries. A sample of these values is seen by setting the weights of bags such that \( W_1 = -1 \), \( W_2 = 1 \), and \( W_3 = 5 \), and by setting the thresholds such that \( t_1 = -2 \), \( t_2 = 0 \), and \( t_3 = 5 \). This allows to enforce some constraints such as a concept needs at least a sum of two negative votes to be considered “definitely not relevant” whereas it needs a sum of five positive votes to be considered “definitely relevant”. The ratings produced by the model in response to each query concept will be used by the next components in our suggested clinical search system (i.e., either query refinements or ontology-based expansion) as shown in Figure 3.1. Therefore, each component defines a set of actions to be performed in regards to each of the four ratings.

### 3.2.2.2 Query Refinement Model

Given a query and the ratings of all concepts in that query, we aim to apply suitable “refinements” to those concepts. We perform four types of refinements: remove a concept, reduce its weight, keep it with no change, or boost that concept’s weight.

#### Removing a concept

We remove each concept rated “definitely not relevant” from the target query which suggests that most of the semantic types for such concept are mapped to the types in the bag \( B_1 \). This is accomplished by excluding the removed concepts from
Figure 3.1: The main components of the proposed clinical search system including the recommendation model. Interactions between the system’s components are illustrated by arrows.

the computation of the document scoring function that is performed by the retrieval system. Generally, IR systems rank documents by computing a score for each document with respect to a given query, and in this work, we use InExpB2 divergence from randomness (DFR) model [8] which computes this score as in Equation 3.3.

\[
Score(d, Q) = \sum_{t \in Q} qtw \cdot w(t, d) \tag{3.3}
\]

\( t \) is a term in query \( Q \), \( qtw \) is the term weight in \( Q \), and \( w(t, d) \) is the term weight in document \( d \) computed as described in Section 2.1.1.

Reducing a concept’s weight

We reduce the weight of a concept if it is rated as “potentially not relevant”. This exemplifies a case when most of the mapped semantic types are shared between
the two bags $B_1$ and $B_2$. We capture this refinement by modifying Equation 3.3 as:

$$
Score(d, Q) = \sum_{t \in Q} qt w \cdot w(t, d) - \sum_{t \in Q_r} w_r \cdot w(t, d) 
$$

(3.4)

where $Q_r$ represents all the terms in a query to be reduced and $w_r$ is the reduction weight.

**Keeping a concept**

We keep a concept with no change if it receives “potentially relevant” rate as it suggests that the concept is relevant in answering the provided query.

**Boosting a concept’s weight**

We increase the weight of a concept in a given query if it is rated as “definitely relevant”. This exemplifies a case when most of the concept’s semantic types are mapped to clinically important types, so emphasizing such concept by increasing its representation in the query is expected to have a positive impact. Also, the presence of these concepts in the introductory parts of documents (e.g., abstracts) suggests that these documents are most likely to be very relevant in answering that query. Thus, we reward those documents by applying field search mechanism such that a document’s score will be boosted if the important concepts occur within the abstract field. This can be captured by modifying Equation 3.3 as:

$$
Score(d, Q) = (1 - \lambda) \times \left[ \sum_{t \in Q} qt w \cdot w(t, d) + \sum_{t \in Q_b} w_b \cdot w(t, d) \right] + \lambda \left[ \sum_{t \in Q_b} w_b \cdot w(t, d) \right] 
$$

(3.5)

where $Q_b$ represents all the terms in a query to be boosted, $w_b$ is the boosting weight, and $\lambda$ is used to balance the abstract field’s weight.
8-year-old boy with 2 days of loose stools, fever, and cough after returning from a trip to Colorado. Chest x-ray shows bilateral lung infiltrates.

Figure 3.2: Applying various refinement tasks to a clinical query. Terms that are highlighted with red, blue, black, and green represent concepts with “definitely not relevant”, “potentially not relevant”, “potentially relevant”, and “definitely relevant” ratings, respectively.

Finally, to capture all of the described refinements above (i.e, remove and re-weight query concepts), we combine all of them by modifying Equation 3.3 as follows:

\[
Score(d, Q) = (1 - \lambda) \left[ \sum_{t \in Q_r} qtw \cdot w(t, d) + \sum_{t \in Q_b} w_b \cdot w(t, d) - \sum_{t \in Q_r} w_r \cdot w(t, d) \right] + \lambda \left[ \sum_{t \in Q_b} w_b \cdot w(t, d) \right] (3.6)
\]

where \(Q_r\) represents the query after removing irrelevant terms, \(Q_b\) and \(Q_r\) represent the terms to be boosted and those to be reduced, respectively, \(w_b\) is the boosting weight, \(w_r\) is the reduction weight, and \(\lambda\) is is the abstract field’s weight. Figure 3.2 presents a three-step process of applying the proposed four refinement tasks to a clinical query which starts by annotating each of the concepts using the recommendation model and then applying the suitable refinement task.

3.2.2.3 MeSH Based Query Expansion Model

Having presented a method for removing and re-weighting concepts in a query, we now introduce a method for expanding those concepts rated most important using
MeSH library. Our method can identify that terminologies such as “hypertension” and “high blood pressure” refer to the same clinical concept which helps to reduce the ambiguity of clinical queries. The MeSH-based expansion is different from general expansion (known as pseudo-relevance feedback) in that it does not use feedback documents for obtaining expansion terms. Instead, it extracts medical concepts from a query and uses a MeSH hierarchical structure for expansion [135]. We rely on the ratings received from our recommendation model for each concept, and we expand only the concepts rated as “definitely relevant”. Figure 3.3 shows an example of applying MeSH-based expansion on a clinical query, performed by identifying candidate concepts and then expanding each concept with related terms from MeSH tree. Generally, our approach can be applied by following the steps:

1. Concept identification: use the recommendation model to identify important concepts in a query.

2. Concept MeSH matching: use Entrez programming E-utilities [102] to link each concept with its actual MeSH entry.

3. Similarity estimation: compute semantic distance between each concept and its sibling and descendant nodes in MeSH tree.

4. Concept expansion: expand each MeSH concept with its entry terms, siblings, and descendants; however, use the estimated semantic similarity and a distance threshold $\delta$ to control the expansion.

5. Weight estimation: use PubMed collection to estimate $w_{te_i}$ for each expanded concept $te_i$.

6. Expansion combination: aggregate the expanded concepts; then, combine them with the original query.

In step 1 and step 2, we identify eligible concepts and match them with their entries in MeSH tree. In step 3, we use a semantic similarity estimation approach described in Section 3.2.2.3 to control the expansion. In other words, based on a distance threshold $\delta$ between a concept and each sibling/descendant, we either eliminate or include that sibling (or descendant) in expansion. In step 4, we use both single terms and phrases for expansion. For phrases, we apply proximity search such that
Figure 3.3: Expanding query concepts with related terms from MeSH resource. Underlined and red-highlighted concepts represent concepts with “definitely relevant” rating.

two terms in a phrase (e.g., “gestational diabetes”) are allowed to be within a distance up to \( n \) words (we set \( n = 16 \)). In step 5, we use PubMed large collection (over 26 million articles) to estimate the weights of the expanded concepts. We compute the expansion weight \( wte_i \) for each concept \( te_i \) according to the following equation:

\[
    wte_i = \frac{\log DF(C, te_i)}{\sum_{j=1}^{K} \log DF(C, te_j)}
\]

(3.7)

where \( K \) represents the number of expandable concepts for each MeSH concept \( te_i \) and \( DF(C, te_i) \) represents the document frequency for concept \( te_i \) in PubMed collection.

Finally, in step 6, we aggregate the expanded terms into one list of size \( m \). Then, we combine that list with the original query; accordingly, we re-define the document score as:

\[
    Score(d, Q) = (1 - \alpha) \sum_{t \in Q} qtw \cdot w(t, d) + \alpha \sum_{te_i} wte_i \cdot w(te_i, d)
\]

(3.8)

\( m \) represents the number of the expanded terms, \( w(te_i, d) \) is the weight of MeSH term \( te_i \) in document \( d \), and \( \alpha \) is used to weight MeSH expansion with the original query.
Estimating semantic based similarity

The MeSH vocabulary resource is organized in a hierarchical structure. As shown in Figure 3.4, the top part of that hierarchy consists of very broad medical concepts such as “Anatomy”, “Mental Disorders”, and “Diseases”, whereas the very bottom of the hierarchy contains very specific concepts such as “Ankle” and “Conduct Disorder” [83]. So far, MeSH resource does not provide any guidance for how the semantic distance between concepts can be measured even though such information can be beneficial when using MeSH in the applications for disambiguation and using MeSH terms for expansion. In our work, this information is needed to control expansion in order to limit broader concepts from being over-expanded with very specific concepts. Prior work [111, 135, 82, 70] try to overcome this limitation by either restricting the expansion to some branches of MeSH tree (e.g., Diseases [C]) or by only considering descendant concepts and ignore siblings. Others apply text mining techniques on several biomedical resources to estimate the relevance of the expandable concepts [70].

In this work, we rely on semantic distance to define a threshold for controlling concept expansion. Several approaches for semantic similarity measurements have been proposed (e.g., LSA [65], PMI [26], and NGD [27, 46]). But we use an approach that
is based on disjunctive shared information (DiShIn) [33, 34] because it is designed to handle directed acyclic graphs (DAG) which makes it very suitable for handling the hierarchical structure of MeSH. DiShIn has been successfully applied to gene ontology and shown to be effective in estimating protein similarity as suggested by Couto et al. [33].

The way this approach works is by measuring the shared information content between two concepts which is performed by computing the average information content (IC) of their disjunctive ancestors. An ancestor concept is considered to be a common disjunctive (DCA) of two concepts only if it is the most informative shared ancestor among them or if the difference between the number of distinct paths from the two concepts to that ancestor is distinct from that of any other more informative ancestors. This definition allows DiShIn to handle parallel interpretations (i.e., multiple inheritances) when estimating the similarity between two concepts. To illustrate this property, consider the hierarchy of concepts in Figure 3.5. Based on DCA definition, DCA set for the concepts $C_4$ and $C_5$ contains only $C_2$ whereas DCA set for $C_5$ and $C_6$ contains both $C_2$ and $C_1$. (i.e., handling parallel interpretation of semantic relation).

Shared information content between two concepts $C_a$ and $C_b$ would be computed according to the following formula:

$$ Share(C_a, C_b) = \frac{1}{|D|} \sum_{DCA_i(C_a, C_b) \in D} IC(DCA_i(C_a, C_b)) $$

(3.9)

$D$ is the set of disjunctive common ancestors (DCA) for $C_a$ and $C_b$ and IC represents the information content which is defined as:

$$ IC(c) = - \log \left( \frac{freq(c)}{maxFreq} \right) $$

(3.10)

where $freq(c)$ is the frequency of concept $c$ and its descendants and $maxFreq$ is the maximum frequency (i.e., at the root concept). Therefore, the semantic similarity between two concepts $C_a$ and $C_b$ can be computed as:

$$ Sim(C_a, C_b) = 1 - \frac{2 \times Share(C_a, C_b)}{IC(C_a) + IC(C_b)} $$

(3.11)
As discussed in Section 3.2.2.3, the estimated similarity score $Sim$ and a threshold $\delta$ (between 0.0 and 1.0) is used to formulate a decision of whether a sibling.descendant concept can be used as an expandable for a concept $C$.

3.2.2.4 Combining Reformulation Approaches

So far, we have discussed two reformulation approaches: one by performing refinements (i.e., removing and re-weighting concepts), while the other by expanding with terms from MeSH resource. Each method can be performed independently using the ratings received from the recommendation (i.e., applying each type of reformulations result in a ranked list of biomedical articles). In this section, we discuss how to combine the results of the two approaches into one ranked list using some ranking fusion methods.

Two types of rank fusion methods are commonly used to aggregate retrieval results from several IR systems. Score-based methods use the document score from different IR systems as a base to perform fusion; as an example, CombSUM and CombMAX use the document score from each IR system for combination by either computing a simple summation or choosing the maximum score, respectively [40]. On the hand, rank-based fusion methods rely on the rank of each document in several lists to compute a virtual document score that is ultimately used to rank that document in the final list. Generally, rank-based methods are shown to be effective in combining
ranked lists as they are comparable to other types like “learning to rank” strategies which are suggested by Cormack et al. [32] and Macdonald et al. [74].

Later, in our experiments shown in Section 3.2.3.2, we will examine several rank fusion approaches. For score-based methods, we consider CombSUM which is defined as:

\[
\text{CombSUM}(i) = \sum_{k=1}^{N(i)} \text{Score}_k(i)
\]

where each of CombMAX(i) and CombSUM(i) represents the combined score for document \(i\), \(N(i)\) is the number of ranked lists that document \(i\) appears in, and \(\text{Score}_k(i)\) is the score of document \(i\) in ranking list \(k\). For rank-based methods, we will exam two approaches Reciprocal Rank Fusion (RRF) [32, 131] and Inverse Square Rank (ISR) [82]. They are defined as follows:

\[
\text{RRF}(i) = \sum_{k=1}^{N(i)} \frac{1}{60 + R_k(i)}
\]

\[
\text{ISR}(i) = N(i) \times \sum_{k=1}^{N(i)} \frac{1}{R_k(i)^2}
\]

where each of \(\text{RRF}(i)\) and \(\text{ISR}(i)\) represents combined score for document \(i\), \(N(i)\) is the number of ranked lists that document \(i\) appears in, and \(R_k\) is the rank of document \(i\) in ranking list \(k\).

3.2.3 Evaluation

In this section, we describe our evaluation of the two proposed reformulation methods. We start by defining our experimental designs and settings. Then, we present our results and finally, provide some analysis and discussion.

3.2.3.1 Experimental Settings

We use the topic sets for the TREC CDS track 2014, 2015, and 2016 as described in Section 3.2.1. The topic sets consist of 60 synthetic cases for general practice patients that were used in 2014 and 2015 tasks (30 cases for each year) in addition to actual
Stroke in hereditary hemorrhagic telangiectasia patients. New evidence for repeated screening and early treatment of pulmonary vascular malformations: two case reports.

Paradoxical embolism due to pulmonary arteriovenous malformations is the main mechanism of brain infarction in patients with hereditary hemorrhagic telangiectasia.

Hereditary hemorrhagic telangiectasia (HHT) is an autosomal dominant disease with variable penetrance and an estimated prevalence of 1/5000. Strokes are a major complication, occurring in 10 to 19% of HHT patients. Paradoxical embolism due to pulmonary arteriovenous malformations (PAVMs), which are present in approximately 15-50% of patients with HHT.

Figure 3.6: An example of a processed biomedical article which contains the most informative fields.

30 cases taken from admission notes for ICU (Intensive Care Unit) patients which were used in 2016 task. We index the target collection using Terrier [85] by applying default indexing settings such as Porter stemmer and the default stopword list. Each document (i.e., article) is fully indexed by extracting all the textual content including title, abstract, paragraphs, subheadings, and figure labels. Ultimately, each document is represented by the four fields: <DOCNO>, <TITLE>, <ABSTRACT>, and <BODY>. Figure 3.6 illustrates a sample biomedical article after extracting the four fields.

We perform retrieval using a baseline that relies on InExpB2 DFR retrieval model. Also, we apply pseudo relevance feedback (PRF) query expansion that is based on KL divergence [8]. We set expansion parameters such that we expand each query with 110 terms from the top 5 documents as suggested in [6].

For MeSH expansion, we follow the description of DiShIn [33] to apply semantic similarity estimation. Specifically, we parse the original MeSH resource file (contains 27,883 concepts) and create a filtered set of attributes for each concept (e.g., concept
heading, terms, and tree IDs) which allows to load and manipulate MeSH data during runtime efficiently. Due to the way the concepts are arranged in MeSH tree using alphabetic IDs (e.g., C02.440.420 and C02.440.440 represent tree ids for Hepatitis A and C, respectively and both have the same parent Hepatitis with id C02.440), the estimation of semantic similarity using disjunctive common ancestors is even more time-efficient than the original DiShIn presented in [33].

For parameter selection, we set the parameters $\lambda$, $\alpha$, $\delta$, $w_b$, and $w_r$ in our reformulation approaches described in Section 3.2.2 using six-fold cross-validation with P10 metric. This means for each topic set; we use six-fold cross-validation to train these parameters such that in each fold we train with 25 topics and test with 5. We select parameter values that give the highest average performance across the six testing folds. Lastly, we perform additional experiments to examine the effectiveness of combining search results from different reformulation approaches using rank fusion methods such as CombSUM, CombRRF, and CombISR. The results of all these experiments will be discussed in the next section.

3.2.3.2 Results and Analysis

We apply the two query reformulation tasks (i.e., query refinements and MeSH expansion) discussed in Section 3.2.2 to the three topic sets 2014, 2015, and 2016, and we compare our results to a baseline system that uses InExpB2 model and KL query expansion. Table 3.4 summarizes the results of our experiments using P@5, P@10, and nDCG@10 [30] as main evaluation metrics. Also, Figure 3.7 shows the precision-recall graph which compares the different reformulation approaches and the baseline by plotting the relationship between precision and recall. Lastly, Figure 3.8 presents a performance comparison at query-level between each method and the baseline using P@10 as the main comparison metric.

From Table 3.4, Figure 3.7, and Figure 3.8, one can see that applying query refinements by removing and re-weighting some of the query terms can lead to significant performance improvement. More specifically, for the two topic sets CDS 2014 and
Table 3.4: Performance results of applying two reformulation approaches on TREC CDS topics. Statistical significance (paired t-test) over the baseline is denoted by * for \( p < 0.05 \) and ** for \( p < 0.01 \). Bold-faced values represent the approaches with maximum performance.

CDS 2016, we observe a substantial performance increase over the baseline climbing up to 22.8% increase with P@5, 20.9% with P@10, and 17.4% with nDCG@10 for 2014 topics whereas for 2016 topics, the performance increase is 16.7% with P@5, 13.3% with P@10, and 7.0% with nDCG@10 metric. Also, looking at Figure 3.8(a), we can see that applying query refinements is consistent on the two topic sets (topics 1–30, and topics 61–90) resulting in a positive impact for about half of the topics in each topic set. In addition, by performing paired one-sided t-test on those results, this improvement is shown to be statistically significant for both 2014 and 2016 topics (i.e., \( p < 0.01 \) for P@5 and P@10 metrics, and \( p < 0.05 \) for nDCG@10 considering CDS 2014 topics whereas for 2016 topics, \( p < 0.05 \) for P@5 and P@10).
Moreover, our refinement approach has an upper bound (i.e., best as indicated in Table 3.4) which can achieve over 45% performance increase when many training
Figure 3.8: Per query performance comparison with P@10 for each of the reformulation approaches and the baseline. Two cases are considered for selecting reformulation parameters.

samples are available and when selecting parameters using approaches such as feature based learning approaches. On the other hand, for the topics used in 2015 CDS task, the performance improvement is lower than both 2014 and 2016, and in fact looking at the case of setting parameters with cross-validation, only nDCG@10 shows a slight increase over our baseline. Later in this section, we will address how the impact of the proposed refinements can vary based on the used topic set.
Likewise, applying our MeSH expansion approach led to a noticeable improvement over the baseline. In particular, for 2014 topics, the performance increase is shown to be 10.5% with P@5 metric, 11.4% with P@10, and 21.1% with nDCG@10. Also, for 2016 topics, the improvement over the baseline is 23.8% with P@5, 9.6% with P@10, and 8.5% with nDCG@10. Moreover, as indicated by Figure 3.8(a), we see that the positive impact of this approach seems to be present and shown to result in improving at least a third of the topics for each set. Similar to the results discussed above, our proposed MeSH expansion has the potential to be enhanced by reaching an upper bound of over 35% performance increase. Another observation is that the effectiveness of applying MeSH expansion to 2015 topics is shown to be lower than the other topic sets as discussed for the case of applying query refinements as indicated above.

To understand why the effect of those approaches may vary from one topic set to another, we perform further analysis by looking into the differences between the topic sets and to how the reformulations are applied to each set individually. One clear difference is the length (in terms) among the topic sets as it has been shown that topics for 2015 task tend to be very short (average query length is 15.8 terms) compared to 2014 and 2016 sets (average query length is 19.6 terms for 2014 and 23.33 terms for 2016). The length of queries correlates very well with the average retrieval performance of the baseline used to answer each topic set (i.e., before applying reformulations), suggesting that there is an observed negative impact on the performance due to longer queries (i.e., long queries tend to be more difficult than short queries), which is also suggested by He et al. [51] and others [89, 103]. Moreover, we observe another difference between the sets by looking into the topics after applying reformulations. Our results show that among those sets, the topics for 2015 are confirmed to contain very few terms that are categorized as either “not relevant” or “potentially not relevant” which suggests that these topics are written more concisely, making the important, and the potentially important clinical concepts to be well represented. Therefore, these topics are easier to retrieve even without applying reformulations (in fact, applying reformulation might
Lastly, to confirm that there is indeed a difference between topic sets in regards to difficulty and easiness, we consider computing query performance predictors for each topic set. These predictors evaluate the easiness of each query such that when a predictor’s value is high, the retrieval performance is estimated to be high and, therefore, a query is assumed to be easy, whereas when the value is low, the query is assumed to be difficult. In Table 3.5, we show that the topics for 2015 have higher values (i.e., easier) than both 2014 and 2016 with six predictors out of the eight predictors (clarity [51], scope [51], AvgPMI [50], AvgICTF [51], AvgNGD [27], WIG [134], QF [134], and SCQ [133]) used in this analysis.

### Combining Reformulation Approaches

The last set of experiments we conduct is by applying several rank fusion methods to combine the two reformulation approaches, query refinements and MeSH expansion, and generate a single list of search results for each given query. In our experiments, we use three rank fusion methods, CombSUM, CombRRF, and CombISR, described in Section 3.2.2.4. The results of our evaluation are presented in Table 3.6 with P@5, P@10, and nDCG@10 as main evaluation measurements.

Comparing our results in Table 3.6 to those discussed previously in Table 3.4, we see that applying rank fusion methods has led to more inconsistent results, improving retrieval effectiveness for one metric while degrading the effectiveness for the others. For instance, when combining search lists generated with best settings for the two

<table>
<thead>
<tr>
<th>Task</th>
<th>Length</th>
<th>Clarity</th>
<th>Scope</th>
<th>AvPMI</th>
<th>AvICTF</th>
<th>AvNGD</th>
<th>WIG</th>
<th>QF</th>
<th>SCQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014</td>
<td>19.6</td>
<td>8.6</td>
<td>0.20</td>
<td>6.0</td>
<td>12.8</td>
<td>0.72</td>
<td>6.0</td>
<td>0.22</td>
<td>33.5</td>
</tr>
<tr>
<td>2015</td>
<td>15.8</td>
<td>9.4</td>
<td>0.22</td>
<td>6.2</td>
<td>13.3</td>
<td>0.70</td>
<td>6.3</td>
<td>0.23</td>
<td>35.1</td>
</tr>
<tr>
<td>2016</td>
<td>23.3</td>
<td>8.9</td>
<td>0.19</td>
<td>5.8</td>
<td>11.1</td>
<td>0.86</td>
<td>5.2</td>
<td>0.20</td>
<td>35.3</td>
</tr>
</tbody>
</table>

**Table 3.5:** Estimation of query difficulty for TREC CDS topics. Underlined values represent statistics with higher performance prediction (i.e., lowest difficulty).
## Table 3.6: Performance results of applying three rank fusion approaches CombSUM, CombRRF, and CombISR on TREC CDS topics. Bold-faced values represent the approaches with maximum performance.

<table>
<thead>
<tr>
<th>CDS 2014</th>
<th>Approach</th>
<th>P@5</th>
<th>%Δ</th>
<th>P@10</th>
<th>%Δ</th>
<th>nDCG@10</th>
<th>%Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.3800</td>
<td>-</td>
<td>0.3500</td>
<td>-</td>
<td></td>
<td>0.2899</td>
<td>-</td>
</tr>
<tr>
<td>CombSUM Fusion (cv)</td>
<td>0.4533</td>
<td>+19.3%</td>
<td>0.4233</td>
<td>+20.9%</td>
<td>0.3478</td>
<td>+20.0%</td>
<td></td>
</tr>
<tr>
<td>CombRRF Fusion (cv)</td>
<td>0.4467</td>
<td>+17.5%</td>
<td>0.4200</td>
<td>+20.0%</td>
<td>0.3453</td>
<td>+19.1%</td>
<td></td>
</tr>
<tr>
<td>CombISR Fusion (cv)</td>
<td>0.4333</td>
<td>+14.0%</td>
<td>0.4333</td>
<td>+23.8%</td>
<td>0.3580</td>
<td>+23.5%</td>
<td></td>
</tr>
<tr>
<td>CombSUM Fusion (best)</td>
<td>0.4933</td>
<td>+29.8%</td>
<td>0.4311</td>
<td>+23.2%</td>
<td>0.3747</td>
<td>+29.3%</td>
<td></td>
</tr>
<tr>
<td>CombRRF Fusion (best)</td>
<td>0.4733</td>
<td>+24.6%</td>
<td>0.4433</td>
<td>+26.7%</td>
<td>0.3740</td>
<td>+29.0%</td>
<td></td>
</tr>
<tr>
<td>CombISR Fusion (best)</td>
<td>0.4533</td>
<td>+19.3%</td>
<td>0.4333</td>
<td>+23.8%</td>
<td>0.3678</td>
<td>+26.9%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CDS 2015</th>
<th>Approach</th>
<th>P@5</th>
<th>%Δ</th>
<th>P@10</th>
<th>%Δ</th>
<th>nDCG@10</th>
<th>%Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.4467</td>
<td>-</td>
<td>0.4100</td>
<td>-</td>
<td></td>
<td>0.2706</td>
<td>-</td>
</tr>
<tr>
<td>CombSUM Fusion (cv)</td>
<td>0.4333</td>
<td>-3.0%</td>
<td>0.4067</td>
<td>-1.0%</td>
<td>0.2675</td>
<td>-1.1%</td>
<td></td>
</tr>
<tr>
<td>CombISR Fusion (cv)</td>
<td>0.4333</td>
<td>-3.0%</td>
<td>0.4167</td>
<td>+1.0%</td>
<td>0.2747</td>
<td>+1.5%</td>
<td></td>
</tr>
<tr>
<td>CombISR Fusion (cv)</td>
<td>0.4200</td>
<td>-6.0%</td>
<td>0.4033</td>
<td>-1.6%</td>
<td>0.2734</td>
<td>+1.0%</td>
<td></td>
</tr>
<tr>
<td>CombSUM Fusion (best)</td>
<td>0.4600</td>
<td>+3.0%</td>
<td>0.4400</td>
<td>+7.3%</td>
<td>0.2967</td>
<td>+9.6%</td>
<td></td>
</tr>
<tr>
<td>CombRRF Fusion (best)</td>
<td>0.4667</td>
<td>+4.5%</td>
<td>0.4467</td>
<td>+9.0%</td>
<td>0.2992</td>
<td>+10.6%</td>
<td></td>
</tr>
<tr>
<td>CombISR Fusion (best)</td>
<td>0.4333</td>
<td>-3.0%</td>
<td>0.4467</td>
<td>+9.0%</td>
<td>0.2974</td>
<td>+9.9%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CDS 2016</th>
<th>Approach</th>
<th>P@5</th>
<th>%Δ</th>
<th>P@10</th>
<th>%Δ</th>
<th>nDCG@10</th>
<th>%Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.2800</td>
<td>-</td>
<td>0.2767</td>
<td>-</td>
<td></td>
<td>0.1964</td>
<td>-</td>
</tr>
<tr>
<td>CombSUM Fusion (cv)</td>
<td>0.3267</td>
<td>+16.7%</td>
<td>0.3033</td>
<td>+9.6%</td>
<td>0.2050</td>
<td>+4.4%</td>
<td></td>
</tr>
<tr>
<td>CombISR Fusion (cv)</td>
<td>0.3133</td>
<td>+11.9%</td>
<td>0.3033</td>
<td>+9.6%</td>
<td>0.2060</td>
<td>+4.9%</td>
<td></td>
</tr>
<tr>
<td>CombISR Fusion (cv)</td>
<td>0.3533</td>
<td>+26.2%</td>
<td>0.3100</td>
<td>+12.0%</td>
<td>0.2096</td>
<td>+6.7%</td>
<td></td>
</tr>
<tr>
<td>CombSUM Fusion (best)</td>
<td>0.3600</td>
<td>+28.6%</td>
<td>0.3367</td>
<td>+21.7%</td>
<td>0.2306</td>
<td>+17.4%</td>
<td></td>
</tr>
<tr>
<td>CombRRF Fusion (best)</td>
<td>0.3667</td>
<td>+31.0%</td>
<td>0.3200</td>
<td>+15.6%</td>
<td>0.2285</td>
<td>+16.3%</td>
<td></td>
</tr>
<tr>
<td>CombISR Fusion (best)</td>
<td>0.3467</td>
<td>+23.8%</td>
<td>0.3633</td>
<td>+31.3%</td>
<td>0.2382</td>
<td>+21.2%</td>
<td></td>
</tr>
</tbody>
</table>

In summary, when applying rank fusion approaches to CDS topics, we see that in many cases, the effectiveness of P@5 seems to be slightly improved compared to if each single reformulation approach is used. In contrast, for P@10 and nDCG@10, we observe a significant performance reduction reaching up to 11.34% compared to if one of the two reformulation approaches is used by its own. One interesting observation is that even when the effectiveness of ranking fusion is not the highest among each individual approach, the resulting performance
tends to be at an average point of the performance of the two individual reformulations. This actually suggests in the worst case, the resulting performance of the rank fusion methods will not be worse than the minimum of the two reformulation approaches.

3.3 Precision Medicine Search Tasks

In Section 3.2, we introduced and discussed clinical decision search tasks. Also, we described two approaches for applying query reformulations on these search tasks: query refinements and MeSH expansions. In this section, we provide a brief introduction of search tasks for precision medicine. Furthermore, we examine and study the application of reformulation approaches to this category of search tasks as well.

Generally, search tasks for precision medicine differ from clinical decision support tasks in that they focus on answering clinical questions that are more specific to certain medical conditions or a certain group of patients while taking into considerations some individualized aspects of the patients such as genetic, environmental, and social profiles. Particularly, in this work, we consider only the tasks which focus on assisting clinicians (mainly oncologists) to search and retrieve relevant biomedical articles which help in providing better treatments to patients diagnosed with cancer.

In the next few sections, we describe the dataset we use for this task, and we discuss how to extend our proposed approaches to those tasks.

3.3.1 Retrieval Task and Data

We use the collection and the test queries provided in the TREC Precision Medicine (PM) track for 2017 task [94, 112]. The collection contains over 27 million scientific abstracts which represent PubMed large collection. The topics used in this task were prepared by oncologists at the University of Texas MD Anderson Cancer center and consisted of 30 structured clinical cases for patients diagnosed with different types of cancer. Each case describes very precise information about a given patient which includes demographic information (such as age and sex), type of cancer, one or more gene variant, and any other significant information. The focus of the task is to
<table>
<thead>
<tr>
<th>ID</th>
<th>Patient Case</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Disease:</strong> Liposarcoma</td>
</tr>
<tr>
<td></td>
<td><strong>Gene:</strong> CDK4 Amplification</td>
</tr>
<tr>
<td></td>
<td><strong>Demographic:</strong> 38-year-old male</td>
</tr>
<tr>
<td></td>
<td><strong>Other:</strong> GERD</td>
</tr>
<tr>
<td>Case 1</td>
<td><strong>Disease:</strong> Breast cancer</td>
</tr>
<tr>
<td></td>
<td><strong>Gene:</strong> FGFR1 Amplification, PTEN (Q171)</td>
</tr>
<tr>
<td></td>
<td><strong>Demographic:</strong> 67-year-old female</td>
</tr>
<tr>
<td></td>
<td><strong>Other:</strong> Depression, Hypertension, Heart Disease</td>
</tr>
<tr>
<td>Case 12</td>
<td><strong>Disease:</strong> Colon cancer</td>
</tr>
<tr>
<td></td>
<td><strong>Gene:</strong> BRAF (V600E)</td>
</tr>
<tr>
<td></td>
<td><strong>Demographic:</strong> 35-year-old male</td>
</tr>
<tr>
<td></td>
<td><strong>Other:</strong> None</td>
</tr>
</tbody>
</table>

Table 3.7: Example topics from the TREC Precision Medicine Track shown as structured clinical cases.

find biomedical articles which can be relevant in assisting oncologists in treating their patients. Table 3.7 shows a sample of the topics we use in this work.

Similar to the other TREC tracks, the participants in this track were asked to examine a variety of IR approaches and then submit their results (i.e., lists of potentially relevant documents) concerning each query. Then, following typical TREC procedures, the submissions of all participants were judged by TREC assessors based on the relevance of those returned documents. However, instead of the one-step assessment process that is performed in TREC CDS track (described in Section 3.2.1), the track’s organizers have chosen to perform two-tiered assessment [113, 94]. The process was applied such that first, a manual assessment was made by the human assessors based on several categories for each result (e.g., is it an animal or human PM article? does it contain the exact or general disease?), then a relevance score was assigned to the result based on its categorization. Finally, each document will have either 0, 1, and 2 such that 0, the lowest score, represents “definitely not relevant document” whereas 2, the highest, is representing “definitely relevant document”.
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3.3.2 Extending Query Reformulations on Precision Medicine

Before applying any of the proposed reformulation approaches in Section 3.2.2, we want to discuss some of the main differences between the two search tasks. We assume that this difference between the two tasks may affect the deployment of the reformulation approaches from one task to another.

One fundamental difference between the two tasks is the type of information need requested by healthcare practitioners. One one hand, in clinical decision search tasks, we assume that the clinicians would be interested in a wide range of clinical questions such as the potential diagnosis for a given patient knowing the set of symptoms he or she exemplifies, the lab and physical testings that clinicians need to perform to rule out some possible conditions, and the available procedures and medical operations for treatment. In all of these questions, we expect that part of the performed search task is to find the right diagnoses of the patient. On the other hand, in search tasks for precision medicine, we assume that the given clinical question would be very precise on finding the available treatment plans for the given patient. Also, we suppose that clinicians would know in advance the right diagnosis for the patient as a result from previous information seeking tasks (we may think that clinical decision support search tasks were completed at an early stage to assist in finding diagnoses, then precision medicine search tasks are performed at a later stage to seek treatments).

In addition, due to the fact that precision medicine is specific to a particular group of patients (i.e., with cancer diseases), we expect the provided information need in regards to those patients to share some common attributes (e.g., age, sex, cancer type, and gene variant), leading to the possibility of writing patients’ medical cases in more structured way and a shorter form compared to the cases for general medicine. This consequently will also result in changing some settings and assumptions about the task itself such as the way to perform evaluations, and how to decide whether a given article is relevant or not.
To summarize, we may be able to extend some of the previously proposed approaches for general clinical decision search tasks; however, some alterations and assumptions should be considered to make these approaches suitable for search tasks in precision medicine. In the next section, we explain how we modify our methods and extends them to the new search task.

### 3.3.3 Methodology

Having presented some discussions about the main differences between the two clinical search tasks, in this section, we describe how to extend some of the previously proposed reformulation strategies. We mainly focus on query refinements and applying ontology expansions.

#### 3.3.3.1 Query Refinements

Similar to what we described in Section 3.2.2.2, we focus on applying a set of refinement tasks to enhance the representation of clinical queries by highlighting the most relevant content in those queries. For a given concept in a query, we consider applying three refinement tasks: reducing a concept’s weight, keeping a concept, and boosting a concept’s weight (due to the short length of the queries, we do not consider removing any of their concepts).

**Reducing a concept’s weight**

We reduce the weights of the concepts which exemplify low importance to the clinical search task. In particular, for this refinement task, we consider the concepts which describe demographic information (e.g., age and sex) as they are expected to have the lower contribution in finding treatment options for cancer patients. We can identify concepts related to the age and the sex of the patients by either extracting them directly from `<demographic>` field or applying semantic mapping with MetaMap in the case the provided query is not structured (i.e., age is extracted from [Temporal Concept] mapping whereas sex is extracted from [Organism Attribute]).
Boosting a concept’s weight

We increase the weights of all the concepts that are expected to be essential in finding the potential treatment plans for cancer patients. More specifically, we consider both the type of cancer disease, and the gene variant to be significantly important, so we boost the weights of their terms in the original query. Similar to what we described above, we identify diseases and genes in clinical cases by extracting them from their corresponding fields <disease> and <gene>, respectively, or by applying semantic mapping with MetaMap (disease is extracted from [Neoplastic Process] semantic type, while gene is extracted from [Cell or Molecular Dysfunction]).

Keeping a concept

The concepts that are included in the <other> field of a precision medicine case can describe several aspects of a patient’s health such as any additional conditions, symptoms, and the status of the current cancer stage. We assume that these concepts might be potentially relevant in seeking the right cancer treatments; however, due to the variety of information which can be included in the <other> field, it might not be easy to decide which are more relevant and which are not. Therefore, for simplicity, we choose to keep all of these concepts without applying neither boosting nor weight reduction.

Finally, to capture all of these refinements in our ranking model, we slightly modify Equation 3.6 in Section 3.2.2.2 as follows:

$$\text{Score}(d, Q) = \left[ \sum_{t \in Q} q tw \cdot w(t, d) + w_{b1} \cdot \sum_{t \in Q_{b1}} w(t, d) + \sum_{t \in Q_{b2}} w_{b2} \cdot w(t, d) - \sum_{t \in Q_r} w_r \cdot w(t, d) \right]$$

(3.15)

where $Q$ represents the set of all query terms, $Q_{b1}$ and $Q_{b2}$ represent terms associated with diseases and genes, respectively, $Q_r$ represents the terms associated with demographic attributes, $w_{b1}$ and $w_{b2}$ are boosting weight, and $w_r$ is the reduction weight. In Figure 3.9, we show a three-step process for applying the proposed refinement tasks.
54-year-old female with breast cancer, PTEN loss, and congestive heart failure.

<table>
<thead>
<tr>
<th>Original Query</th>
</tr>
</thead>
<tbody>
<tr>
<td>54-year-old female with breast cancer, PTEN loss, and congestive heart failure.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Concept Identification</th>
</tr>
</thead>
<tbody>
<tr>
<td>(54-year-old female)^1-b with (breast cancer)^1+b, (PTEN loss)^1+b, and congestive heart failure.</td>
</tr>
</tbody>
</table>

**Figure 3.9:** Applying various refinement tasks to a query for precision medicine. Terms that are highlighted with blue represent demographic information whereas terms highlighted with green represent disease and gene attributes.

to a sample clinical query which starts by identifying each of the concepts and then applying the suitable refinement tasks.

### 3.3.3.2 Ontology Based Expansions

We consider two methods for reducing the ambiguity of concepts in clinical queries. First, we expand each cancer disease with its related names from MeSH library consisting of over 27 thousand concepts. Then, we expand each gene variant with its other names from Genetics Home Reference resource which contains over 1400 referenced genes, which are sorted by the alphabetic order of their names.

For MeSH expansion, we follow our approaches described in Section 3.2.2.3 to expand and re-weight each of the identified diseases. Also, to limit the effect of query drift, we only consider the condition identified in `<disease>` field. Likewise, for gene expansion, we follow the same procedure, but we replace MeSH with Genetics Home Reference resource, and we expand all the genes in `<gene>` field. Figure 3.10 and Figure 3.11 illustrate the process of extracting diseases and genes from clinical cases and then

---

expanding them with their related terms from MeSH and Genetics Home Reference, respectively.

3.3.4 Evaluation

In this section, we describe our evaluation of applying reformulation approaches on search tasks for precision medicine. First, we discuss our experimental designs and settings. Then, we present our results and provide some analysis and discussion.

3.3.4.1 Experimental Settings

The target collection used for this task consists of a recent snapshot of PubMed abstracts (about 27 million titles) as well as a sample of the abstracts from AACR and ASCO proceedings (over 70 thousands titles). In our indexing, we performed an additional step for cleaning the data set by removing all the empty documents in the collection (i.e., documents with title but no abstract text). This result in a total of 16,857,746 abstracts. Then, as shown in Figure 3.12, for each XML document, we extracted the three fields `<DOCNO>`, `<TITLE>`, and `<ABSTRACT>` from their corresponding tags and created a ready-to-index TREC document. Lastly, we used Terrier to build
an index for all the resulted documents and we apply default indexing settings such as Porter stemming algorithm and default stopword list.

For retrieval, the strategy we follow is similar to what is discussed in Section 3.2.3.1. Specifically, we use a baseline that relies on $InExpB2$ DFR retrieval model, but we do not use pseudo relevance feedback (PRF) as it has shown to degrade the retrieval performance. Furthermore, we apply MeSH disambiguation by expanding with only cancer diseases in each of the queries. Likewise, we expand each of the gene names with their other names using Genetics Home Reference resource that is provided by NLM.

We set the parameters in each of the reformulation approaches used in our experiments by applying six-fold validation with P10. In each fold, we train with 25 topics and test with 5, and then, we select parameter values that give the highest average performance across the six testing folds. Also, to show the upper bound performance of our approaches, we set parameter values to their best settings such that retrieval effectiveness is maximized.
Protein interactions during assembly of the enamel organic extracellular matrix.

Enamel is the outermost covering of teeth and contains the largest hydroxyapatite crystallites formed in the vertebrate body. Enamel forms extracellularly through the ordered assembly of a protein scaffolding that regulates crystallite dimensions. The two most studied proteins.....
Figure 3.13: Comparison of Precision-Recall (averaged among 30 queries) for several reformulation approaches and the baseline is shown for selecting parameters with cross validation (left) and choosing the best settings (right).

<table>
<thead>
<tr>
<th>Approach</th>
<th>P@5</th>
<th>%Δ</th>
<th>P@10</th>
<th>%Δ</th>
<th>nDCG@10</th>
<th>%Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.4133</td>
<td>-</td>
<td>0.4033</td>
<td>-</td>
<td>0.3812</td>
<td>-</td>
</tr>
<tr>
<td>Weight reduction (cv)</td>
<td>0.4866*</td>
<td>+17.7%</td>
<td>0.4466*</td>
<td>+10.7%</td>
<td>0.4309*</td>
<td>+13.0%</td>
</tr>
<tr>
<td>Query refinements (cv)</td>
<td>0.5066*</td>
<td>+22.6%</td>
<td>0.4833**</td>
<td>+19.8%</td>
<td>0.4575**</td>
<td>+20.0%</td>
</tr>
<tr>
<td>MeSH expansion (cv)</td>
<td>0.4600</td>
<td>+11.3%</td>
<td>0.4567*</td>
<td>+13.2%</td>
<td>0.4252*</td>
<td>+11.5%</td>
</tr>
<tr>
<td>Gene expansion (cv)</td>
<td>0.4066</td>
<td>-1.6%</td>
<td>0.4033</td>
<td>+0.0%</td>
<td>0.3836</td>
<td>+0.6%</td>
</tr>
<tr>
<td>Weight reduction (best)</td>
<td>0.4800*</td>
<td>+16.1%</td>
<td>0.4500*</td>
<td>+11.6%</td>
<td>0.4340*</td>
<td>+13.8%</td>
</tr>
<tr>
<td>Query refinements (best)</td>
<td>0.5467**</td>
<td>+32.3%</td>
<td>0.5933**</td>
<td>+47.1%</td>
<td>0.5429**</td>
<td>+42.4%</td>
</tr>
<tr>
<td>MeSH expansion (best)</td>
<td>0.5133**</td>
<td>+24.2%</td>
<td>0.5333**</td>
<td>+32.2%</td>
<td>0.4781**</td>
<td>+25.4%</td>
</tr>
<tr>
<td>Gene expansion (best)</td>
<td>0.4333</td>
<td>+4.8%</td>
<td>0.4566*</td>
<td>+13.2%</td>
<td>0.4208*</td>
<td>+10.4%</td>
</tr>
</tbody>
</table>

Table 3.8: Performance results of applying several reformulation approaches on TREC PM topics. Statistical significance (paired t-test) over the baseline is denoted by * for $p < 0.05$ and ** for $p < 0.01$. Bold-faced values represent the approaches with maximum performance.
baseline reaching up to 22.6% performance increase with P@5, 19.8 % with P@10, and 20.0% with nDCG@10 (statistically significant with for all three metrics), and to an upper bound performance up 47% over the baseline. It also resulted in a positive performance impact for up to 19 queries (out of 30) as shown in Figure 3.14(a). Moreover, even when considering applying only a single refinement task (i.e., weight reduction), our approach seems to be very useful and can result in a significant improvement achieving up to 17.7% performance increase (statistically significant for all metrics).

For applying concept expansion using the domain-specific ontology, our results are shown to be less consistent than applying query refinements. On the one hand, we see that using MeSH resource to expand diseases with their related terms resulted in a significant performance improvement achieving performance increase of 11.3% with P@5, 13.2% with P@10, and 11.5% with nDCG@10 over the baseline (statistically significant for P@10 and nDCG@10). Also, as shown in Figure 3.14(a), this approach resulted in a positive impact of at least 13 topics out of the 30 topics included in the dataset. On the other hand, taking the same approach, but expanding gene names with their different names from Genetics Home Reference resource is shown to have no effect on our topic set, but when tuning the reformulation parameters and selecting their best settings, we see an upper bound of this approach reaching up to 13.2% performance increase.

One reason to explain this effect is because of the fact that the provided gene symbols are more standardized than the disease names found in MeSH resource, and in fact, it is rare to find an abstract which discuss some aspects of a certain gene without mentioning the standardized symbol for that gene. In other words, we would expect a noticeable impact of our gene disambiguation only when the clinical cases contain some gene names other than the standard symbols. To summarize, looking at Figure 3.13 and Figure 3.14, we see a real impact of applying different sets of reformulation approaches to precision medicine queries. Similar to what we discussed for clinical decision support queries in Section 3.2.3.2, both query refinements and MeSH expansions seem to have
Figure 3.14: Per query performance comparison with P@10 for each of the reformulation approaches and the baseline. Two cases are considered for selecting reformulation parameters.

more significant effect in promoting retrieval effectiveness for this category of search tasks.
3.4 Conclusions

In this chapter, we explored the effectiveness of applying a diverse set of query reformulations to promote search tasks for the clinical domain. Mainly, we presented two approaches, query refinements and ontology-based expansion, which can be used to replace manual query re-writing. In our experiments, using two variety of clinical search tasks, we showed that using those reformulations with some powerful tools such as semantic mapping can lead to a significant improvement in the performance of clinical based retrieval systems. Our work has the potential to be further improved by incorporating other useful features such as applying learning approach to estimate concept ratings instead of using the weighted voting. In fact, some of these potential improvements will be thoroughly discussed in the following chapter.
Chapter 4

FRAMEWORK FOR LEARNING TO PERFORM QUERY REFORMULATIONS

In the previous chapter, we evaluated the effectiveness of reformulating clinical queries by introducing a method for applying a set of reformulation tasks such as query re-writing and term expansion. Our method relies on the semantic mapping of the concepts in clinical queries to decide which reformulation task is more suitable to be applied in order to improve the quality of search results and to lead to retrieving more relevant articles. However, the main limitation of this method is that it involves some manual effort while assigning semantic types to the relevance bags as well as choosing the thresholds for making rating decisions. We observe that several other approaches, which attempt to perform reformulations on clinical queries, also share the same limitation by relying on either completely manual or semi-automatic methodologies [86, 88, 71, 120]. For instance, Limsopatham et al. [71] and Palotti et al. [88], introduced a semi-automatic approach which uses semantic mapping to identify different kinds of concepts in medical queries. Then, a set of modifications is applied based on the semantic types of the identified concepts. In both approaches, manual settings were used to reduce the full set of semantic types into a subset of types more related to the clinical domain.

Other work by Wan et al. [120] involved conducting a study to compare the effectiveness of both automatic and manual query reformulations. In that study, a domain expert, a clinician, was asked to manually modify a set of 30 queries by simply removing non-relevant terms and those terms deemed not necessary. The outcomes from the study suggest that search results can be substantially improved by performing manual query modification. One shortcoming of this study is that no user feedback
modeling nor any generalization of how to transform manual models into an automatic one is discussed as a result of the conducted experiments.

As seen, none of the previous approaches (including our approach proposed in Chapter 3) attempted to transform user feedback, which can be provided as set of modifications that are applied to each query, into learned models and using these models as a part of recommending suitable reformulations to be applied while performing search for future information seeking tasks. In this chapter, aiming to tackle this limitation, we show our preliminary work for introducing a method which can be used to learn a model from simulated user feedback (provided as a rating to indicate the relevance of each concept), and use that model to estimate the rating of new unseen concepts in future search queries [5]. In our experiments, we show that by using simulated clinician feedback, we can learn several models that can estimate concept ratings with high accuracy. Furthermore, we integrate those models with our baseline search system and show how the query reformulations which are based on the estimated concept ratings can promote search results with high retrieval effectiveness.

4.1 Methodology

In this section, we introduce and discuss our proposed approach for learning to perform reformulations. Generally, our approach is applied by following three main steps. First, using semantic mapping tools such as MetaMap, we parse the terms and the phrases provided in the clinical case, and we annotate those terms by assigning each of them to a distinct set of predefined semantic types. Then, using either real user study or simulated user feedback, we transform the mapped terms from concept-mapping representation into the concept-feature representation to perform model learning and testing. Lastly, applying several machine learning algorithms, we can learn effective models that can be used to predict the ratings for new unseen concepts. Figure 4.1 illustrates applying our approach to learn/predict the ratings of concepts in a given query.
Figure 4.1: The main steps to learn/predict the ratings of concepts in clinical queries.

4.1.1 Semantic Mapping of Clinical Concepts

Given a biomedical text, we aim to interpret this text such that the most informative parts are extracted and highlighted. More specifically, for clinical queries, our aim is to identify the most relevant information about a patient such as clinical findings, lab test, and previous treatments. This is accomplished by applying semantic mapping which refers to annotating each concept (i.e., term or phrase) and associating the annotated concepts to generic “semantic types” such as behavior, clinical drug, organism, etc.

For its availability and simplicity, we use MetaMap [12] which uses advanced NLP techniques to analyze biomedical text and perform semantic mapping. MetaMap relies on the Unified Medical Language System (UMLS) knowledge library to map clinical concepts to 133 distinct semantic types\(^1\) such that each concept is mapped to one or more semantic types (out of those 133 predefined types). For example, consider the clinical query “8-year-old boy with 2 days of loose stools, fever, and cough after returning from a trip to Colorado. Chest x-ray shows bilateral lung infiltrate”,

\(^1\) https://metamap.nlm.nih.gov/Docs/SemanticTypes_2013AA.txt
Table 4.1: Using MetaMap to annotate clinical concepts and semantically map each concept to several semantic types.

MetaMap annotates the concepts of such query and then associates each concept with one or multiple UMLS semantic types. Table 4.1, illustrates the annotated concepts and the associated mapping of that query.

### 4.1.2 Learning From User Feedback

Although semantic mapping using MetaMap is useful in analyzing biomedical texts, one limitation is that it does not provide any additional information of which part of the text is more relevant to the task that a user is trying to accomplish. When performing clinical based retrieval tasks, providing some hints to retrieval systems about the most relevant findings of a clinical case is beneficial to focus on such findings and eliminate other findings that are not relevant. Eventually, this leads to improving search results.

We propose to overcome this limitation by leveraging domain experts’ feedback about different concepts in clinical queries. The feedback, provided as ratings, for several concepts extracted from previous search queries is used to learn a model and then predict the ratings of new concepts in new (unseen) queries. Those ratings exemplify the importance of the concepts such that higher rating values indicate higher relevance.
whereas low ratings indicate lower or no relevance.

Our approach for learning user feedback works as follows. First, we assume that $Q_{\text{train}} = \left[q_1 \ q_2 \ q_3 \ \cdots \ q_l\right]$ is the set of queries used for training and included in our user study; each query $q_k$ is represented by a set of concepts such that $q_k = \left[c_1 \ c_2 \ c_3 \ \cdots \ c_m\right]$. Also, each concept $c_i$ in the query is represented by a vector of semantic types which it exemplifies $c_i = \left[s_1 \ s_2 \ s_3 \ \cdots \ s_n\right]$ and each $s_j$ can take either True or False, indicating whether a concept $c_i$ is mapped to a semantic type $s_j$ or not, respectively (also, instead of the Boolean values, we can use integer values to indicate the degree of confidence that a concept is mapped to certain semantic types). Note that $n$ is fixed for all concepts and because we rely on UMLS knowledge base, $n = 133$ such that each $s_j$ in $c_i$ corresponds to a single semantic type in UMLS. In addition, we assume that each clinician in this study is shown the set of queries in $Q_{\text{train}}$ and for each concept $c_i$ in query $q_k$, he or she will evaluate the relevance of that concept to clinical decision making using a 4-point scale such that (3) represents “definitely relevant”, (2) represents “potentially relevant”, (1) represents “potentially not relevant”, whereas (0) represents “definitely not relevant”.

In cases where there is a disagreement between the assessors (i.e., when clinicians provide distinct ratings for the same concept), we could either apply majority voting or average those values to select the rating for that concept. Finally, the ratings collected from this evaluation are matched with each concept in our data set. As a result, we represent each concept $c_i$ by the vector $\left[s_1 \ s_2 \ s_3 \ \cdots \ s_n \ | y_i\right]$ where $y_i \in (0,1,2,3)$ and $s_j \in (\text{True, False})$. The resultant data set for all concepts of the queries in $Q_{\text{train}}$ will be:

\[
\begin{align*}
&\begin{cases}
  s_{11} & s_{12} & s_{13} & \cdots & s_{1n} & | y_1 \\
  s_{21} & s_{22} & s_{23} & \cdots & s_{2n} & | y_2 \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
  s_{i1} & s_{i2} & s_{i3} & \cdots & s_{in} & | y_i
\end{cases}
\end{align*}
\]

where each row represents a single concept and its provided rating.
Our problem can be considered as a classification problem where we train our classifier with several concepts using the 133 Boolean values for semantic types as features, and we use the provided user rating as a target class. For new queries that are not part of the training, we predict the rating of all concepts in those queries using the mapped semantic types and by applying our learned classifier. We consider using three classification algorithms: multinomial logistic regression (Logistic), support vector machines (SVM), and deep learned neural networks (DeepANN). For logistic and SVM, we use *Weka* [48], and for DeepANN, we use *deepnet* package in R.

### 4.1.3 Simulating Clinician Feedback

With the absence of actual/real user feedback, we choose to simulate clinician ratings in order to train our model (conducting a user study is left for proposed future work). We assume that a concept $c$ in a clinical query will be rated highly by a clinician if it has been mapped to semantic types that are more related to clinical diagnosis procedure.

We apply a weighted voting approach that is discussed in Section 3.2.2.1 which rewards concepts that are clinically-related and penalizes those which are not. We manually place each of the 133 semantic types obtained from MetaMap into one of three bags: one for the semantic types we have identified as clinically-related (e.g., clinical findings, symptoms, and diseases), one for semantic types with lower clinical relation (e.g. human daily or recreational activities), and one for types with very weak relation to the clinical domain (e.g., temporal and geographical types). Our simulation works by applying MetaMap to a clinical query such as the one presented in Table 4.1, and for each extracted concept we output a list of possible semantic types. The presence of those types in the three bags described above is then used to compute a “voting sum” for the concept by adding the corresponding bag weight for each semantic type that appears in that bag. A concept with semantic types that appear mostly in the clinically-related bag will have higher weight than a concept with semantic types that

---

2 https://cran.r-project.org/web/packages/deepnet/index.html
are split evenly between clinically-related and weakly clinical; the latter will have higher weight than a concept that maps to semantic types mostly in the weakly clinical bag. We compute the voting sum for each concept $c$ according to the following formula:

$$Sum(c) = \sum_{i=1}^{K} W_i C_i$$  \hspace{1cm} (4.1)

where $K$ represents the number of bags, and $W_i$ and $C_i$ represent the weight and the number of mapped semantic types in bag $i$. We use the result of this voting to decide what rating should be given to concept $c$ based on three thresholds ($t_1$, $t_2$, and $t_3$) as follows (see Chapter 3 for more details).

$$Rate(c) = \begin{cases} 
3, & \text{if } Sum(c) \geq t_3 \\
2, & \text{if } t_3 > Sum(c) \geq t_2 \\
1, & \text{if } t_2 > Sum(c) > t_1 \\
0, & \text{if } Sum(c) \leq t_1 
\end{cases}$$  \hspace{1cm} (4.2)

### 4.2 Evaluation

In this section, we present our evaluation of the proposed approach. First, we describe the datasets used in our evaluation. Then, we discuss the experimental designs and settings. Finally, we summarize our results and provide some discussion.

#### 4.2.1 Test Data

We use the concepts extracted from the topic sets for the Text Retrieval Conference (TREC) Clinical Decision Support (CDS) track [104]. Initially, each topic represents a short clinical summary of a medical case and consists of several clinical concepts describing specific aspects of patient health such as symptoms, health conditions, lab test, and previous treatments. We use the three topic sets for the years 2014, 2015, and 2016 of the track (30 topics for each set) such that we extracted the concepts in those topics using MetaMap as described in Section 4.1.1. This resulted in a total 421 concepts for 2014, 361 concepts for 2015, and 538 concepts for 2016. We then apply our simulated approach to each concept and extract semantic types as
Simulated Ratings

<table>
<thead>
<tr>
<th>Topic set</th>
<th>'0'</th>
<th>'1'</th>
<th>'2'</th>
<th>'3'</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDS 2014</td>
<td>14.44%</td>
<td>8.96%</td>
<td>61.43%</td>
<td>15.17%</td>
</tr>
<tr>
<td>CDS 2015</td>
<td>12.73%</td>
<td>7.39%</td>
<td>60.78%</td>
<td>19.09%</td>
</tr>
<tr>
<td>CDS 2016</td>
<td>10.84%</td>
<td>8.73%</td>
<td>59.79%</td>
<td>20.63%</td>
</tr>
</tbody>
</table>

Table 4.2: The proportion of clinical concepts under each rating category for 2014, 2015, 2016 TREC CDS track topic sets

well as their recommended ratings. Later, those ratings in addition to the transformed semantic types will be used as instances for training several models. Table 4.2 shows the proportion of the concepts under each rating category for the three data sets.

4.2.2 Experimental Settings

After generating the simulated feedback as discussed in Section 4.1.3, we train several models using three classifiers logistic, SVM, and DeepANN with default settings for both Weka and deepnet. Because deep learning requires specifying the structure of the neural network, we construct a network with one hidden layer containing 70 units while relying on prediction error to make this selection. For each topic set, we use six-fold cross-validation to train each classifier such that in each fold, we train with the concepts of 25 topics and test with the concepts of 5 topics.

We evaluate our classifiers using four metrics: accuracy, precision, recall, and AUC. Accuracy measures the proportion of correctly classified instances to the overall number of instances in the data. Precision measures the proportion of correctly classified instances for one class to the overall instances labeled by a classifier as the same class. Recall measures the proportion of correctly classified instances for one class to all instances for that class in the data. Lastly, AUC measures the area under the curve for a single point on the Operator Characteristic Curve (ROC). Because we have a multi-class problem, we use macro-averaging for computing precision and recall [105]; also we use one variation of averaging discussed in [49] to compute AUC. The equations
for precision, recall, and AUC for multi-class problems are defined as follows.

\[
\text{Precision} = \frac{\sum_{i=1}^{l} \frac{tp_i}{tp_i + fp_i}}{l} \tag{4.3}
\]

\[
\text{Recall} = \frac{\sum_{i=1}^{l} \frac{tp_i}{tp_i + fn_i}}{l} \tag{4.4}
\]

\[
\text{AUC} = \frac{\sum_{i=1}^{l} \frac{1}{2} \left( \frac{tp_i}{tp_i + fn_i} + \frac{tn_i}{tn_i + fp_i} \right)}{l} \tag{4.5}
\]

where \( l \) represents the number of classes in the training set, \( tp \) is the number of true positive instances, \( fp \) is the number of false positive instances, \( tn \) is the number of true negative instances, and \( fn \) is the number of false negatives.

### 4.2.3 Results and Analysis

Table 4.3 presents our results for training three classifiers on TREC CDS topic sets, and Table 4.4 shows the results of statistical significance among classifiers using a pairwise one-sided t-test. Also, Figure 4.2 compares the effectiveness of the three classifiers in making correct predictions using Operator Characteristic Curve (ROC), which plots true positive rate (recall) as a function of false positive rate.

From Table 4.3 and Table 4.4, we see that in terms of accuracy, all the three classifiers seem to perform well in minimizing classification error and are shown to achieve high accuracy levels that are above 90% (DeepANN is shown to be slightly higher than both Logistic and SVM, and it is statistically significant over SVM only). For precision, the case is somewhat different as shown that both SVM and Logistic achieved comparable performance levels (mostly, they are below higher than 80% but less than 90%) whereas DeepANN is shown to outperform the other classifier with a precision level that is above 90% (statistically significant over Logistic regression only).

On the other hand, for “recall” and “AUC” metrics, we see a major change in the performance between the three classifiers. In particular, our SVM classifier is shown
Figure 4.2: Operator Characteristic Curve (ROC), comparing the true positive rate to the false positive rate, is plotted for the three classifiers SVM, Logistic, and DeepANN (averaged among the four classes in the training set).

(a) TREC CDS 2014  
(b) TREC CDS 2015  
(c) TREC CDS 2016

to perform extremely poor compared to DeepANN and Logistic. Also, the difference between both DeepANN and Logistic (on one hand) and between SVM is shown to be
<table>
<thead>
<tr>
<th>Topic set</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SVM</td>
<td>93.78%</td>
<td>96.10%</td>
<td>70.50%</td>
<td>76.29%</td>
</tr>
<tr>
<td>CDS 2014</td>
<td>Logistic</td>
<td>94.25%</td>
<td>86.35%</td>
<td>93.85%</td>
<td>86.21%</td>
</tr>
<tr>
<td></td>
<td>DeepANN</td>
<td>98.09%</td>
<td>94.21%</td>
<td>98.77%</td>
<td>92.15%</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>91.43%</td>
<td>84.91%</td>
<td>58.51%</td>
<td>70.12%</td>
</tr>
<tr>
<td>CDS 2015</td>
<td>Logistic</td>
<td>93.71%</td>
<td>83.00%</td>
<td>96.28%</td>
<td>84.65%</td>
</tr>
<tr>
<td></td>
<td>DeepANN</td>
<td>95.43%</td>
<td>92.20%</td>
<td>92.76%</td>
<td>82.27%</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>91.86%</td>
<td>88.87%</td>
<td>69.02%</td>
<td>73.20%</td>
</tr>
<tr>
<td>CDS 2016</td>
<td>Logistic</td>
<td>94.17%</td>
<td>83.73%</td>
<td>95.81%</td>
<td>84.81%</td>
</tr>
<tr>
<td></td>
<td>DeepANN</td>
<td>98.84%</td>
<td>98.58%</td>
<td>95.91%</td>
<td>89.01%</td>
</tr>
</tbody>
</table>

Table 4.3: The classification accuracy results for three classifiers SVM, Logistic, and DeepANN using concepts ratings from three TREC CDS topic sets. Bold-faced values indicate the classifier with best performance for that metric.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>‐</td>
<td>‐</td>
<td>‐</td>
<td>‐</td>
</tr>
<tr>
<td>Logistic</td>
<td>‐</td>
<td>‐</td>
<td>&gt;SVM†</td>
<td>&gt;SVM††</td>
</tr>
<tr>
<td>DeepANN</td>
<td>&gt;SVM†</td>
<td>&gt;Logistic†</td>
<td>&gt;SVM††</td>
<td>&gt;SVM††</td>
</tr>
</tbody>
</table>

Table 4.4: Statistical significance results using pairwise one-sided t-test. >classifier† and >classifier†† denote statistical significance over “classifier” with \( p < 0.05 \) and \( p < 0.01 \), respectively.

statistically significant with \( p < 0.01 \) on both metrics for DeepANN, whereas \( p < 0.05 \) and \( p < 0.01 \) on recall and AUC, respectively for Logistic Regression. Moreover, from this result and by looking at the comparison between the three classifiers in Figure 4.2, we can conclude that DeepANN and Logistic classifiers are better than SVM in capturing more accurate ratings and both classifiers seem to be comparable even though in few instances DeepANN is shown to be slightly better.

### 4.3 Application: From User Models to Clinical based Retrieval

In this section, we discuss how to integrate our proposed approach described in Section 4.1 with a clinical search system and use the predicted ratings to apply suitable reformulation tasks to each given clinical query. In Section 4.3.1, we describe our experimental settings and in Section 4.3.2, we present and analyze our results.
4.3.1 Experimental Settings

As discussed in Section 2.1.1, information retrieval systems rank the retrieved documents according to their relevance to a given user query using a scoring function that is computed for each document. Integrating our learned models with retrieval systems is performed by modifying such scoring function. In our experiments, we use Terrier IR platform [85] and rely on the InExpB2 DFR based ranking model [8] which initially ranks the documents according to the following scoring function:

\[
Score(d, Q) = \sum_{t \in Q} qt \cdot w(t, d)
\]  

where \( t \) is a term in a query \( Q \), \( qt \) is the term weight in \( Q \), and \( w(t, d) \) is the term weight in a document \( d \) computed as described in Section 2.1.1.

To perform our experiment, first, we follow the steps discussed in Section 3.2.3.1 to build the index and the baseline system used to perform clinical search tasks. Then, we learn three classification models SVM, Logistic regression, and DeepANN using the topic sets for TREC CDS 2014, 2015, 2016. For each query in our data set, we extract the concepts of that query, and we use the ratings produced by the learned model to recommend the suitable refinement task that will be applied to the extracted concepts. For instance, if a concept in a query receives rating \( r = 0 \) (i.e., considered to be not relevant), then we remove that concept from that original query. If a concept gets \( r = 1 \) (i.e., may or may not be relevant), we keep it; however, the weight of that concept will be reduced. Also, if the concept’s rating \( r = 2 \) (i.e., relevant), then we keep that concept with no change. Lastly, if it receives rating \( r = 3 \) (i.e., definitely relevant concept), then we increase its weight; also, we boost the score of all documents which has that concept in the introductory parts (e.g., abstract) because such documents are most likely to be relevant in answering that query. All of the actions above can be
captured by modifying the initial scoring function 4.6 as follows:

\[
Score(d, Q) = (1 - \lambda) \left[ \sum_{t \in Q^*} qt w \cdot w(t, d) + \sum_{t \in Q_b} w_b \cdot w(t, d) - \sum_{t \in Q_r} w_r \cdot w(t, d) \right] \\
+ \lambda \left[ \sum_{t \in Q_b} w_b \cdot w(t, d) \right]
\]

(4.7)

where \(Q^*\) represents all the query terms after removing concepts rated 0, \(Q_b\) represents the set of terms for the concepts to be boosted and \(w_b\) is the boosting weight. Also, \(Q_r\) represents the set of terms for the reduced concepts and \(w_r\) is the reduction weight. Finally, \(\lambda\) is used in the equation above to weight the abstract field in document \(d\).

The last step we perform after applying each of the refinements above is submitting the given query to our clinical search system and ranking the retrieved documents using equation 4.7. Figure 4.3 summarizes the steps we perform to extract query concepts and apply reformulations based on learned models.

### 4.3.2 Results and Analysis

Table 4.5 summarizes the retrieval performance results after integrating the learned user models with our retrieval system. We use the ratings predicted by the three classifiers SVM, Logistic, and DeepANN for the concepts in TREC CDS 2014, 2015, and 2016 topic sets. We evaluate our results using precision at rank 10 (P@10) and normalized discounted cumulative gain (nDCG@10) [58]. Also, we compare our results to a baseline which does not apply query reformulations. Lastly, we set the parameters in equation 3.6 using both best settings (upper bound performance estimation) and 6-fold cross validation with P@10 metric to select the parameter values which give the highest average performance.

Form Table 4.5, we see that integrating our approach, which transforms manual reformulation methods into learned models, indeed led to significantly increasing the retrieval effectiveness of our baseline system, reaching up to 32.6% performance increase for SVM, 42.2% for Logistic, and up to 44.6% for DeepANN. Also, since we used the manual approach used in Chapter 3 to generate the simulated ratings, we see that the results our model learning correlate very well with the results of the previous
Figure 4.3: The complete process for applying a set of refinement tasks to a clinical query by using the ratings produced by learned models. Annotation with different colors is used to distinguish different ratings.

experiments discussed in Section 3.2.3.2. This suggests that the proposed approach can be effective in capturing and learning some properties from manually designed models.

On the other hand, we observe that the retrieval effectiveness of a search system is sensitive to which learning algorithm is used to learn concept ratings. In particular, looking at the results in Table 4.3, we see that SVM classifier, which has the lowest
CDS 2014

<table>
<thead>
<tr>
<th>System</th>
<th>P@10 (CV)</th>
<th>P@10 (B)</th>
<th>nDCG@10 (CV)</th>
<th>nDCG@10 (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.3500</td>
<td>0.3500</td>
<td>0.2899</td>
<td>0.2899</td>
</tr>
<tr>
<td>SVM</td>
<td>0.4000</td>
<td>0.4533</td>
<td>0.3158</td>
<td>0.3556</td>
</tr>
<tr>
<td>Logistic</td>
<td>0.4267</td>
<td>0.4700</td>
<td><strong>0.3340</strong></td>
<td>0.3771</td>
</tr>
<tr>
<td>DeepANN</td>
<td><strong>0.4300</strong></td>
<td><strong>0.4900</strong></td>
<td>0.3337</td>
<td><strong>0.3887</strong></td>
</tr>
</tbody>
</table>

CDS 2015

<table>
<thead>
<tr>
<th>System</th>
<th>P@10 (CV)</th>
<th>P@10 (B)</th>
<th>nDCG@10 (CV)</th>
<th>nDCG@10 (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td><strong>0.4100</strong></td>
<td>0.4100</td>
<td>0.2706</td>
<td>0.2706</td>
</tr>
<tr>
<td>SVM</td>
<td>0.4067</td>
<td>0.4533</td>
<td>0.2731</td>
<td>0.2976</td>
</tr>
<tr>
<td>Logistic</td>
<td>0.3967</td>
<td>0.4533</td>
<td><strong>0.2762</strong></td>
<td>0.3015</td>
</tr>
<tr>
<td>DeepANN</td>
<td>0.3933</td>
<td><strong>0.4733</strong></td>
<td>0.2755</td>
<td><strong>0.3124</strong></td>
</tr>
</tbody>
</table>

CDS 2016

<table>
<thead>
<tr>
<th>System</th>
<th>P@10 (CV)</th>
<th>P@10 (B)</th>
<th>nDCG@10 (CV)</th>
<th>nDCG@10 (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>0.2766</td>
<td>0.2766</td>
<td>0.1964</td>
<td>0.1964</td>
</tr>
<tr>
<td>SVM</td>
<td>0.2733</td>
<td>0.3667</td>
<td>0.1923</td>
<td>0.2360</td>
</tr>
<tr>
<td>Logistic</td>
<td>0.3033</td>
<td>0.3933</td>
<td>0.1958</td>
<td>0.2468</td>
</tr>
<tr>
<td>DeepANN</td>
<td><strong>0.3133</strong></td>
<td><strong>0.4000</strong></td>
<td><strong>0.2081</strong></td>
<td><strong>0.2517</strong></td>
</tr>
</tbody>
</table>

Table 4.5: The retrieval effectiveness results for applying ratings to clinical topics using several classification methods. “B” and “CV” indicate whether best settings or cross validation, respectively is used for parameter settings. Bold-faced values indicate the system with the highest performance.

classification accuracy across all the topic sets as shown previously in Table 4.3, also resulted in the lowest retrieval effectiveness compared to DeepANN and Logistic for almost all the topic sets. Moreover, in some cases, the difference between SVM and the two other classifiers can be very significant as shown for 2014 and 2016 sets (the difference between SVM and DeepANN reaches to 14% with P@10 for 2016). From this analysis, we suggest that the failure/success of those models in leveraging search results will be tied to whether the used classification algorithm fits training data very well and to whether or not the data set is generated in a consistent way.

4.4 Conclusion

As discussed throughout this chapter, one of the main limitations of the current reformulation techniques in the clinical search is that they rely on intensive manual
settings in order to work effectively. In this chapter, we attempt to reduce and eliminate this limitation by proposing an approach for learning to perform reformulations based on simulated user feedback. Our method is shown to be effective in predicting user ratings and in improving the effectiveness of clinical text retrieval. Generally, our work has the potential to be enhanced by including a user study and learning models using actual user feedback. Also, we plan to extend our approach to other clinical text understanding tasks such as text summarization and concept annotation.
Chapter 5

THE USEFULNESS OF LEARNING TO RANK FOR CLINICAL SEARCH TASKS

In Chapter 2, we discussed some previous work for applying Learning to Rank (LtR) in a variety of search tasks. In this chapter, we explore the usefulness of applying learning to rank in clinical search tasks as it has shown to be very effective in leveraging the performance of search tasks in several domains including those for web search [76, 41, 80]. The major advantage of using LtR is having the ability to incorporate a large number of features (strong and weak) into ranking models and using these models to produce search results that are expected to be better than what is produced by traditional models (e.g., BM25 and LM) that only compute a match between document and query [72].

In this chapter, we present a general approach for applying a range of LtR techniques to clinical search tasks [3]. Our work makes the following contributions: first, it introduces an ensemble of generic and domain-specific features which can be used to promote LtR in the search tasks for clinical decision making, and second, it proposes a greedy feature selection method which can help in limiting the effect of model overfitting when too many features are incorporated in model training. Moreover, by examining our approach with several LtR algorithms, we see that indeed, this framework can increase the effectiveness of LtR learners. We apply our approach to a sample of clinical queries and show that it can significantly promote search results, leading to a performance increase of 28% over a baseline clinical search system.
5.1 Methodology

Before proceeding further to describe the main components of our methodology, we explain our ranking problem. Performing LtR based ranking requires learning a model using a sample of ground-truth values that represent our training instances. Those instances consist of \( \mathcal{Q} = \left[ q_1, q_2, q_3, \ldots \right] \) as a set of queries (e.g., medical cases) where each query \( q_i \) is associated with \( \mathcal{D} = \left[ d_1, d_2, d_3, \ldots \right] \) which is a set of humanly judged documents (in our case, biomedical articles). Therefore, each query-document pair \((q_i, d_j)\) will be labeled with a relevance judgment \( y_i \), an integer with a fixed range (e.g., \( y_i \in [0, 1, 2] \)), indicating the relevance level of document \( d_j \) to query \( q_i \). By applying LtR learning algorithms on those labels, we can learn effective ranking models relying on a large number of features extracted from query-document pairs.

Next, we describe the data and the feature set we use in our model learning. Also, we describe the learning algorithms used in our study. Later in this section, we present our method for performing feature selection.

5.1.1 Dataset

We use the collection and topic sets for the TREC CDS track [93]. The collection consists of over 1.25 million biomedical articles that are sampled from PubMed Central (PMC). We use all 90 topics from three years of the track (2014-2016, 30 topics per year). Each topic includes a free-text query and summarizes various aspects of a patient’s medical history which includes findings, lab tests, and previous treatments (e.g., “58-year-old female non-smoker with left lung mass on x-ray. Head CT shows a solitary right frontal lobe mass”).

We process each article in the collection by extracting the most informative textual content and create a corresponding ready-to-index document. Each processed document consists of the four fields: \(<\text{DOCNO}>\), \(<\text{TITLE}>\), \(<\text{ABSTRACT}>\), and \(<\text{BODY}>\). \(<\text{DOCNO}>\) represents the article’s PMID in PMC library, \(<\text{TITLE}>\) and \(<\text{ABSTRACT}>\) represent the title and the abstract of the article respectively, while \(<\text{BODY}>\) represents all
Figure 5.1: An example of a processed biomedical article which contains the most informative fields.

other textual content which is not included in the previous fields. Figure 5.1 illustrates a sample biomedical article after extracting the four fields. Lastly, we index all the documents using Terrier IR platform [73] while applying Porter stemming algorithm and default stopword list.

5.1.2 Features

We rely on a variety of features to train clinical based LtR learners. We group our features into three categories: general IR features used in many search domains, features of the query, and clinical concept features more specific to the biomedical domain.

5.1.2.1 General IR Statistics

We use a set of standard features that are applied in web and other search tasks. Specifically, we consider the features used in the LETOR dataset [91] since they have been shown to be effective in many LtR applications as suggested by Qin et al.
<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Source</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>TFIDF</td>
<td>Vector space ranking model based on TFIDF weighting computed as defined in Section 2.1.1.2</td>
<td>documents and queries</td>
<td>4</td>
</tr>
<tr>
<td>BM25</td>
<td>Okapi BM25 ranking model computed as defined in Section 2.1.1.3</td>
<td>documents and queries</td>
<td>4</td>
</tr>
<tr>
<td>LM</td>
<td>Language ranking model computed as defined in Section 2.1.1.4</td>
<td>documents and queries</td>
<td>4</td>
</tr>
<tr>
<td>TF</td>
<td>Number of occurrences of query terms within a document or a field</td>
<td>documents and queries</td>
<td>4</td>
</tr>
<tr>
<td>IDF</td>
<td>Inverse document/field frequency of query terms</td>
<td>documents and queries</td>
<td>4</td>
</tr>
<tr>
<td>TermCount</td>
<td>Number of terms in a document or a field</td>
<td>documents</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 5.1: A set of 24 features representing general IR statistics that are used in LETOR dataset.

[91], and Liu et al. [72]. The feature set for this category includes retrieval model statistics (e.g., BM25 and LM), query and document term matching statistics (e.g., term frequency and IDF), and other essential statistics such as document and field lengths. We compute each of these features for the whole document and the three fields <TITLE>, <ABSTRACT>, and <BODY> (i.e., four variations are computed for each feature). Moreover, we exclude from our set any feature that is not applicable to our dataset (e.g., click features since we do not have any user click information). This results in a total of 24 features under this category which are summarized in Table 5.1.

5.1.2.2 Query Features

We use 11 types of query features in our learning to capture some performance properties of each query. The features we use for this category are query performance predictors used in IR literature to evaluate different aspects of user queries. For example, some features may evaluate the relatedness between query terms (e.g., AvgPMI [50] and NSCQ [133]), while other features may measure the level of generality of a given query (e.g., clarity and scope [51]). In order to increase the effectiveness of these features, we multiply each one by each of the three document retrieval scores (BM25, LM, ...
and TFIDF), producing three distinct values of the feature for each query/document pair. In the total, this results in 33 features that are presented in Table 5.2.

5.1.2.3 Clinical Concepts

The final set contains some features more specific to biomedical and clinical search purposes. We use MetaMap [12], a biomedical text analysis tool, to extract clinical concepts (i.e., terms and phrases) from both queries and documents such that only concepts occurring in both query and document are counted. Furthermore, because MetaMap relies on the Unified Medical Language System (UMLS)\(^1\) in identifying biomedical concepts, we consider only the concepts which belong to 16 semantic types (e.g., “[Finding], [Sign or Symptom], and [Disease or Syndrome]”) as they have shown to be more relevant to clinical search tasks as suggested by Limsopatham et al. [71]. Lastly, we gather the statistics from the concept extraction process (i.e., count the number of matched concepts under each semantic type for each query/document pair) and use them to generate 17 distinct features as shown in Table 5.4.

5.1.3 Learning Algorithms

Having presented the set of features that we consider in this work, we now provide a brief description of the algorithms used to learn those features. LtR algorithms can be differentiated according to their loss functions into pointwise, pairwise, and listwise (see [72] for a detailed overview). In this work, we try to experiment with several algorithms which have different loss functions, so we choose the following algorithms: random forests [16] (pointwise), RankBoost [41], LambdaMart [126] (pairwise), AdaRank [127], and Coordinate Ascent [80] (listwise). All of these algorithms are implemented in RankLib software package\(^2\).

---


2. https://sourceforge.net/p/lemur/wiki/RankLib
<table>
<thead>
<tr>
<th>Feature</th>
<th>Equation</th>
<th>Source</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>QL [51]</td>
<td>Number of terms in a query</td>
<td>queries</td>
<td>3</td>
</tr>
<tr>
<td>AvgPMI [50]</td>
<td>$\sum_{t_a \in Q} \log \left( \frac{P(t_a, t_b</td>
<td>C)}{P(t_a</td>
<td>C) \cdot P(t_b</td>
</tr>
<tr>
<td>AvgICTF [51]</td>
<td>$\log \prod_{t \in Q} \frac{</td>
<td>C</td>
<td>}{ctf_t} / QL$</td>
</tr>
<tr>
<td>AvgIDF [50]</td>
<td>$\sum_{t \in Q} \left( \frac{\log(N + 0.5)}{\log(N + 1) \cdot df_t} \right) / QL$</td>
<td>queries</td>
<td>3</td>
</tr>
<tr>
<td>AvgNGD [27]</td>
<td>$\sum_{t_a, t_b \in Q} \left( \frac{\text{Max}(\log P(t_a), \log P(t_b)) - \log P(t_a, t_b)}{\log N \cdot ADL - \text{Min}(\log P(t_a), \log P(t_b))} \right) / QL$</td>
<td>queries</td>
<td>3</td>
</tr>
<tr>
<td>Clarity [51]</td>
<td>$\sum_{t \in Q} \frac{tf_t}{QL} \log \left( \frac{tf_t \cdot</td>
<td>C</td>
<td>}{ctf_t \cdot QL} \right)$</td>
</tr>
<tr>
<td>Scope [51]</td>
<td>$- \log \left( \frac{n_Q}{N} \right)$</td>
<td>queries</td>
<td>3</td>
</tr>
<tr>
<td>NSCQ [133]</td>
<td>$\sum_{t \in Q} (1 + \log(ctf_t)) \cdot IDF(t) / QL$</td>
<td>queries</td>
<td>3</td>
</tr>
<tr>
<td>Sigma2 [133]</td>
<td>$\sum_{t \in Q} \frac{1}{df_t} \sum_{d \in D_t} (TFIDF(t, d) - w_t)^2$</td>
<td>queries</td>
<td>3</td>
</tr>
<tr>
<td>Gamma2 [51]</td>
<td>$\frac{IDF_{\max}}{IDF_{\min}}$</td>
<td>queries</td>
<td>3</td>
</tr>
<tr>
<td>QC1 [52]</td>
<td>$\frac{1}{QL} \sum_{t \in Q} \left( \sum_{i \neq j \in 1..N} \frac{\text{Sim}(d_i, d_j)}{N(N - 1)} \right)$</td>
<td>queries</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 5.2: Query performance predictors used as features to capture distinct properties about queries.
is a term in query $Q$

$t_{tf}$ is the frequency of a term $t$ in query $Q$

c$t_{tf}$ is the collection frequency of a term $t$

d$t_{tf}$ is the number of documents that contain term $t$

$n_{Q}$ is the number of documents that contain at least one query term

$ADL$ is the average document length

$|C|$ is the number of tokens in the whole collection

$N$ is the number of documents in the whole collection

$Cosine(d_i, d_j)$ is the cosine similarity between a pair of two documents

$P(t_a|C)$ is the probability of term $t_a$ occurring in collection $C$

$P(t_a, t_b|C)$ is the probability of terms $t_a$ and $t_b$ occurring together in collection $C$

$IDF_{max}$ is the maximum inverse document frequency among query terms

$IDF_{min}$ is the minimum inverse document frequency among query terms

Table 5.3: Definitions for symbols in the equations of Table 5.2.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Source</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concept Types [71]</td>
<td>Total Number of matched UMLS concepts for a subset of 16 semantic types:</td>
<td>documents and queries</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>[Body Location or Region], [Body Part, Organ, or Organ Component], [Clinical Drug], [Diagnostic Procedure], [Disease or Syndrome], [Finding], [Health Care Activity], [Injury or Poisoning], [Intellectual Product], [Medical Device], [Mental or Behavioral Dysfunction], [Neoplastic Process], [Pathologic Function], [Pharmacologic Substance], [Sign or Symptom], and [Therapeutic or Preventive Procedure]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concepts Count</td>
<td>Total number of matched UMLS concepts between each document and a query</td>
<td>documents and queries</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.4: Domain specific features representing the number of matched concepts under a subset of semantic types.

5.1.4 Feature Selection and Performance Optimization

Let $\mathcal{F} = [f_1, f_2, f_3, \ldots, f_N]$ is a set of features that are considered for learning a ranking model. Also, Let $i(f_i)$ is an importance measure (i.e., relevance) of feature $f_i$ and $s(f_i; f_j)$ is a similarity measure between two features $f_i$ and $f_j$ in $\mathcal{F}$. In the
next part, we introduce our method which relies on feature importance and similarity measures above to perform Feature Selection (FS).

**WGAS.** The procedure of Wrapper Greedy Search Algorithm (WGAS) is described in Algorithm 1. WGAS starts by selecting an initial seed of \(k\) features which have the highest importance values and adding those features to the result set \(S\). Then, a single LtR model is trained using the features in \(S\) after removing them from \(\mathcal{F}\). After that, the algorithm enters a loop which is executed for \((n - k)\) times and in each iteration, it selects a feature \(f_x\) that maximize importance and minimize similarity, and removes it from \(\mathcal{F}\); however, \(f_x\) may not be added to the final set \(S\) unless it shows a positive contribution to the performance of the learned model (i.e., by using validation data). Moreover, whenever a new feature is added to the set \(S\), a penalization is conducted to the importance scores of all other features in \(\mathcal{F}\) according to their similarities with the added feature. Similar to to Geng et al. [42], a free-parameter \(c\) is used to balance feature penalization. Ultimately, the algorithm stops as the number of examined features reaches to \(n\).

### 5.1.4.1 Feature Importance and Similarity Measures

We need to define both the feature importance measure \(i(f_i)\), and the symmetric similarity measure between two features \(s(f_i, f_j)\) in our FS algorithm. For \(i(f_i)\), we aim to find a function that estimates the relevance of feature \(f_i\) given the relevance labels of query/document pairs in our training data. Likewise, for \(s(f_i, f_j)\), our goal is to estimate a robust correlation between features \(f_i\) and \(f_j\).

Similar to Gigli et al. [44] and Geng et al. [42], we measure the importance of feature \(f_i\) by computing the average nDCG@10 [58] achieved by learning a model using that single feature (we learn a single LtR model for each feature \(f_i\), and we evaluate that model using the average nDCG@10 on testing data such that the higher the value of nDCG@10, the higher the relevance of feature \(f_i\)). In addition, we measure feature similarity \(s(f_i, f_j)\) by computing Kendall’s correlation coefficients between the lists of
the two features’ query/document pair values. The higher the correlation between the two features the more similar they are.

**Algorithm 1: Wrapper GAS Algorithm (WGAS)**

WGAS($\mathcal{F}, n, k, c$):

1. **for** $i = 1 : k$ **do**
2. $f^+ \leftarrow \text{argmax}_{f_x} i(f_x)$
3. $S \leftarrow S + f^+$.
4. $F \leftarrow F - f^+$.
5. **end for**
6. $L_{\text{max}} \leftarrow \text{train model using features in } S$
7. **for** $i = 1 : n - k$ **do**
8. $f^+ \leftarrow \text{argmax}_{f_x} i(f_x)$
9. $L_{\text{curr}} \leftarrow \text{train model using features in } S + f^+$
10. $F \leftarrow F - f^+$
11. **if** $L_{\text{curr}} > L_{\text{max}}$ **then**
12. $L_{\text{max}} \leftarrow L_{\text{curr}}$
13. $S \leftarrow S + f^+$
14. **for** each pair $(f^+, f_y) \in \mathcal{F}$ **do**
15. $i(f_y) \leftarrow i(f^+) - c * s(f^+, f_y)$
16. **end for**
17. **end if**
18. **end for**
19. **RETURN** $S$

### 5.2 Evaluation

We now describe the experiments we perform to evaluate our approach for applying LtR ranking models to medical search tasks. First, we discuss the settings we apply to perform our evaluation. Then, in Section 5.2.2, we present and briefly summarize the results of our experiments. In Section 5.2.3 and Section 5.2.4, we conduct
further evaluation of feature importance and feature selection, respectively. Finally, in Section 5.2.5, we provide additional statistical analysis and include further discussion of our results.

5.2.1 Experimental Setup

We use the data set described in Section 5.1.1 which consists of 1.25M articles and 90 clinical queries to evaluate our approach. We use the relevance judgments provided by TREC assessors as ground-truth labels for query/document pairs in our training data. Those labels represent the ratings given by the assessors to show the relevance of a document to a given query such that 0, which is the lowest rating, represents “definitely not relevant document” whereas 2, the highest, is representing “definitely relevant document”. We index the target collection using Terrier IR [73] platform, and similar to Macdonald et al. [76], we use the resulting index to generate a sample for our training by using the BM25 model [97] (with default Terrier’s settings) to retrieve the top 1,000 documents for each query. We compute each of the proposed features as described in Section 5.1.2 using the statistics of the resulting index. Ultimately, each query/document pair is represented by a vector of 74 features and a ground-truth label showing the relevance of that document to the given query.

We train several LtR models (i.e., random forests, RankBoost, LambdaMart, AdaRank, and Coordinate Ascent) using nine-fold cross validation while using a separate validation set for model selection and optimization: in each fold, the documents of 10 queries are used for testing whereas the documents of the remaining 80 queries are split between training and validation. Applying cross validation this way is standard for LtR learning which allows us to avoid any bias towards the documents of testing queries and to make sure that we are not partially learning from the testing data. We use RankLib package and we apply default package settings in our learning. Lastly, due to the effect of optimization metrics on the overall performance of some LtR learners (e.g., LambdaMART, AdaRank, and Coordinate Ascent), we use a standard IR metrics nDCG@10 [58] as the main metric to be optimized by our learners.
5.2.2 Results

The first set of experiments examines the application of different feature categories. We include three types of experiments. First, we train each of the LtR algorithms described above varying the feature set used in each experiment (i.e., train with either LETOR, query features, or clinical concepts). Then, we train all learning algorithms using all the 74 features. Lastly, we train all learning algorithms while applying our feature selection method WGAS as described in Section 5.1.4 (we consider the whole feature set as an input, and we set $k = 5$, and $c = 0.01$). In all of these experiments, we compare the learned ranking models to a traditional baseline search system that relies solely on the ranking by BM25 model [97]. We use nDCG@10 [58] and P@10 [30], standard Information Retrieval (IR) metrics, as our main measures to evaluate search results from these different ranking models. All results are shown in Table 5.5; we explain them in detail below.

5.2.2.1 Training with Partial Features

The first three groups of results in Table 5.5 (after the BM25 baseline) present results from training using each group of features separately. All three feature sets have a clear effect on performance, with LETOR features working most effectively and clinical concept features working least effectively. The query features are the least consistent, having a positive effect on some models and a negative effect on others. LETOR features are more consistent, hurting effectiveness only for RankBoost, and also give the greatest and most statistically significant gains in effectiveness; in particular, for Coordinate Ascent, the LETOR features give up to 18% increase over the baseline which is statistically significant with $p < 0.001$ for both nDCG@10 and P@10. This result suggests that in addition to previous studies which indicate the significance of LETOR features in search tasks in other domains [72, 91], LETOR features seem to also be very important in learning models for ranking documents in clinical search tasks.
<table>
<thead>
<tr>
<th>Method</th>
<th>Features</th>
<th>nDCG@10</th>
<th>%Δ</th>
<th>P@10</th>
<th>%Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (BM25)</td>
<td>N/A</td>
<td>0.2107</td>
<td>–</td>
<td>0.2844</td>
<td>–</td>
</tr>
<tr>
<td>RankBoost (RB)</td>
<td>LETOR</td>
<td>0.1931</td>
<td>-8.3%</td>
<td>0.2700</td>
<td>-5.1%</td>
</tr>
<tr>
<td>AdaRank (AR)</td>
<td>LETOR</td>
<td>0.2252</td>
<td>+6.9%</td>
<td>0.2989</td>
<td>+5.1%</td>
</tr>
<tr>
<td>LambdaMART (LT)</td>
<td>LETOR</td>
<td>0.2300</td>
<td>+9.1%</td>
<td>0.2700</td>
<td>-5.1%</td>
</tr>
<tr>
<td>Random Forests (RF)</td>
<td>LETOR</td>
<td>0.2489**</td>
<td>+18.1%</td>
<td>0.3033</td>
<td>+6.6%</td>
</tr>
<tr>
<td>Coordinate Ascent (CA)</td>
<td>LETOR</td>
<td>0.2492**</td>
<td>+18.3%</td>
<td>0.3344***</td>
<td>+17.6%</td>
</tr>
<tr>
<td>RankBoost (RB)</td>
<td>Query features</td>
<td>0.1925</td>
<td>-8.6%</td>
<td>0.2600</td>
<td>-8.6%</td>
</tr>
<tr>
<td>AdaRank (AR)</td>
<td>Query features</td>
<td>0.1893</td>
<td>-10.2%</td>
<td>0.2388</td>
<td>-16.0%</td>
</tr>
<tr>
<td>LambdaMART (LT)</td>
<td>Query features</td>
<td>0.2031</td>
<td>-3.6%</td>
<td>0.2580</td>
<td>-9.3%</td>
</tr>
<tr>
<td>Random Forests (RF)</td>
<td>Query features</td>
<td>0.2359*</td>
<td>+13.7%</td>
<td>0.2911</td>
<td>+2.3%</td>
</tr>
<tr>
<td>Coordinate Ascent (CA)</td>
<td>Query features</td>
<td>0.2470**</td>
<td>+17.22%</td>
<td>0.3067*</td>
<td>+7.8%</td>
</tr>
<tr>
<td>RankBoost (RB)</td>
<td>Clinical concepts</td>
<td>0.1073</td>
<td>-49.1%</td>
<td>0.1467</td>
<td>-48.4%</td>
</tr>
<tr>
<td>AdaRank (AR)</td>
<td>Clinical concepts</td>
<td>0.0390</td>
<td>-81.5%</td>
<td>0.0555</td>
<td>-80.5%</td>
</tr>
<tr>
<td>LambdaMART (LT)</td>
<td>Clinical concepts</td>
<td>0.0970</td>
<td>-54.0%</td>
<td>0.1467</td>
<td>-48.4%</td>
</tr>
<tr>
<td>Random Forests (RF)</td>
<td>Clinical concepts</td>
<td>0.1057</td>
<td>-50.0%</td>
<td>0.1511</td>
<td>-46.9%</td>
</tr>
<tr>
<td>Coordinate Ascent (CA)</td>
<td>Clinical concepts</td>
<td>0.1301</td>
<td>-38.2%</td>
<td>0.1666</td>
<td>-41.4%</td>
</tr>
<tr>
<td>RankBoost (RB)</td>
<td>All features</td>
<td>0.1970</td>
<td>-6.5%</td>
<td>0.2855</td>
<td>+0.4%</td>
</tr>
<tr>
<td>AdaRank (AR)</td>
<td>All features</td>
<td>0.2396*</td>
<td>+13.7%</td>
<td>0.2955</td>
<td>+4.0%</td>
</tr>
<tr>
<td>LambdaMART (LT)</td>
<td>All features</td>
<td>0.2222</td>
<td>+5.5%</td>
<td>0.2922</td>
<td>+2.7%</td>
</tr>
<tr>
<td>Random Forests (RF)</td>
<td>All features</td>
<td>0.2516**</td>
<td>+19.4%</td>
<td>0.3167*</td>
<td>+11.3%</td>
</tr>
<tr>
<td>Coordinate Ascent (CA)</td>
<td>All features</td>
<td>0.2416*</td>
<td>+14.7%</td>
<td>0.3011</td>
<td>+5.9%</td>
</tr>
<tr>
<td>RankBoost (RB)</td>
<td>Feature selection (WGAS)</td>
<td>0.2224</td>
<td>+5.5%</td>
<td>0.3066</td>
<td>+7.4%</td>
</tr>
<tr>
<td>AdaRank (AR)</td>
<td>Feature selection (WGAS)</td>
<td>0.2415*</td>
<td>+14.6%</td>
<td>0.3122*</td>
<td>+9.8%</td>
</tr>
<tr>
<td>LambdaMART (LT)</td>
<td>Feature selection (WGAS)</td>
<td>0.2620***</td>
<td>+24.3%</td>
<td>0.3111*</td>
<td>+9.4%</td>
</tr>
<tr>
<td>Random Forests (RF)</td>
<td>Feature selection (WGAS)</td>
<td>0.2518**</td>
<td>+19.5%</td>
<td>0.3155*</td>
<td>+10.9%</td>
</tr>
<tr>
<td>Coordinate Ascent (CA)</td>
<td>Feature selection (WGAS)</td>
<td>0.2701***</td>
<td>+28.1%</td>
<td>0.3433***</td>
<td>+20.1%</td>
</tr>
<tr>
<td>Median of TREC CDS</td>
<td>N/A</td>
<td>0.2124</td>
<td>–</td>
<td>0.2789</td>
<td>–</td>
</tr>
</tbody>
</table>

**Table 5.5:** Performance results of applying LtR learners to medical search tasks using various feature categories. Statistical significance (one sided paired t-test) over the baseline (BM25) is denoted by * for $p < 0.05$, ** for $p < 0.01$, and *** for $p < 0.001$. Bold-faced values represent the approach with maximum performance. Underlined values represent the approaches with highest performance for each feature category.
5.2.2.2 Training with Full Features

The next group of results in Table 5.5 shows results from training with all three feature sets. The results are more inconsistent than any of the three blocks above. Coordinate Ascent, which performs best for both measures and all three feature sets alone, has lower effectiveness when all features are included. AdaRank and LambdaMART experience a performance increase for one metric and a decrease for the other compared to their best performance in the three groups above (they still outperform the baseline in both cases). Random Forests, however, do better than their best result in the three individual groups. It is likely that this inconsistency is due to model overfitting for some learners, especially considering that our data set is relatively small (only 90 queries) compared to the total number of features.

5.2.2.3 Training with Feature Selection

The final group of results in Table 5.5 shows results using WGAS algorithm. We note that our approach gives consistent, substantial improvement over using no feature selection at all, resulting in nearly every learning approach having statistically significant improvements over the baseline. LambdaMart and Coordinate Ascent experience the greatest gains for NDCG@10, though as above LambdaMart has inconsistent results for P@10. Moreover, the results for Coordinate Ascent with our feature selection approach are the best of all reported.

Because WGAS works by adding only features that maximize a learned ranking model, a small portion of features that achieve a significant gain will be selected after examining all 74 features—in this case, 19 features for both RankBoost and Random Forests, 13 for AdaRank, 15 for LambdaMART, and 14 for Coordinate Ascent. Moreover, by looking into our training data, we notice that most of those resulting subsets contain ensembles of features that are selected from all three feature categories, which suggests that each of the categories are important in learning effective ranking models for clinical search. In the following section, we provide some analysis of feature importance, and we present top features for each category.
5.2.3 Evaluating Feature Importance

We evaluate the importance (i.e., relevance) of every single feature used in our training. In Table 5.6, we report top features for each of the three feature categories ranked by their weights. We estimate the weight of each feature by computing the average nDCG@10 achieved by learning a model for that single feature which is normalized by the sum of all features’ weights.

Unsurprisingly, weighting models such as LM, BM25, and TFIDF, which estimate the relevance of an article to a given query, are shown to be the most effective features in our set suggesting that they are essential in many LtR learning tasks. Furthermore, it seems that the importance of these features is more increased as they are used for larger text content (e.g., full articles) rather than short one (e.g., abstracts and titles). For query features, we observe that some statistics which measure generality (e.g., Scope and AvgIDF) and informative content (e.g., Gamma2 and AvgPMI) [51, 50] seem to be more important in learning LtR models than other statistics within the same category. Lastly, although concept features have the least importance among the three categories, some features (such as counting the total number of matched UMLS concepts in a query and an article, and those concepts belonging to semantic types like “[Sign or Symptom]”) are expected to be useful in learning models for medical search tasks.

5.2.4 Evaluating Feature Selection

Another set of experiments we perform is for evaluating our FS method, WGAS, and comparing it to other filter based methods such as XGAS, NGAS [44], and GAS [42]. In these experiments, we examine the application of FS methods using two LtR learning algorithms LambdaMart (pairwise) and Coordinate Ascent (listwise) because they have shown to be the best-performing learners when applying FS as discussed in Section 5.2.2.3. Table 5.7 presents the results of our experiments for Coordinate Ascent and LambdaMART. We use nDCG@10 as our main evaluation metric, and we report the results of the models learned on the subsets of 5%, 10%, 15%, 20%, 25%,
<table>
<thead>
<tr>
<th>Feature</th>
<th>Category</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM model score for the whole article</td>
<td>LETOR</td>
<td>0.0244</td>
</tr>
<tr>
<td>BM25 model score for the whole article</td>
<td>LETOR</td>
<td>0.0225</td>
</tr>
<tr>
<td>LM model score for &lt;BODY&gt; filed</td>
<td>LETOR</td>
<td>0.0209</td>
</tr>
<tr>
<td>TFIDF model score for the whole article</td>
<td>LETOR</td>
<td>0.0193</td>
</tr>
<tr>
<td>TFIDF model score for &lt;BODY&gt; field</td>
<td>LETOR</td>
<td>0.0181</td>
</tr>
<tr>
<td>BM25 model score for &lt;BODY&gt; field</td>
<td>LETOR</td>
<td>0.0179</td>
</tr>
<tr>
<td>IDF estimation for the whole article</td>
<td>LETOR</td>
<td>0.0171</td>
</tr>
<tr>
<td>IDF estimation for &lt;BODY&gt; field</td>
<td>LETOR</td>
<td>0.0166</td>
</tr>
<tr>
<td>TFIDF model score for &lt;ABSTRACT&gt; field</td>
<td>LETOR</td>
<td>0.0157</td>
</tr>
<tr>
<td>LM model score for &lt;ABSTRACT&gt; field</td>
<td>LETOR</td>
<td>0.0153</td>
</tr>
<tr>
<td>Gamma2 performance predictor</td>
<td>Query features</td>
<td>0.0201</td>
</tr>
<tr>
<td>Query Scope performance predictor</td>
<td>Query features</td>
<td>0.0192</td>
</tr>
<tr>
<td>Average inverse document frequency</td>
<td>Query features</td>
<td>0.0188</td>
</tr>
<tr>
<td>Average point-wise mutual information</td>
<td>Query features</td>
<td>0.0180</td>
</tr>
<tr>
<td>QC1 performance predictor</td>
<td>Query features</td>
<td>0.0175</td>
</tr>
<tr>
<td>Sum of all matching concepts</td>
<td>Clinical concepts</td>
<td>0.0095</td>
</tr>
<tr>
<td># concepts in “[Sign or Symptom]”</td>
<td>Clinical concepts</td>
<td>0.0076</td>
</tr>
<tr>
<td># concepts in “[Intellectual Product]”</td>
<td>Clinical concepts</td>
<td>0.0062</td>
</tr>
<tr>
<td># concepts in “[Disease or Syndrome]”</td>
<td>Clinical concepts</td>
<td>0.0061</td>
</tr>
<tr>
<td># concepts in “[Finding]”</td>
<td>Clinical concepts</td>
<td>0.0059</td>
</tr>
</tbody>
</table>

Table 5.6: Top features for each category ranked by weight. The weight of a feature is computed by the average nDCG@10 score achieved by learning a model for the single feature normalized by the sum of all features’ weights.

30%, 35%, 40% of the total number of features available. Also, we set the parameters $c$ and $p$ in GAS and XGAS methods similar to what is shown in [44, 42].

From Table 5.7, we see that applying filter-based feature selection with GAS, NGAS, and XGAS leads to inconsistent results. In particular, we note that in many cases, adding more features to the initially selected subsets do not improve the performance of learned models, but it leads to performance reduction. This could be addressed to the fact that these methods only rely on relevance and similarity statistics for single features and do not maximize a learned model while selecting feature subsets. WGAS, on the other hand, is shown to be a bit more consistent for both learning algorithms and on average it outperforms the three FS methods. This result
suggests that although wrapper methods are known to be computationally more expensive, such computational overhead can be tolerated especially when the learning task is performed at small scale (i.e., with few training instances).

<table>
<thead>
<tr>
<th>Subset (%)</th>
<th>WGAS</th>
<th>NGAS</th>
<th>XGAS</th>
<th>GAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full (No FS)</td>
<td>0.2416</td>
<td>0.2416</td>
<td>0.2416</td>
<td>0.2416</td>
</tr>
<tr>
<td>5%</td>
<td>0.2517</td>
<td>0.2532</td>
<td>0.2514</td>
<td>0.2560</td>
</tr>
<tr>
<td>10%</td>
<td>0.2459</td>
<td>0.2414</td>
<td>0.2501</td>
<td>0.2473</td>
</tr>
<tr>
<td>15%</td>
<td>0.2503</td>
<td>0.2329</td>
<td>0.2449</td>
<td>0.2526</td>
</tr>
<tr>
<td>20%</td>
<td>0.2593</td>
<td>0.2321</td>
<td>0.2504</td>
<td>0.2485</td>
</tr>
<tr>
<td>25%</td>
<td>0.2593</td>
<td>0.2480</td>
<td>0.2498</td>
<td>0.2495</td>
</tr>
<tr>
<td>30%</td>
<td>0.2488</td>
<td>0.2418</td>
<td>0.2455</td>
<td>0.2430</td>
</tr>
<tr>
<td>35%</td>
<td>0.2558</td>
<td>0.2470</td>
<td>0.2461</td>
<td>0.2401</td>
</tr>
<tr>
<td>40%</td>
<td>0.2696</td>
<td>0.2387</td>
<td>0.2463</td>
<td>0.2308</td>
</tr>
<tr>
<td>Average</td>
<td>0.2562</td>
<td>0.2418</td>
<td>0.2480</td>
<td>0.2459</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subset (%)</th>
<th>WGAS</th>
<th>NGAS</th>
<th>XGAS</th>
<th>GAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full (No FS)</td>
<td>0.2222</td>
<td>0.2222</td>
<td>0.2222</td>
<td>0.2222</td>
</tr>
<tr>
<td>5%</td>
<td>0.2105</td>
<td>0.2324</td>
<td>0.2103</td>
<td>0.2176</td>
</tr>
<tr>
<td>10%</td>
<td>0.2151</td>
<td>0.2350</td>
<td>0.2200</td>
<td>0.2171</td>
</tr>
<tr>
<td>15%</td>
<td>0.2326</td>
<td>0.2136</td>
<td>0.2116</td>
<td>0.2565</td>
</tr>
<tr>
<td>20%</td>
<td>0.2317</td>
<td>0.2040</td>
<td>0.2182</td>
<td>0.2262</td>
</tr>
<tr>
<td>25%</td>
<td>0.2067</td>
<td>0.1992</td>
<td>0.2494</td>
<td>0.2328</td>
</tr>
<tr>
<td>30%</td>
<td>0.2405</td>
<td>0.2132</td>
<td>0.2250</td>
<td>0.2330</td>
</tr>
<tr>
<td>35%</td>
<td>0.2431</td>
<td>0.2077</td>
<td>0.2442</td>
<td>0.2222</td>
</tr>
<tr>
<td>40%</td>
<td>0.2431</td>
<td>0.2167</td>
<td>0.2067</td>
<td>0.2153</td>
</tr>
<tr>
<td>Average</td>
<td>0.2279</td>
<td>0.2136</td>
<td>0.2232</td>
<td>0.2274</td>
</tr>
</tbody>
</table>

Table 5.7: Performance of WGAS, NGAS, XGAS, and GAS algorithms trained with both Coordinate Ascent and LambdaMART reported using nDCG@10.

5.2.5 Discussion And Further Statistical Analysis

Looking at the results from previous sections, one can see that LtR algorithms can be very useful in satisfying user search needs by producing effective search results which match a certain medical case query. Also, compared to a baseline ranking
model such as BM25, we observe a major performance improvement suggesting that LtR techniques are essential in the context of clinical decision support. Furthermore, the performance of LtR can be further improved as additional techniques like feature selection are integrated to optimize the learning procedure. However, in terms of effectiveness, we observe that the performance of the resulting ranking model might be tied to which LtR algorithm is used to learn that model. More specifically, in our experiments as described in Section 5.2.2, we see that among the five algorithms, Coordinate Ascent, LambdaMart, and random forests seem to fit our training data better than the other algorithms for most of the cases. In contrast, RankBoost and AdaRank show the lowest performance gains among all the five algorithms.

Thus, we perform analysis of our results to validate that there is a significant performance difference between those five algorithms when used to learn models for clinical search. First, we evaluate whether the difference between those learners (as a group) is statistically significant. Using nDCG@10 as the main evaluation metric, we apply two-way ANOVA to each group of learners used to learn each set of features (we exclude the case of learning with only clinical concepts because none of the learners outperforms the baseline). The last line of Table 5.8 summarizes the results of this analysis. We can clearly see that there is indeed a statistically significant difference between those learners (i.e., $p < 0.01$ when training with query features while $p < 0.05$ for the other feature settings and WGAS feature selection), suggesting that there is a major impact on search results due to the algorithm used to learn a clinical based ranker. In other words, we confirm that there is indeed a statistically significant difference between those algorithms whether they are used with FS or not.

In addition, we evaluate each pair of learners using paired one-sided t-test in order to indicate which learner seems to significantly outperform the other learning algorithms. From the upper part of Table 5.8, we see that both Coordinate Ascent and random forests significantly outperform the other learning algorithms on most of the training cases, which suggests that they might be seen as the best performing algorithms for this task (Coordinate Ascent significantly outperforms random forests...
only on one instance where WGAS feature selection algorithm is applied). From this analysis, we may conclude that the choice of the learning algorithm, as well as other factors such as the features which are used and the way of selecting those features (i.e., FS method), play a major effect on the overall performance of LtR learning for medical search tasks.

<table>
<thead>
<tr>
<th>Statistical Significance</th>
<th>FS with WGAS</th>
<th>All Features</th>
<th>Query Features</th>
<th>LETOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>RankBoost (RB)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>AdaRank (AR)</td>
<td>&gt;RB*</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>LambdaMART (LT)</td>
<td>&gt;RB**</td>
<td>&gt;RB*, LT*</td>
<td>&gt;RB*, AR**, LT*</td>
<td>&gt;RB**</td>
</tr>
<tr>
<td>Random Forests (RF)</td>
<td>&gt;RB**, AR**, RF*</td>
<td>&gt;RB*, &gt;RB***, AR***, LT***</td>
<td>&gt;RB**, AR*</td>
<td></td>
</tr>
<tr>
<td>Coordinate Ascent (CA)</td>
<td>&gt;RB**, AR**, RF*</td>
<td>&gt;RB*, &gt;RB***, AR***, LT***</td>
<td>&gt;RB**, AR*</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.8: Statistical Results for using pairwise one-sided t-test to evaluate if the difference between each pair of LTR learners is statistically significant (> denotes a statistical significance over a learner with * for \( p < 0.05 \), ** for \( p < 0.01 \), while *** for \( p < 0.001 \)). Also, results for two-way ANOVA test to indicate if there is a significant difference between a group of learners when trained using the same set of features are included in last row.

5.3 Conclusions and Future Work

We presented a framework for applying LtR approaches to clinical search tasks. Our framework includes an optimization technique that can be used to select the most promising feature from a large features pool. Our results show that while using our framework to rank documents for clinical queries, the performance of retrieval systems can be improved to reach up to 28% over a baseline system. Our future work will include applying a similar analysis to the search tasks for other applications such as general health. We aim to generalize these optimization and learning techniques which can result in improved search results for those tasks.
Chapter 6
CONCLUSION AND FUTURE WORK

6.1 Conclusion

In this section, we conclude the thesis by summarizing our main contributions. We have developed and examined several approaches to promote the effectiveness of search results for the clinical domain and to reduce the overhead of manual configurations involved in the retrieval strategies for clinical search. Mainly, we explored three types of approaches that are based on query reformulations, learning concept ratings, and applying learning to rank. They all are shown to be successful in increasing the effectiveness of search results and achieving high performance levels. Specifically, these approaches, which rely on either query reformulation techniques or learning to rank techniques, are shown to achieve substantial retrieval performance compared to strong baseline search systems.

For applying query reformulations on clinical queries, we explored two types of methods to increase retrieval performance. First, we examined the feasibility of using some text analysis techniques such as semantic mapping to gain further understanding of medical terminologies that appear in clinical cases. Using the resulted semantic analysis produced by a semantic mapping utility like MetaMap and by associating each of the mapped concepts to different categories of UMLS types, we were able to distinguish the importance of each concept, and therefore, apply a set of suitable query modification tasks. We proposed a variety of query modification and refinements, ranging from eliminating non-relevant query terms to increasing the weights of terms and concepts that are deemed very important.

Second, we examined the application of ontology-based term expansion to reduce the ambiguity of the terms used in clinical cases. We proposed a novel approach for
expanding terms using their equivalent names from MeSH hierarchical resource that is based on disjunctive shared information (DiShIn). Our approach benefits from the directed acyclic graph (DAG) structure of MeSH to overcome some of the limitations in prior work such as over-expanding MeSH terms. This is achieved by using the DiShIn model to compute a distance score between concepts, which can be then used to set a threshold for limiting very broad MeSH concepts from being over-expanded with very narrow concepts.

For concept based rating and learning to perform query reformulations, we proposed a novel method to reduce the manual effort involved in designing and setting query reformulation and modification strategies. Our approach can transform the manual query modifications performed by physicians into automatically learned models using the feature space of UMLS semantic types. We applied the resulted models from this learning approach to a sample of clinical queries and showed how it could effectively predict suitable reformulation action for new unseen query concepts. Our method has the potential of being further explored and generalized for a variety of clinical text understanding tasks.

For applying learning to rank (LtR) techniques on clinical search tasks, our contributions take two directions. First, we explored a comprehensive set of training features from three categories, namely general IR statistics, query performance statistics, and statistics specific to clinical concepts in document-query pairs. Also, we studied the impact of a variety of learning strategies (e.g., boosting, tree-based) as well as different loss functions (pointwise, pairwise, and listwise) when trained using the proposed set of features by including several LtR algorithms such as Random Forests, RankBoost, and Coordinate Ascent. Secondly, to improve the learning process and to limit the dangers of model overfitting, we proposed WGAS, a wrapper method for feature selection that is based on greedy search. This method relies on a combination of feature property statistics and model performance measures to select the set of features which maximize importance and minimize similarities among all features.

We applied our method during the stages of learning LtR models and showed
that indeed it could effectively boost the performance of the resulted ranking model, outperforming the state-of-the-art feature selection methods such as GAS, NGAS, and XGAS. In overall, we confirmed the significance of learning to rank methods for promoting the search tasks for clinical and biomedical domain especially when some optimization techniques such as feature selection is included.

6.2 Future Work

In addition to examining the potential of generalizing the approaches proposed in this work to other clinical text mining and understanding tasks, our future work can move in two directions:

1. Exploring the feasibility of performing adaptive clinical search to select the suitable search strategy for each search task,
2. Including user studies and exploring the personalization aspects of clinical search.

6.2.1 Adaptive Clinical Decision Support

Though we developed several search approaches for clinical search tasks and showed that they could lead to significant improvement in the retrieval effectiveness, there are some issues we need to address especially those related to combining the proposed search approaches and using them in a single search system. As discussed in Chapter 3, it seems that the traditional methods for rank fusion, used to aggregate search results for several IR strategies, are less effective when applied to combine our different search strategies. In particular, these methods are shown to result in retrieval effectiveness which tends to be an average point of the performance of the combined search approaches.

We plan to tackle this limitation by exploring the feasibility of applying adaptive clinical decision support which works by evaluating different search strategies on a single query, and then selecting the strategy which is predicted to be the most suitable for that query (i.e., search systems will adaptively choose the best retrieval approach for each clinical search task). This task can be accomplished by using the advances
in machine learning (ML) to learn models which can combine two kinds of features, a
set which captures some performance properties about the submitted queries [51, 133]
(e.g., length, clarity, scope, similarity, etc.) and another set of system features [95]
(e.g., indexing strategy, IR model, and expansion model) which distinguishes different
search strategies from each other, and then use these models to predict the search
strategy which can lead to the highest retrieval performance for a given search task.

Table 6.1 shows an illustration of how to use the proposed learning framework
in estimating the performance of the three retrieval approaches discussed in this thesis
for a given clinical case. Our future work will focus on implementing the discussed
framework using a variety of learning methods (e.g., SVMs, neural networks, random
forests, etc.) as well as examining the usefulness of this framework for answering a
variety of clinical search tasks such as those for clinical decision support and precision
medicine.

<table>
<thead>
<tr>
<th>Clinical Case</th>
<th>Query Features</th>
<th>System Features</th>
<th>Strategy</th>
<th>Estimated Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young adult woman with 2 weeks of fever and migrating joint inflammation.</td>
<td>$F_1, F_2, F_3, \ldots, F_n$</td>
<td>$S_1, S_2, S_3, \ldots, S_n$</td>
<td>Refinements</td>
<td>0.90</td>
</tr>
<tr>
<td>Young adult woman with 2 weeks of fever and migrating joint inflammation.</td>
<td>$F_1, F_2, F_3, \ldots, F_n$</td>
<td>$S_1, S_2, S_3, \ldots, S_n$</td>
<td>MeSH</td>
<td>0.88</td>
</tr>
<tr>
<td>Young adult woman with 2 weeks of fever and migrating joint inflammation.</td>
<td>$F_1, F_2, F_3, \ldots, F_n$</td>
<td>$S_1, S_2, S_3, \ldots, S_n$</td>
<td>LtR</td>
<td>0.55</td>
</tr>
</tbody>
</table>

**Table 6.1:** Illustration of using the framework to estimate the retrieval performance of Refinements, MeSH, and LtR for a particular clinical case. In this case, “Refinements” is estimated to result in the highest effectiveness compared to “MeSH” and “LtR”.

6.2.2 Personalized Clinical Search

Another potential research direction to consider is exploring the usefulness of including some personalization aspects while performing clinical search tasks. Due to the lack of the studies focusing on clinical professionals experience and personalization when performing search tasks, we want to explore different research questions such as validating if leveraging some users’ search history data (e.g., the user clicks, query logs) can be used to improve current search results. Also, because clinical professionals represent a wide range of specialties within the medical domain, we want to explore if there is a diversity between those professionals in regards to the type of clinical data that is favored by each group (i.e., the kind of relevant data to the clinicians in the same medical area). Moreover, because in our approaches, we relied on simulated clinicians feedback in selecting relevant biomedical terminologies that appear in clinical queries, we want to conduct a study to capture the actual (i.e., real) feedback provided by those clinicians and compare it to our simulated models.

To accomplish these objectives, we need to turn the prototype search strategies described in this work into production systems and put them on a real working environment. This includes designing a suitable graphical user interface that satisfies user needs and considering other system efficiency aspects to enhance user experience. To succeed in this experiment, we should collect some parameters that indicate the usefulness of our system, such as the time spent during a search session, implicit user feedback (e.g., clicks), user query logs, and any other useful data that is related to each of the user study that is conducted. We expect that the outcomes from these different experiments to help us in a better understanding of the clinicians’ behavior while using search systems in making clinical decisions and in enhancing the experience of those practitioners when performing future search tasks.


Appendix

EFFICIENCY CONSIDERATIONS FOR CLINICAL SEARCH SYSTEMS

Two aspects of performance can be measured for information retrieval systems: the effectiveness of search results (in terms of the quality of search results), and the efficiency of these systems (in terms of the time spent during generating search results). Due to the nature of our research objective, we tend to put more focus on the aspects for increasing the effectiveness of search systems and focus less on the other efficiency aspects such as optimizing disk space usage and reducing processing time. In particular, in Chapter 3, Chapter 4, and Chapter 5, we focused on exploring several IR methodologies that aim to increase the effectiveness of search results that are produced by clinical search systems. Nevertheless, in this part, we consider providing some discussions on how to efficiently design and implement a variety of search and retrieval strategies.

The core of search systems is based on two operations, document indexing, which transforms the representation of documents into posting lists that are more suitable for search and retrieval, and document retrieval, done by computing a similarity score between query and document using the statistics of posting lists. In the following two sections, we will examine some efficiency considerations related to performing these two operations.

A.1 Document Indexing

Search systems rely on an indexing layer to allow efficient retrieval of documents from a given corpus [78]. Typically, when the indexing procedure is performed, search systems create certain types of data structure (e.g., lists, hash-tables, etc.) which can
be suitable for future retrieval needs, and together these structures maintain what is known as an index. The main index usually contains an inverted index which consists of posting lists for all terms. Each term will be assigned a single posting list, a list of all documents (identified by document-ID) containing that term [124]. The posting list structure is very beneficial for retrieval purposes as it stores sufficient statistical information to be used for scoring each document, such as the frequency of the term occurrences, positional information of the term within each document, and field information (i.e., the occurrence of the term in different fields of the document, such as title, allowing for boosting some of these fields during retrieval) [78].

The procedure of creating an index for a collection of documents can be described as follows. First, documents are read from the disk and then they are tokenized. Usually, some further processing involves the tokenization step such as applying stemming algorithms and removing stopwords [60, 78]. Then, a single-pass indexing [54] is applied, in that the posting lists for terms are built in the main memory while scanning the corpus. Because it is unlikely to fit the posting lists for all the documents in the main memory (especially when only a single computing node is considered), the partial index will be flushed and written back to the disk. When a full scanning of all the documents in the corpus is performed, the final index will be generated by combing the previously flushed indices, resulting in a single index for the entire corpus [78].

A.1.1 The Importance of Efficient Document Indexing

Similar to search tasks for other domains (e.g., general web search), performing clinical and biomedical search tasks will require relying on efficient indexing which helps in producing search results and then return them to users on time. Using effective ways to build indexes has its importance in IR applications and especially in biomedical search. This is addressed due to the fact that clinical search systems usually make the use of several biomedical resources as well as several document and query representations (e.g., maintaining different indexes for text and concept representations as
in Zhu et al. [136] and Limsopatham et al. [71]), which result in performing extra pro-
cessing and needing to build more document indices. In addition, the massive growth
of the number of publications in biomedical literature, reaching about 1.3 million new
articles published yearly [31], will require search systems to be continuously updated
(i.e., rebuilding and updating the index) in order to keep up with the recent advances
in the biomedical research domain.

There are several ways to optimize the indexing procedure which can result in
reducing the total time for generating indexes. Many of these approaches can be applied
in biomedical search settings to minimize index creation time. In the next few sections,
we present a number of these approaches starting by discussing the impact of parallel
document indexing, and later, in Section A.1.3, we discuss some other optimization
methods that are related to examining different settings of system configurations.

A.1.2 Distributing Indexing Procedure

One potential way to increase the efficiency of document indexing (i.e., in terms
of processing time) is by distributing the indexing procedure, described previously, on
several processing nodes that are running concurrently. In ideal situations, assuming
that the documents to be indexed are partitioned evenly among the processing nodes
where those partitions are local to the machines doing the work (no data sharing among
those machines), we would expect this process to always result in an optimal scaling
(i.e., the speedup will scale linearly with the number of allocated nodes). However, in
practical situations, having a fully distributed processing with local data might not be
easily achieved. This is true especially when the indexing process is performed at large
scale (too many nodes are considered) as we might be overloading the network traffic
while distributing the corpus or we might be risking data loss from a single point of
failure [78].

Fortunately, MapReduce, a parallel programming model that facilitates the pro-
cessing of large datasets, provides sufficient solution for distributing our indexing pro-
cedure. MapReduce is currently implemented by various platforms such as Hadoop
and Spark [129], and it seems to be appealing to many scientific problems because of its simplicity, automatic load balancing, failure recovery, and ease of scaling nature [38]. The procedure that MapReduce model follows is performed by splitting computational/data processing tasks into two stages: a mapping stage, where the input data is read and transformed to an intermediate representation, followed by a reduction stage, where the intermediate data is gathered and merged into the final desired results. Both stages can be efficiently distributed across multiple machines.

Relying on the abstraction of MapReduce, several approaches have been proposed to perform distributed document indexing, varying the way of fitting the indexing procedure within the map and reduce stages [38, 22, 78, 79]. For instance, Dean et al. [38] described a way for indexing with MapReduce which maps each term and document-ID from the input documents and then applies a reduction step to generate the desired posting lists in the form of \(\text{<term, list(document ID)>}\). This implementation of distributed indexing is shown to scale very well with an increased number of computing resources; however, one drawback is the performance overhead caused by the large volume of intermediate data generated from the map stage output [78]. Taking a step-forward towards reducing intermediate output and lowering disk and network IO traffic, Mccreadie et al. [78, 79] propose a more efficient way to implement document indexing with MapReduce. The new implementation works by mapping input documents into partial posting lists (i.e., partial indices) and then applying a reduction step which merges partial posting lists for each term and combines them to generate the full index. In fact, this strategy is shown to outperform the approach by Dean et al. and scales close to the optimal linear scaling (this strategy is available on Terrier IR [85], the underlying system we use in our experiments described in Section 3.2.3.1).

**A.1.3 The Effect of System Configurations**

Besides parallelizing document indexing, system configurations can have a significant impact on the efficiency of the index creation process. Assuming that the
indexing is performed using a MapReduce based framework such as Hadoop, several studies have suggested that the selection of that framework’s parameters (e.g., allocated memory size, assigned parallel processes, IO block size, etc.) plays a major effect on the overall performance of the running system [13, 59, 62, 64, 125]. As a result, many methods have been proposed to optimize the selection of those configurations and to choose the most suitable parameters for running MapReduce applications [64, 121, 125, 7].

For instance, in the approach by Lakkimsetti [64], the author considered a subset of configuration parameters that are related to the number of parallel processes and the size of I/O sorting buffers. Then, he developed an optimizer that runs an exhaustive search on these parameters to find the best set of values which results in a reduction of processing time. By applying this approach on a diverse set of applications, a set of system performance statistics are collected, and when a new job is submitted, the optimizer categorizes the new job and then predicts that set of parameter values that are best fit for this category of applications.

Another type of approaches performs much efficient exploration of the parameter space, achieved by running optimized search algorithms such as Grid Hill Climbing and Simulated Annealing [121, 125]. In such approaches, the optimized search is applied to a small instance of the entire task (e.g., indexing a subset of documents in the corpus), and then the whole task will be executed with the optimized parameter values. Moreover, aiming to control and reduce the cost of search in the methods described above, in [7], we examined an approach for learning models generated by randomly sub-sampling the whole parameter space. For instance, in Figure A.1, we show an example for learning polynomial surface model for one MapReduce task, PageRank, by sampling two parameters. By using this approach, we can learn accurate models relying on very few points in the space and then use the resulted models to predict configuration parameters that are very close to the optimal values (i.e., we can achieve 95% prediction accuracy of optimal settings by sampling less than 25% of the entire space). The outcomes from these optimizations indicate a significant speedup resulting
from running MapReduce jobs with predicted configuration parameters.

The effect of system configurations is not only limited to the settings of framework and software applications but in fact, it can be extended to include some other system aspects like the type of technology used in the hardware and storage systems. In a previous study described in [7], we looked into the impact of varying file storage systems, while performing different indexing tasks, by considering two types of technologies, solid-state flash drive (SSD) that is locally connected to each computing node, and a hard drive storage (Lustre) that is distributed across a cluster of computing nodes. The results of this experiment are summarized in Figure A.2 using processing time (in seconds) as our main evaluation measure. From Figure A.2, one can see that because indexing tasks usually are IO bound tasks, it seems that the type of technology used in storage system will have a significant efficiency impact. In our case, it is shown that the local SSD outperforms the shared Lustre storage, achieving a speedup up to 2 when experimenting with nutchindexing application.

Figure A.1: Example for learning models for predicting configuration parameters using a sub-sampled space.
Figure A.2: Comparing two file system technologies with various indexing and IR tasks

A.2 Document Retrieval

The efficiency of document retrieval can be tied to the data structures used in the underlying indexing layer. Assuming that very efficient structures are used to store term and document statistics in the index, additional techniques can be considered to increase the efficiency of query processing and reduce retrieval time. Traditionally, search systems perform retrieval by applying an exhaustive evaluation of query terms. In particular, supposing that term-at-a-time processing strategy is employed, search systems keep track of a set of accumulator variables for all documents containing query terms. Then, each term’s inverted lists is thoroughly scanned and processed before moving to the next term, and the partial contributions of term-document similarity scores are added to the accumulators of the corresponding documents [114, 17, 11]. The exhaustive query evaluation will be finalized as soon as the processing of all the terms’ inverted lists is completed, and then, a list of $k$ documents with the highest accumulators (e.g., 1000 documents) is returned as a response to the query asked by the user.
A.2.1 The Importance of Efficient Document Retrieval

Enhancing the efficiency of clinical search systems by speeding up query processing and reducing system response time is an important aspect for increasing systems’ availability and satisfying users. One major limitation in the exhaustive query evaluation described above is the need for large memory space to keep all the accumulators in addition to more processing time that is required to compute similarity scores. This becomes a major drawback especially when the evaluated queries contain terms that are common across many documents, leading to larger accumulators space as well as more processing time to update all the accumulators [11]. One optimization could be performed by applying some techniques for pruning and inverted list skipping which can significantly reduce processing time without harming the quality of search results [17, 110, 11, 108]. As an example, Anh et al. [11] propose a pruning technique which reduces the size of the document score accumulators by making the use of impact-sorted inverted lists. In such method, document pointers in an inverted list for a given term will be sorted by the impact of that term within them, allowing to skip a large number of documents containing terms with low impact and to save some processing time.

Some other optimization techniques are more related to specific features used in search systems (e.g., query reformulations, term expansion, etc.) or related to particular search domain (e.g., general web, biomedical search). In the next few sections, we discuss some of these methods, focusing more on showing some examples of how these approaches can be applied for clinical and biomedical search.

A.2.2 The Processing of External Biomedical Resources

Generally, search systems make the use of some external resources (e.g., user log files, word dictionaries) to leverage the effectiveness of search results. Notably, in biomedical search, those resources can be used to improve the clarity of queries submitted by users and reduce the ambiguity of biomedical terminologies. Medical Subject Headings (MeSH) [83] is one of the commonly used resources to expand original
<table>
<thead>
<tr>
<th>Method</th>
<th>Throughput (desc/sec)</th>
<th>Speedup</th>
<th>Disk Size (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MeSH Resource (unfiltered)</td>
<td>1144</td>
<td>1.00</td>
<td>313</td>
</tr>
<tr>
<td>MeSH Resource (filtered)</td>
<td>13728</td>
<td>12.00</td>
<td>13</td>
</tr>
</tbody>
</table>

**Table A.1:** The performance impact of filtering the original MeSH resource file. Throughput represents the number of concept descriptors that are loaded into the memory per second.

query terms with their other equivalent medical vocabularies, which is shown to be very useful in increasing the quality of search results as discussed in Section 3.2.2.3, Section 3.2.3.2, and Section 3.3.4.2.

MeSH resource is provided in a large semi-structured file (in XML format) containing descriptors for about 28,000 medical concepts. Each concept’s descriptor lists some detailed attributes about that concept such as its unique ID, heading text, tree numbers, additional terms, annotations, scope note, and some other related information. Because this file is quite large (about 313 MB), it may not be effective to load all the descriptors within the file and manipulate them in the main memory as much more memory space will be dedicated for this task. One potential solution is to filter out some of the unwanted attributes and create an intermediate file containing a filtered set of concept descriptors. For instance, because our MeSH expansion approach only requires four attributes ID, heading, entry terms, and tree numbers, by applying a simple filtering approach, we were able to reduce the original file’s size into much smaller one. As presented in Table A.1, it seems that applying such a filtering mechanism affects performance significantly, and in fact, we can parse and load this filtered set into the main memory much faster than the original unfiltered set, which is shown to result in a speedup of 12.

Another optimization, which makes the use of MeSH resource really efficient after the loading of the filtered set into the memory, is achieved by creating data indices and altering the way to access MeSH descriptors. Initially, MeSH resource is organized in a sequential manner (i.e., a list) in that you will need to traverse
Method | Throughput (desc/sec) | Speedup | Memory Size (MB) | Disk Size (MB)
--- | --- | --- | --- | ---
Sequential Access + Disk | <1 | 1.00 | <2 | 8
Sequential Access + Memory | 7.22 | 1.00 | 40 | —
Indexed Access + Disk | 1.47 | 36.75 | <2 | 12
Indexed Access + Memory | 204.5 | 28.40 | 95 | —

Table A.2: Comparing difference strategies for accessing MeSH descriptors. Speedup is computed with respect to whether disk or memory access is performed.

through the entire descriptors list to locate a certain concept. Our expansion approach, described in Section 3.2.2.3, requires to access MeSH resource frequently in order to expand query concepts and to control the expansion process by estimating semantic similarity between those concepts (i.e., applying steps 1 through 4 in Section 3.2.2.3), so having very efficient access to MeSH will be crucial in answering user queries in a timely manner.

In Figure A.3, we present a proposed strategy for reducing the time needed to access MeSH descriptors by relying on three hash indices. In this strategy, we use one index to access the descriptors using the original concept heading (identified from user query) whereas the two other indices are used to guarantee speedy access to concept descriptors and concept’s children trees while performing similarity estimation between concepts. Table A.2 compares the performance of our proposed indexing access to a baseline, sequential descriptor access, considering two scenarios either accessing the entire indices as well as the descriptors from memory or accessing them from the hard disk. In our evaluation, we applied the expansion process on the concepts used in the topic sets for the TREC CDS track in 2014, 2015, and 2016.

From Table A.2, one can see that for both memory and disk access strategy cases, using the indexed structure for retrieving concept descriptors tend to be extremely efficient, and in fact, it is shown to be at least 28 times faster than accessing descriptors sequentially. Of course, we would expect a trade-off between the speedup
Figure A.3: A structure for speedy access and processing of MeSH concepts using three hash indices.

and the memory usage as more memory space will be allocated for our proposed strategy to store the structure of the additional indices; however, considering the current advances in computer memory sizes, the memory usage of this strategy seems to be within the acceptable range. In overall, in our experiments, we showed that applying different strategies to process external resources indeed can have a noticeable performance impact when performing retrieval tasks.

A.2.3 The Impact of Data Caching

Caching is a simple yet an effective technique for storing frequently used data in memory. So, when the same data is requested again, it can be directly retrieved from the memory without the need to generate that data or to request it from some other resources. Introducing a caching layer in search systems can be extremely important to boost the performance of these systems, as we expect it to enhance system response time by reducing the overhead of a variety of bottleneck resources (e.g., disk storage, network traffic, etc.).
Data caching techniques can be effectively implemented within different levels of search systems. They can be implemented at the user query level by storing search results for the most frequently asked queries, resulting in a major reduction of query processing time as suggested by Zhang et al. [132]. Also, they can be integrated with the system index (by caching a subset of the term’s inverted lists) which is expected to save some CPU time when computing query-document similarity scores. Moreover, caching can be applied at the network level to enhance network usage and reduce traffic by storing some frequent network requests that are performed by search systems (i.e., when demanding some services from online resources) [10].

In our work, we rely on caching techniques to reduce system response time and reduce network traffic. Specifically, because our implementation of MeSH uses Entrez online E-utilities [102] to access PubMed in order to estimate the weights of terms after applying expansion (step 5 in Section 3.2.2.3), we build a cache to store the most recent term weight estimation requests (the cache will contain a set of terms and their weights from PubMed). If a new query, which is submitted by a user, contains a set of concepts that are expandable with MeSH terms and have been already included in some recent queries, then the weight estimation of these concepts’ expansion terms will be performed using the previously cached data. Note that we cannot eliminate network traffic by storing PubMed locally because such collection is not publicly available. By conducting an experiment (presented in Table A.3) with the set of all expandable concepts in the TREC CDS 2014, 2015, and 2016 topics, our approach is shown to enhance the performance of our search system significantly, resulting in execution time that is three times faster than if no caching is used. From this result, we can see that caching technique can play a significant role in reducing response time and enhancing system performance.

A.2.4 The Impact of Parallel Execution

Besides processing and efficiently caching data from external biomedical resources, parallel task execution can be an effective approach to increase the efficiency
<table>
<thead>
<tr>
<th>Method</th>
<th>Throughput (term/sec)</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Term Weight Estimation (uncached)</td>
<td>6.4</td>
<td>1.00</td>
</tr>
<tr>
<td>Term Weight Estimation (cached)</td>
<td>19.2</td>
<td>3.00</td>
</tr>
</tbody>
</table>

**Table A.3:** The performance impact of caching term weight estimation results over applying no caching. Throughput represents the number of estimated weights for terms per second.

of retrieving search results. Similar to applying parallelism in indexing, addressed in Section A.1.2, performing parallel execution can be as well beneficial in enhancing the performance of document retrieval. In fact, there are several ways to apply parallelism within search systems. One way is by distributing query evaluation procedure among several machines. In this way, the processing of each user query (especially complex queries and those require some additional resources) will be performed using several computing nodes, and the final results will be returned after gathering terms and phrases statistics of that query from all nodes [109]. Another way is accomplished by performing parallelism at user query level, meaning that several queries will be processed concurrently across a large number of machines but without distributing the evaluation of each single query [108].

Several studies have suggested that applying parallel query processing is essential for enhancing the performance of search systems [109, 108, 45]. For instance, Strohman et al. [109] introduced a search system in which concurrent processing is applied to reduce search response time and to improve system throughput. The experiments performed by the authors using a cluster of six machines show that parallel processing is very significant in increasing the efficiency and reducing the time for processing user queries (in this study, a given user query can be processed efficiently within almost a second).

Just like the previous studies, in our work, we examined the effectiveness of concurrently processing a sample of clinical queries. As shown in Table A.4, by relying on the multithreading package in Java and by using a machine with single node and four
cores, our experimental results confirm that applying such technique can indeed lead to a speedy query processing with a speedup of over three compared to sequential single core execution (note that the shared memory bandwidth is limiting our parallelism from reaching perfect linear scaling). From these results, we can clearly distinguish the importance of parallel processing in boosting the performance of search systems.

### A.2.5 Combining Document Retrieval Optimizations

To show the impact of retrieval optimizations discussed above when they integrated together, we combine all of the three proposed methods (i.e., processing and storing MeSH concepts, caching PubMed data, and applying parallel execution) in one setting and we evaluate their efficiency when applied in clinical search. In our evaluation, we used the topic sets for TREC CDS track for the years 2014, 2015, and 2016 (30 topics for each year).

For each topic set, we perform two experiments. First, we run our retrieval system with all the different components but without applying any of the suggested optimizations. In particular, we use the sequential memory access with the unfiltered set of MeSH descriptors (described in Section A.2.2) to process the set of MeSH terms appearing in the clinical queries, and we apply sequential execution to process these queries (also, we do not perform any caching of term weight information for this case). Second, we run our retrieval system on each set of the provided topics, but in this case, we consider applying the structured MeSH indexing, caching term weight data, and performing parallel execution of all queries. In Table A.5, we summarize the results of

<table>
<thead>
<tr>
<th>Method</th>
<th>Throughput (query/min)</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential Execution</td>
<td>22.11</td>
<td>1.00</td>
</tr>
<tr>
<td>Parallel Execution</td>
<td>72.58</td>
<td>3.28</td>
</tr>
</tbody>
</table>

**Table A.4:** The performance impact of applying parallel query execution compared to sequential execution for all the topics in TREC CDS 2014, TREC CDS 2015, and TREC CDS 2016. Throughput represents the number of processed queries per minute.
<table>
<thead>
<tr>
<th>Topic set</th>
<th>Method</th>
<th>Total time (sec)</th>
<th>Throughput (query/min)</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDS 2014</td>
<td>unoptimized retrieval</td>
<td>442 seconds</td>
<td>4.1</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>optimized retrieval</td>
<td>109 seconds</td>
<td>16.5</td>
<td>4.0</td>
</tr>
<tr>
<td>CDS 2015</td>
<td>unoptimized retrieval</td>
<td>457 seconds</td>
<td>3.9</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>optimized retrieval</td>
<td>94 seconds</td>
<td>19.1</td>
<td>4.8</td>
</tr>
<tr>
<td>CDS 2016</td>
<td>unoptimized retrieval</td>
<td>521 seconds</td>
<td>3.5</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>optimized retrieval</td>
<td>153 seconds</td>
<td>11.8</td>
<td>3.4</td>
</tr>
</tbody>
</table>

Table A.5: Comparing the efficiency of applying a set of optimization techniques when performing document retrieval over applying no optimizations. Total time represents the processing time of all the topics in each topic set whereas throughput represents the number of processed queries per minute.

In our experiments, and we show that combining the set of the proposed enhancements indeed results in a noticeable performance impact leading to a speedup ranging between 3.4 and 4.8. This result confirms the importance of applying different optimization strategies to enhance the efficiency of retrieval and to reduce response time when performing clinical search.

A.2.6 Understanding the Trade-off Between Efficiency and Effectiveness

The discussed optimization techniques are shown to lead to a significant speedup and improve the efficiency of our search system. However, one important aspect we need to consider when developing new search strategies for enhancing the effectiveness of search systems is that, in many cases, these strategies would come with some additional computational costs, leading to slower query processing compared to an essential baseline search strategy. In particular, for clinical search tasks, many of the proposed approaches make the use of some external resources (e.g., MeSH, UMLS, Genetics Home Reference, etc.) in order to reduce the complexity of those tasks and to leverage the performance of search system. Thus, adding these components to a search system would imply performing extra processing to fetch some data from disk or memory and in some other cases relying on a network medium to access and retrieve remotely stored data (e.g., term weights in our MeSH).
<table>
<thead>
<tr>
<th>Topic set</th>
<th>Method</th>
<th>Throughput (query/min)</th>
<th>P@5</th>
<th>P@10</th>
<th>nDCG@10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>70.1</td>
<td>0.3800</td>
<td>0.3500</td>
<td>0.2899</td>
</tr>
<tr>
<td>CDS 2014</td>
<td>MeSH expansion</td>
<td>16.5</td>
<td>0.4200</td>
<td>0.3900</td>
<td>0.3511</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>86.5</td>
<td>0.4467</td>
<td>0.4100</td>
<td>0.2706</td>
</tr>
<tr>
<td>CDS 2015</td>
<td>MeSH expansion</td>
<td>19.1</td>
<td>0.4400</td>
<td>0.4033</td>
<td>0.2682</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>61.3</td>
<td>0.2800</td>
<td>0.2767</td>
<td>0.1964</td>
</tr>
<tr>
<td>CDS 2016</td>
<td>MeSH expansion</td>
<td>11.8</td>
<td>0.3467</td>
<td>0.3033</td>
<td>0.2131</td>
</tr>
</tbody>
</table>

Table A.6: The efficiency of clinical search systems is compared to the effectiveness of search results to show a case of trade-off between the two factors. Efficiency is measured using throughput (query processed per minute) whereas effectiveness is measured using P@5, P@10, and nDCG@10.

In fact, we would expect a trade-off between the efficiency of search systems and the effectiveness of the search results which they produce in that to achieve high-quality search results, we will need to sacrifice some efficiency aspects of our system. For instance, looking at the results presented in Table A.6, we see that although we apply some optimizations to enhance the efficiency of our MeSH strategy and this strategy is shown to be highly effective with improvement in search results up to 23%, it seems the resulted efficiency (in terms of query processing throughput) is four to five times slower than our baseline search strategy (i.e., with no expansion). Generally, in practical cases such as when search systems are put in production stages, some further analysis will be needed to decide whether it is worthwhile to tolerate the additional computational costs of the new proposed strategies knowing how much retrieval effectiveness gain they could make.

A.3 Summary and Concluding Remarks

We discussed a wide range of methods related to improving the efficiency of search systems and reducing response time. Mainly, we considered two categories of performance optimization techniques; one group of techniques can be performed during the indexing stage to minimize indexing time and use system resources efficiently, and another which is performed during retrieval to reduce query processing and respond to
users on time. Those techniques are shown to apply to a wide range of search tasks in
IR, but in our discussion, we focused on showing some examples from the clinical and
biomedical domain.