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This study will describe a nondestructive method to determine compositional 

depth profiles of thicker films using Variable Kinetic Energy X-ray Photoelectron 

Spectroscopy (VKE-XPS) data by applying proven regularization methods 

successfully used in Angle-Resolved X-ray Photoelectron Spectroscopy (AR-XPS). 

To demonstrate the applicability of various regularization procedures to the 

experimental VKE-XPS data, simulated TiO2/Si film structures of two different 

thicknesses and known compositional profiles were “created” and then analyzed. It is 

found that superior results are attained when using a maximum entropy-like method 

with an initial model/prior knowledge of thickness is similar to the simulated film 

thickness.  Other regularization functions, Slopes, Curvature and Total Variance 

Analysis (TVA) give acceptable results when there is no prior knowledge since they 

do not depend on an accurate initial model. The maximum entropy algorithm is then 

applied to two actual films of TiO2 deposited on silicon substrate. These results will 

show the applicability of generating compositional depth profiles with experimental 

VKE-XPS data. Accuracy of the profiles is confirmed by subjecting these actual films 

to a variety of “alternate” analytical thin film techniques including Sputtered Angle 

Resolved Photoelectron Spectroscopy, Auger Electron Spectroscopy, Rutherford 

Backscattering Spectroscopy, Focused Ion Beam Spectroscopy, Transmission and 

Scanning Electron Spectroscopy and Variable Angle Spectroscopic Ellipsometry. 

Future work will include applying different regularizations functions to better fit the 

MaxEnt composition depth profile other than those described in this study.

ABSTRACT



 1 

INTRODUCTION 

1.1 Background 

X-ray photoelectron spectroscopy (XPS) is a surface sensitive that can be used 

to study depth profiles and chemical bonding states of thin films. TiO2 is being used in 

a variety of applications such as electronics, sensors, antireflection coatings and photo 

catalysts due to its high dielectric constant, high refractive index, good optical 

transmittance and will be the film of choice in this study [1, 2].   Consequently, the 

need for exact layer thickness measurements and chemical depth profiles of these 

unique films is becoming a common requirement for the thin film and coatings 

industry.  As a consequence, there is a strong interest in developing a quantitative non-

destructive method to verify chemical composition and concentration throughout the 

film. With the ever-increasing cost and complexity of these devices, a technique is 

needed to determine if the desired film has the correct profile, desired chemical 

composition and structure long before the costly fabrication process is completed. One 

techniques that lends itself to these requirements is XPS. 

XPS involves flashing monochromatic X-rays on a sample and depending on 

the energy of the x-rays, atoms in the sample are photo-ionized, i.e. atoms at some 

depth in the sample receive enough energy from the x-rays that it emits electrons that 

can migrate through and out of a sample to be detected by an energy spectrometer. 

This detector measures the kinetic energy distribution of these emitted photoelectrons. 

Computer software analyzes the data and normalizes the intensities of the elemental 

Chapter 1 
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peaks of the spectrum that are used to determine atomic composition, bonding 

chemistry and concentration depth profiles within the sampling volume of the film. 

See figure 1.1 for a schematic of the photoionization process. 

 

 

Figure 1.1: X-Ray energy (hѵ) = Kinetic Energy (Ek) + Binding energy (Eb) + Work 
Function. 

The relationship between the electron kinetic energy Ek, measured in the 

spectrometer for a given binding energy Eb that is characteristic of the particular 

element and work function is denoted as ϕ,, is given by the following relationship and 

discussed further in section 3.2: 
 

  (1.1) 

 

One version of XPS is soft x-ray photoelectron spectroscopy, or low energy 

XPS, also named Angle-Resolved X-ray Photoelectron Spectroscopy (AR-XPS). It 
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can determine chemical depth profiles and compositions of very thin films by varying 

the detector angle in capturing the excited photoelectrons, see Figure 1.2. AR-XPS 

combined with a regularization technique has been successfully employed in industry 

to non-destructively measure the compositional depth profile of various thin film 

structures of several nanometers. [3, 4, 5, 6, 7, 8].  Further knowledge of thicker films 

will be done by sputtering (removing) layer by layer of the film with intermittent 

measurement of the escaping photoelectrons. This technique can give adequate results 

about film thickness but is suspect for depth profiling due to the complicated the 

spectrum resulting from inherent damage that the sputtering ions can do to the sample 

through atomic rearrangements, uncontrolled secondary chemical reactions or ions 

embedding in the film. 

Due to the limited nature of the photoelectron inelastic mean free path (IMFP), 

XPS data analysis can result in producing valuable information about the chemical 

profiles and interface states in the film. The IMFP is the length that an electron travels 

before being scattered inelastically.  Too short and it will not have enough energy to 

escape the film and be detected.  The IMFP is directly dependent on the incoming x-

ray energy, i.e. the higher the kinetic energy, the longer is the electron travel length 

before it loses energy. It can still be detected just not at that energy. A constant input 

x-ray energy allows for generating depth profiles of relatively thin films by changing 

the angle of detection. A shallow take-off angle of x-rays (at constant energy) samples 

atoms near the surface of the film, while a steeper angle of collection (again at 

constant energy) penetrates a little deeper into the film, see Figure 1.2.  Note the 

different depths, d, from the surface of the film that can be detected by varying the 

angle from 90o (deeper into the film) to 20o (more surface sensitive). 
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Figure 1.2 Angle Dependence XPS showing different depth probing. 

AR-XPS is basically a surface technique (2-4nm into the film) due to low 

photoelectron kinetic energies (short IMFP). Because the electrons that were originally 

excited near the surface or at some shallow depth in the film lose energy during their 

path out of the film, this torturous path through the sample complicates the data 

analysis for profile determination and will be a focal point of the modeling in this 

study (see section 3.3 for more details). 

Soft X-Ray Photoelectron Spectroscopy, with h  energies in the 1.2-1.4KeV 

range can only probe surface and near surface atoms but Hard X-ray Photoelectron 

Spectroscopy (HA-XPS), with its variable excitation energies, h , spans the range 

from 1-6KeV.  HA-XPS can excite atoms deep in the film and because of the longer 

IMFP can generate chemical profiles in films up to 30nm, see figure 1.3. [9, 10, 11, 

12, 13].  
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Figure 1.3: VKE-XPS with three input x-ray energies and constant angle. 2KeV(red), 
4KeV (green) and 6KeV (black) and depth excited atoms in respective 
colors.  = IMFP. 

A powerful source for HAXPES is a synchrotron light source at the 

Brookhaven National Labs, which offers exceptional brightness, tunable beam energy, 

and high energy resolution. Here varying the kinetic energy of the x-rays leads to 

collecting spectra from excited atoms deep in the film and generating depth sensitive 

composition information, without destroying the valuable sample Figure 1.3.  

However, to date VKE-XPS analysis has not focused on TiO2 and is usually 

qualitative in nature, i.e. no modeling of the chemical concentrations and depth 

profiles [14, 15, 16].   

This work expands on the established low energy XPS technique to include 

higher energies and more robust modeling. Regardless of the type of XPS technique 

implemented, no unique reconstruction model exists to correctly transform the raw 

data directly into composition depth profiles since there are many depth profiles that 

are possible solutions to the collected data.  This implies that simple curve fitting of 

the data such as least squares technique is not sufficient to determine an accurate 
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concentration profile. The techniques to study thicker films using VKE-XPS also have 

the same limitation of not directly translating the raw XPS data into a unique chemical 

depth profile. Since quantification of VKE-XPS spectra is complicated by the 

relationship between the intensity of a photoelectron signal and the depth from which 

it originates, the distribution of species with depth can greatly affect measured 

intensity ratios using standard quantification techniques [17, 18, 19, 20,21].   

XPS analysis involves solving an ill-posed problem where there are a high 

number of depth profile configurations that fit the VKE-XPS data.  Maximum Entropy 

(MaxEnt) methodology is applied to the VKE-XPS data coupled with a variety of 

regularization techniques (see below) to model the data and generate a viable depth 

profile of relatively thick films. MaxEnt is a powerful data resolution tool with 

principles rigorously based on logic and statistical theory. Any prior knowledge of the 

film i.e. thickness, composition or other parameters can be included as constraints in 

the model but are not necessarily needed. The MaxEnt methodology is a technique 

used to confidently reconstruct the most probable depth profile from noisy and limited 

XPS data. The Principle of MaxEnt states “Subject to known constraints, the 

probability distribution (depth profile) that best represents the current state of 

knowledge (what is known) but leaves the largest uncertainty (assume nothing about 

what is unknown) is the depth profile with the least assumptions” [21]. 

This MaxEnt process is applied through a variety of regularization techniques, 

an introduction of known constraints (regularizations or prior knowledge) to limit the 

range of possible solutions to those based in reality. Using a regularization function, 

balances the best fit to the data (keep a high “goodness of fit ( 2) with minimal 



 7 

smoothing) without over fitting the data (keeping the complexity of the data without 

fitting the noise). 

This analytical tool has been successfully applied to clarifying and analyzing 

data from radio telescopes, Laplace transforms, photo correction spectroscopy, particle 

light scattering, x-ray crystallography, electrospray mass spectroscopy, pulse 

fluorescence measurements, electron spectroscopy and NMR [22]. 

The technique of probing multilayer high-k dielectric TiO2 films with VKE-

XPES and analyzing the data with a regularized Maximum Entropy Algorithm with 

cross-correlation to other destructive depth profile techniques (discussed later) will 

lead to understanding the key constraints and critical limitations of the model as 

applied to more complex film structures. Ultimately, the goal is to develop a reliable 

and more accurate non-destructive method to determine compositional depth profiles 

of thicker films without relying on additional input from other destructive or less 

accurate depth profiling techniques. 

This work will initially characterize the two TiO2 films with a variety of 

alternate thin film characterization tools with the goal of reaching a consensus on the 

thickness of the two films and elemental composition. These thickness measurements 

and elemental compositions will aid in supplying additional “prior’ information 

(regularizations) to the depth profile model. These alternate techniques will also be 

studied to outline the advantages and disadvantages of each techniques and compare 

them to the VKE-XPS. The techniques will include Angle Resolve – XPS (AR-XPS), 

Auger Spectroscopy (AES), Rutherford Back Scattering Spectroscopy (RBS), 

Variable Angle Spectroscopic Ellipsometry (VASE), Focused Ion Beam (FIB) and 
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Transmission Electron Microscopy (TEM) to fully characterize these thin films (see 

Chap. 3).  

It is common to have some prior knowledge of the film (chemical elements, 

approximate thickness, substrate preparation, etc.) and this allows for the technique to 

optimize the methodology and model. As stated earlier, this optimization will allow 

for the calculation of new, complex, multi-element chemical depth profiles by 

assigning a distribution of possible profiles, subject to given constraints 

(regularizations), and then maximizing the information entropy to resolve any 

ambiguity in the data. 

Initially the MaxEnt methodology will be applied to a fully understood 

simulated spectra comparing different regularization methods.  Then, using the 

optimized parameters acquired from the simulated spectra, apply the technique to 

actual VKE-XPS data of two TiO2 films. The scientific and technological impact of 

non-destructive characterization of complex TiO2 dielectric films is critical to 

understanding the high k-dielectric as a viable substitution to SiO2.  

XPS data processing is based in the science of uncertainties and probability 

theory, that is, there is always a “trade-off” between uncertainty of the profile and 

depth resolution. There are a variety of algorithms with various pros and cons that can 

be used to achieve better resolution of the data. The algorithms range from least-

squares fitting to the Tikhonov regularization to maximum entropy methods [19]. A 

good review of the techniques and their strengths/weaknesses can be found in the 

paper by Paynter [23].  

The commonly used depth profile technique for thin films combines Angle 

Resolved (AR-XPS) data and a maximum entropy model to convert angle resolved 



 9 

data into a profile of “concentration vs. depth” [19, 21, 24, 25, 26, 27]. Reconstructing 

the depth profile from the angle-resolved data is a classic example of an under-

determined problem, i.e. the data collected is insufficient to identify the ‘correct” or 

“actual” depth profile from a distribution of all possible profiles. The challenge is to 

select the best reconstruction that would fit the ARXPS data (or VKE-XPS data in this 

study) by minimizing any artificial correlations in the data while making only minimal 

assumptions about the sample structure. 

MaxEnt model still has resolution issues because there are many solutions to 

either the angle dependent or energy dependent data that produce broad interfaces. 

This can be crucial in understanding a 3nm film where the interface may dominate the 

structure. This effect is incorporated in the model assumptions that the surface is 

‘smooth” and any roughness would negatively affect the interface signal. The model 

also uses a three-point smoothing package, which also broadens the interface. Perhaps 

a different regularization function, such as a sigmoidal Hill Function would be more 

applicable to films with sharp interfaces (common in ALD films) and step function 

concentration gradients (see Future Work in Chapter 6). 

Ultimately, this research will produce an accurate depth profile, as confirmed 

by other more destructive techniques that reflect the chemical composition, film 

thickness and bonding states located near the interfaces. 

1.2 Literature Search 

Much work has been done in the area of VKE-XPS but none specifically 

addressing TiO2 thin films with VKE-XPS and correlating the results with other 

analytical techniques.  The characterization of TiO2 films has been studied extensively 

describing the deposition techniques, energy bandgaps, and electron affinity, leakage 



 10 

current and dielectric properties [28, 29, 30, 31, 32, 33 34, 35, 36, 37, 38, 39, 40, 41, 

42, 43, 44, 45, 46, 47, 48, 49, 50]. Likewise, there has been extensive research done on 

TiO2 films with Variable Angle Spectroscopic Ellipsometry [51, 52, 53, 54, 55, 56], 

Rutherford Backscattering Spectroscopy [57] and Focused Ion Beam [58, 59, 60].  

The Maximum Entropy Model [20, 21, 24, 61, 62, 63, 64, 65, 66, 67] has been 

applied to a wide variety of data resolution projects and is beginning to be applied to 

the peak resolution in VKE-XPS and HA-XPS [9, 10, 11, 12, 14, 15, 68, 69, 70, 71, 

72, 73, 74, 75, 76, 77, 78, 79].  We will build on this past research and apply the Ent-

model to HA-XPS for thin TiO2 dielectric films. Cumpson [19] also reviewed the 

limitations of depth profile reconstructions from angle resolved photoemission. It was 

noted that the quality of the depth resolution was limited to approximately twice the 

escape depth due to poor signal strength beyond 2  

1.3 Objective and Metrics for Success 

The objective of this work is to use high energy XPS and maximum entropy 

regularization to develop a procedure to accurately determine a chemical depth profile 

that correlates with measurements from a variety of analytical techniques of the same 

thin (3nm) and thick (25nm) TiO2 thin films. As stated earlier, some of these alternate 

analytical techniques are destructive in nature thus not allowing for real time 

measurements in the electronics fabrication “clean room” environment. Using the data 

generated by these other techniques (thickness, chemical constituents, uniformity) 

allow for the conformation of the depth profile and to use this information as “prior” 

knowledge into the optimization of the model. 
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EXPERIMENTAL 

2.1 Sample Description – TiO2 Films 

Using atomic layer deposition (ALD), two TiO2 films of approximately 3nm 

and 25nm thicknesses were deposited on (100) silicon substrates, with no prior 

cleaning or acid stripping of any native oxide, typically 1-2nm. This interface oxide is 

important to measure and model because it is important to the ultimate understanding 

of the film’s properties such as adhesion, delamination or substrate leakage current. 

[1].  The films were not annealed after deposition so any intrinsic strain or defects as 

the result of the deposition remain present.  The films were stored in an Argon purged 

glove box but no special treatment was given to the samples arriving in the lab to 

prevent ambient oxidation.   

2.2 Deposition Technique – Atomic Layer Deposition 

The TiO2 films were made from a proprietary, organic precursor using Atomic 

Layer Deposition (ALD) system.  ALD is a chemical gas phase method involving 

sequential saturating, self-limiting surface reactions on to a substrate. It involves 

alternate pulses of precursors separated by purge steps allowing for the detailed 

control of layer thickness, see figure 2.1.  ALD has several advantages over other 

more energetic techniques including accurate thickness control at the monolayer level, 

large, uniform area and batch capabilities, and excellent conformity including good 

reproducibility, ability to use precursors with high mutual reactivity, and the ability to 

Chapter 2 
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deposit high quality films at low deposition temperatures [40, 80]. These advantages 

make ALD the chosen method for depositing these high- k dielectrics. Details of the 

precursors and exact deposition chamber specifications are proprietary. 

 

 

Figure 2.1 Atomic Layer Deposition. 

2.3 Experimental Approach 

We plan to accurately measure a compositional depth profile of two TiO2 films 

using a series of analytical techniques and compare the results to VKE-XPS model and 

the regularized maximum entropy algorithm.  Many of these depth profiling 

techniques are destructive because sputtering off layers of the film needs to be 

performed for further depth analysis. Rutherford Backscattering Spectroscopy (RBS) 

can also give non-destructive profiles but they have limited sampling depths and are 

better at detecting atoms with greater mass (see chapter 3).  

It's important to accurately know the thickness of the film in order to optimize 

the maximum entropy model, so we will use RBS, Variable Angle Spectroscopic 

Ellipsometry (VASE) and Focused Ion Beam (FIB), Transmission Electron 

Microscopy (TEM) and Scanning Electron Spectroscopy (SEM) to measure thickness 

and other input parameters. Once the model parameters have been optimized using 

known thicknesses, this technique can be applied to unknown film thicknesses to 



 13 

generate accurate compositional depth profiles. The extremely destructive technique 

of Focused Ion Beam will be used to visually measure the thickness and uniformity of 

the interface by raster an ion beam across the sample to sputter a deep trench for 

measurement and fabricate a small, thin sliver of the film for TEM cross-sections 

analysis (see figure 3.17). This will be compared to the depth profile generated by 

VKE-XPS. A comparative analysis of all of these techniques to VKE-XPS output will 

be described throughout this work. 

2.4 Variable Kinetic X-Ray Photoemission Spectroscopy   

Variable Kinetic X-Ray Photoemission Spectroscopy (VKE-XPS), also called 

Hard X-Ray Photoelectron Spectroscopy (HA-XPS), is a technique that follows the 

same concept as AR-XPS except the collection angle is held constant while the data is 

collected as various energies. It can probe up to a 30 nm thick film nondestructively to 

generate an accurate depth profile which is impossible by other techniques such as 

AR-XPS and Sputtered AES due to their near surface sensitivity, see figure 2.2.  

Higher energy (hard) XPS technique can determine the uniformity of thickness 

and the chemical composition of thicker films. As opposed to low energy (soft) XPS 

which is limited to surface studies with small escape depths of the excited electrons, 

Hard X-Ray Photoelectron Spectroscopy (HAXPS or VKE-XPS) allows for studying 

depth profiles of thicker films, in the range from 20 to 30 nm and thicker. Typical low 

energy XPS has kinetic energies in the soft x-ray regime on the order of 15 to 1500 

eV, as opposed to HAXPS generated by synchrotron-based light sources on the orders 

of 2000-6000 eV. Both techniques can use the maximum entropy algorithm for data 

clarification, but varying the kinetic energy (VKE-XPS) is an excellent technique to 

study buried interfaces within the film stack [81]. 
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Figure 2.2: Comparison of Angle Resolved -XPS, showing the shorter IMFP ( ) vs. 
Variable Kinetic Energy-XPS showing the variable and longer IMFP. 

In contrast, to AR-XPS, which varies the take-off (collection) angle of the 

escaping electrons thus changing the sampling depth, depth profiling in VKE-XPS is 

achieved by varying the excitation x-ray energy at a constant photoelectron emission 

angle (See eq. 1). Since the inelastic mean free path of the electron is dependent on the 

electron kinetic energy, increasing the x-ray energy will increase the kinetic energy of 

the emitted electron i.e., from different escape depths. Electrons emitted from the 

sample greater that IMFP are likely to scatter inelastically than to escape the film 

without energy loss [81].   

2.5 Brookhaven National Laboratory Light Source - Synchrotron Parameters 

VKE-XPS measurements on the TiO2 films were performed at the National 

Institute of Standards and Technology (NIST) beamline X24A at the National 

Synchrotron Light Source at Brookhaven National Laboratory, New York.  Beam 

energies between 2 and 6 keV are available, selected using a double crystal Si (111) 

monochromator.  The beamline contains a pre-monochromator vertically collimating 

mirror and entrance slits to both obtain optimal energy resolution and reduce the 
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thermal load on the monochromator.  The monochromator is a water-cooled constant-

offset double Si (111) crystal design.  The post-monochromatic beam is horizontally 

focused using a toroidal mirror and the beam spot is defined by exit slits, typically 0.5 

mm horizontally and vertically, just upstream of the analysis chamber [81].  The 

beamline end-station is equipped with a hemispherical electron detector mounted at 

90o with respect to the beam axis.  Spectra were recorded using a pass energy of 200 

eV and a 0.3 mm detector aperture, with the sample mounted at a 5o angle between 

sample normal and detector.  Under these conditions, energy resolution was found to 

be limited by the X-ray line width of 0.27 eV. An Ag specimen was used to calibrate 

the energy scale of the detector. To account for thermal changes in the first 

monochromator crystal, a three-axis feedback system drives monochromator and 

mirror alignment to maintain a constant beam position; however, the changing second 

mirror angle results in beam focus drift along the beam axis. Pressure in the end-

station was maintained below 2 x 10-8 Torr. All spectra for each sample at a given 

energy were acquired in alternate cycles to account for any drift in X-ray intensity and 

energy [82].   
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Figure 2.3: Beamline X24A at the National Synchrotron Light Source at Brookhaven 
National Lab (BNL). Photos: JJK 

The left upper photo in figure 2.3 is directed at the sample chamber to the light 

source (storage ring) and the upper right photo is the ring back to the sample chamber. 

It can be seen that the system is a complex array of chambers, feedthroughs, valves, 

pumps, gauges, meters, detectors with computers controlling everything from 

pumping limits to sample loading and manipulation. The lower photos are close-ups of 

the sample chamber with the sample mounted in the center. All data collection 

software is owned and maintained by the NIST/BNL staff.  
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ALTERNATE THIN FILM TECHNIQUES 

3.1 Introduction - Why Alternate Techniques? 

Alternate thin film thickness techniques are used to confirm the TiO2 film 

thickness deposited in developing a model for application of the maximum entropy 

regularization as well as compare it to the accuracy of the other regularization 

functions studied in this work. Since this study develops a straight-forward 

methodology to identify key parameters in determining chemical depth profiles of an 

unknown film, it is important to fully characterize a set of “standard” films so as to 

determine through modeling the key parameters for the maximum entropy technique. 

In this light, we use various analytical techniques, many destructive, to verify the 

thickness of the two films studied in this work and for comparison, determine the 

chemical composition of the film. 

 These techniques will include Auger Electron Spectroscopy (AES), 

Rutherford Backscattering Spectroscopy (RBS), Variable Angle - Spectroscopic 

Ellipsometry (VASE), Focused Ion Bean Spectroscopy (FIB) and Transmission 

Electron Spectroscopy (TEM) and Scanning Electron Spectroscopy (SEM). 

3.2 X-Ray Photoelectron Spectroscopy (XPS) 

X-ray photoelectron spectroscopy detects the excitation of the electrons from a 

core level atom excited by incident x-ray photon of energy, h  and is then analyzed 

by the electron spectrometer, plotting the intensity of the detected electron versus 

Chapter 3 
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electron energy see figure 1.1). The kinetic energy (Ek) of the electron is measured by 

the spectrometer and is dependent on the photon energy of the incident x-ray source 

and is not an intrinsic property of the material. What specifically identifies the electron 

is the binding energy (Eb). The binding energy is equal to the photon energy (incident) 

minus the kinetic energy (measured) minus the specific work function ( ) of the 

spectrometer. 
 

  (3.1) 
 

This equation shows that the binding energy of the core electrons can be 

determined using monochromatic x-rays and all parameters on the right side of the 

equation are measured [83]. These excited photoelectrons in the film travel a short 

distance before undergoing inelastic scattering and all electrons with a binding energy 

less than the photon energy will be in the spectrum. Those electrons, which are excited 

and escape the film with minimal energy loss, contribute to the characteristic peaks in 

the spectrum and those that undergo inelastic scattering have some energy loss thus 

contributing to the background. After emission the atom is ionized and must relax by 

emitting an x-ray photon (x-ray fluorescence) or an Auger electron. One aspect of 

photoelectron spectroscopy is the intensity of this photoelectron signal (I) as a 

function of sample depth (z) and can be approximated by: 

 

  (3.2) 

 

where the collection angle of the emitted photoelectron with respect to the surface 

normal and  is the attenuation length of the photoelectrons in the thin-film [8, 21]. At 
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these low energies, typical escape depths, range from 1 nm to 3 nm.  Chemical shifts 

occur in the photoelectron spectroscopy due to initial state affects and to relaxation 

effects of the electrons nearby. These effects must be taken into account when 

analyzing the data. Additional peaks in the spectrum can be due to shake up, multiplet 

splitting, and plasmons. 

3.3 Angle Resolved Photoelectron Spectroscopy (AR-XPS) 

As mentioned earlier, a very common analytical technique to measure “thin” 

films is Angle-Resolved Photoelectron Spectroscopy (AR-XPS). AR-XPS is a 

quantitative spectroscopic technique that can determine the elemental composition, 

empirical formula, chemical and electronic states and spatial distribution of the 

materials in three dimensions within very thin film.  XPS data is acquired by exposing 

the sample to x-rays while at the same time measuring the kinetic energy and number 

of electrons (intensity) that escape from the top few nanometers of the material. Angle 

resolved XPS relies on the fact that x-rays penetrate through the film in the m range 

and the photoelectron escape in the nm range; at low collection angles most of the 

detected electrons originate near the surface whereas at higher angles more of the 

photoelectrons will originate from atoms deeper within the film [1, 19, 21, 84]  

As illustrated in the figure 3.1, we can exploit this fact that photoelectrons 

travel only a short distance in the film, called the attenuation length, and this 

attenuation length establishes the sample depth of the photoelectron spectroscopy. So 

collecting spectra with a normal collection angle (left side of figure 3.1), the specimen 

is probed more deeply. Collecting the photoelectrons with a glancing angle (right side 

of figure 3.1), the spectrum reflects the outer surface of the specimen. This is shown in 

figure 3, where the same x equals the attenuation length for the photoelectron, but 



 20 

depending on the collection angle, the electrons originate from different depths, d, 

within the sample. The geometry of the XPS system along with accurate goniometers 

ensure that the sampling depth d1>d2 when 1< 2. The intensity of the photoelectron 

signal as a function of depth is related to the cosine of the collection angle [20]. 

 

 

Figure 3.1: Angle Dependence XPS showing different depth probing. 

3.4 Sputtered Angle Resolved- X-Ray Photoelectron Spectroscopy (AR-XPS) 
College of Nanoscale Science and Engineering - University of Albany 

   Relja Vasic, Gangadhara Raja Muthinti, Alain Diebold 

Low energy spectroscopies result in shallow detection depths, so a depth 

profile is usually generated by ion sputtering atomic layers off the material. This 

destructive composition-depth profiling technique uses ion bombardment to remove 

thin sections of the sample, then the sample is probed with XPS. The sample is then 

ion sputtered again to remove some known amount of surface layers and the XPS 

collection process is repeated. The XPS system used in this study has a fixed area 

detector while the sample is fixed on horizontal sample stage. In sputtering depth 

profiling, the sequence is: measure-sputter-measure-sputter, in the “angle integrated 

mode” where area detector collects the photoelectrons in different angles in 16 steps of 

3.75o between 24.88o and 81.13o. Initially, sputtering rates must be calculated for a 
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given energy through the TiO2 film. All XPS measurements were performed on the 

TiO2/Si sample by Thermo VG Scientific Theta Probe lab tool, with a 

monochromatized Al K  source at 1486.7 eV. The 2-dimensional detector in the 

Thermo-VG Scientific XPS system allows simultaneous collection of spectral data 

from all angles without tilting the sample. The angle dependent depth profile for the 

TiO2 film was computed using Avantage software. This technique produces a 

satisfactory depth profile but may result in implantation of the sputtering species or 

mixing of surface atoms in the film, typical drawback of any sputtering technique. 

The ARXPS depth profiles are similar to the results of Variable Angle 

Spectroscopic Ellipsometry indicating the total thickness is about 6 nm including the 

native SiO2 layer. The average thickness of the TiO2 layer is 3.4nm, see figure 3.6.  As 

reported from the University of Albany, the film is mostly composed of Ti and O, 

except the presence of a small amount of carbon that was detected on the surface.  The 

carbon contamination is shown to be present on the surface of the TiO2 film because 

the C1 signal decreases with continued Ar+ ion sputtering but the carbon signal 

disappears after a few sputter cycles (figure 3.2).  

The SiO2 is present near the surface with a 4eV chemical shift from the Si 

substrate (figure 3.3). It appears that the TiO2 reduces to Ti metal as the sputtering 

approaches the substrate with a chemical shift of 6eV. The O1s spectrum also 

decreases in intensity and is shifted to higher binding energy with additional sputtering 

time. The shape of the O1s, Si2p and Ti2p peaks is indicative of a variety of bonding 

configuration, possibly Ti-Si-Ox. 
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Figure 3.2: C1 signal from the entire sequence of Sputtered AR-XPS.  

 

Figure 3.3: Si substrate signal - entire sequence of Sputtered AR-XPS.  
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Figure 3.4: Ti signal from the entire sequence of Sputtered AR-XPS.  

 

Figure 3.5: Oxygen signal - entire sequence of Sputtered AR-XPS.  
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Figure 3.6: Average Thickness of TiO2 layer: Å=34 Å (3.4nm) 

As shown in figure 3.4, at the end of sputtering cycle, at the highest Ar+ flow, 

the Ti4+ (TiO2) component has vanished near the substrate, but is present on the virgin 

surface, while the reduced forms Ti3+ and Ti2+ emerge with sputtering.  At the highest 

Ar+ sputtering rate, the Ti4+ component has vanished (No TiO2). This is due to the 

actual sputtering itself resulting in reduction of the TiO2 over time (depth). In the x-ray 

photoelectron spectrum of TiO2 thin film, Ti 2p doublet, shown in figure 3.4, consisted 

of 2p1/2 peak at EB of 459.6 eV and 2p3/2
 peak at EB of 465.31 eV corresponding to the 

Ti4+ species in O–Ti–O bonding. A separation of about 5.8 eV between 2p1/2 and 2p3/2
 

is reasonably close to the 5.70 eV reported in literature for pure titania. 
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 The additional components indicate the coexistence of different O chemical 

bonds, because Si and Ti cations compete strongly for O ions, resulting in the 

formation of mixed-oxide states at the interface. The Si-O-Ti component is assigned to 

Si- O-Ti cross-link bonds between the SiOx layer and the TiO2 over-layer. The growth 

toward higher binding energy can be due to the decrease in the number of Ti-O bonds 

due to the formation of Si-O bonds when Ti-O-Ti bonds are replaced by Ti-O-Si 

bonds. As Si is more electronegative than Ti, this difference shifts toward the higher 

binding energy. All of this rearrangement may be due to sputtering damage, i.e. 

unwanted chemical reactions, scrambling of the surface atoms or incorporation of the 

charged ions into the film. These results may complicate the calculated Maximum 

Entropy profiles as discussed in later chapters.  
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Figure 3.7: Sputtering of the 25nm film from the surface (red) to below the surface 
(blue) of Si2P, C1s, O1s and Ti2P peaks.  

The thicker deposited film (~25-30nm) is mainly composed of Ti and O, 

except a constant amount of carbon throughout the film, which may result from the ex 

situ preparation process, the transfer process of the sample into the UHV chamber or 

residue on the surface from the organic precursor used to make the film.   The C 

contamination occurs throughout the TiO2 film, because the intensity of the C1s signal 

only decreases slightly with Ar ion sputtering, and C signal is still detected after the 

sputtering cycle is complete, see figure 3.7. This suggests that C is incorporated into 
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the TiO2 film and is in agreement with the AR-XPS Lab data and the VKE-XPS data 

(figure 3.8). 

 

Figure 3.8: Angle dependence of sputtering of ~25nm film. Dark curve is 24o 
(surface sensitive) and the red curve is 81o (depth sensitive). Note the 
carbon presence throughout the film in upper left plot. 

3.5 Auger Electron Spectroscopy (AES) 
University of Delaware, Newark, Delaware 

AES is an analytical technique used to determine the elemental composition 

and chemical state of the atoms in the surface region of a solid material.  Radiation, 

ranging from 2 – 10keV, is incident on the sample and displaces a core electron, which 

results in a hole and thus an unstable atom in a high energy configuration, figure 3.9.  

This ionized atom lowers its energy state via electron transitions from higher energy 
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level to a lower energy level releasing energy of that transition in the form of X-ray 

fluorescence or an emitted Auger electron [85, 86, 87, 88].  

 

Figure 3.9: Auger process. a) Illustrates the generation of a core state electron hole, 
1s level (now an unstable atom) b) Hole filled by higher energy electron 
(2p orbital) and this energy difference can be coupled to another 2p 
electron, which will be emitted and detected, if the energy exceeds the 
orbital binding energy.  

a core state electron can be removed leaving behind a hole. As this is an unstable state, 

the core hole can be filled by an outer shell electron, whereby the electron moving to 

the lower energy level loses an amount of energy equal to the difference in orbital 

energies. The transition energy can be coupled to a second outer shell electron, which 

will be emitted from the atom if the transferred energy is greater than the orbital 

binding energy. Auger spectroscopy relies upon the measurement of the kinetic 

energies of these emitted electrons and is based on the analysis of energetic electrons 

emitted from an excited atom after a series of internal relaxation events (conservation 



 29 

of energy). The kinetic energy, EAE of the K, L1, L2 Auger electron can be written as:  

EAE =EK-EL1-EL2-  where EK, EL1 and EL2 are the binding electrons in the K, L1 and 

L2 energy levels and  is a work function of the spectrometer [85].  It is the energy of 

this Auger electron that is characteristic of the material that emitted it, irrespective of 

the primary beam energy, electrons, x-rays or ions or their energy. The short inelastic 

mean free path of these electrons guarantees it to be a surface sensitive technique. 

Initial survey definitely shows the titanium and oxygen in the film. Carbon 

exists on the surface as shown in figure 3.10, with the signal rapidly diminishing with 

sputter time. The carbon stays at a low level (never zero) as the sputtering continues 

(sampling deeper into the film) until the substrate is reached. The thickness for three 

measurements areas on the film was approximately 3nm.  

 

Figure 3.10: Auger Spectroscopy depth profile of thin (~ 2.5nm) TiO2 film. 
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3.6 Rutherford Backscattering Spectroscopy (RBS)  
Rutgers University, New Brunswick, New Jersey. L. Wielunski 

Rutherford backscattering spectrometry (RBS) is an analytical technique also 

called High-Energy Ion Scattering (HEIS) Spectrometry and is used to determine the 

structure and composition of materials by measuring the backscattering of a beam of 

high energy ions (MeV) of low mass ions, impinging on a sample. The small ions 

have the ability to penetrate deep into the film, on the order of microns. The incident 

ions do not sputter the surface atoms or cause mixing of the atomic layers but they 

lose their energy through electronic excitation and ionization of the target atoms. 

Because these collisions are plentiful, the energy loss is continuous with depth. These 

fast-moving He+ ions usually penetrate the atomic electron cloud and undergo close-

impact collisions with the nuclei of the heavier target (film) atoms. This Coulomb 

repulsion between the incident ion and the film atoms is Rutherford scattering and is 

excellent for film analysis because of this classical two-body elastic scattering [57]. 

  

Figure 3.11: RBS layer model. 
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An incident ion of mass Mo and energy Eo is incident on to the film and an 

elastic collision between the ion and the surface atoms M, resulting is a rebounding 

ion energy of E1. The collision is independent of the electronic configuration or 

chemical bonding of the target atoms but depends only on the masses and energies 

involved in the collision. Conservation of energy and momentum must be satisfied by: 

 

  (3.3) 

 

Where Km is the kinematic factor and can be calculated.  Once the incident ion 

of 4He+ at mass Mo=4 amu and energy E=2 MeV and the angular position of the ion 

detector are selected, usually 170o, Km depends on the atomic weight of the films 

atoms. If a He ion scatters off a Si surface, the He ion energy will be reduced from 

2MeV to 1.13MeV as described in [57, 89]. The depth profile can be determined from 

an RBS N(E) measurement. The elements contained by a sample can be determined 

from the positions of peaks in the energy spectrum. Depth can be determined from the 

width and shifted position of these peaks, and relative concentration from the peak 

heights (figure 3.12). This is especially useful for the analysis of a multilayer sample 

or for a sample with a composition which varies more continuously with depth.   

After measuring the energy of the He ions and their number, the information is 

quantitative and results in elemental concentrations and depth distributions and it 

requires no standards. It is especially good for heavy elements within a lighter matrix. 
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Figure 3.12: RBS raw data of the “thin” TiO2 film. 

Using RBS modeling and simulations and applying them to the RBS data 

above, a thickness of 2.586nm was determined (see figure 3.13), matching closely the 

estimated thickness of 3.0nm from the ALD growth rate target. 
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Figure 3.13: RBS data of TiO2 thin film fitted with a model for 2.586nm thick film 
(simulation solid line). 

3.7 Focused Ion Beam (FIB) & Transmission Electron Microscopy (TEM) 
University of Delaware, W.M. Keck Electron Microscopy Facility 

Focused Ion Beam (FIB) is associated with Scanning Electron Microscopy 

(SEM) and Transmission Electron Microscopy (TEM), except that FIB uses Ga+ ions 

to raster over the surface of a film rather than electrons as in SEM/TEM (figure 3.14). 
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Figure 3.14: FIB (top) TEM (bottom) - University of Delaware, Newark, Delaware, 
Photo JJK. 
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Figure 3.15: Schematic of Focused Ion Beam and TEM principles. 

As shown in figure 3.15, the gallium (Ga+) primary ion beam hits the sample 

surface and sputters a small amount of material, which leaves the surface as either 

secondary ions (i+ or i-) or neutral atoms (n0). The primary beam also produces 

secondary electrons (e–). As the primary beam is rastered over the sample surface, the 

signal from the sputtered ions or secondary electrons is collected to form an image 

[58, 59]. This technique also permits the drilling of small holes or trenches in the film 

at specific sites, allowing for the development of cross-sectional images of the 

structure (figure 3.16). Most systems are a combination of SEM/TEM and FIB and 

typically the ion beam is used for milling and the electron beam used for imaging. As 

opposed to RBS, the FIB technique is destructive but allows for higher magnification 
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images with better resolution and more accurate control of the milling site [59, 90, 91, 

92]. 

 

 

Figure 3.16: Top: FIB/TEM Sample Mount. Bottom: Scanning Electron Microscopy 
image of an FIB trench being carved to produce a small sample of the 
TiO2 film for TEM imaging. Photo JJK. 
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Figure 3.17: TEM image of the thin (~3nm) TiO2 film. 

At low primary beam currents, very little material is sputtered and modern FIB 

systems can easily achieve 5 nm imaging resolution (imaging resolution with Ga+ ions 

is limited to ~5 nm by sputtering and detector efficiency). At higher primary currents, 

a great deal of material can be removed by sputtering, allowing for precision milling 

of the specimen down to a sub-micron or even a nanoscale levels. 

The TEM measurements show a TiO2 film of ~3nm but the interface appears to 

be non-uniform (figure 3.17). This may be due to the high energy of the FIB Ga+ ions 

used to fabricate the TEM sample. The thick TiO2 film (~25nm) was not measured 

with the TEM. 
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3.8 Variable Angle Spectroscopic Ellipsometry 
University of Albany, New York, College of Nanoscale Science and 
Engineering 

The technique of ellipsometry consists of measuring and interpreting the 

change in polarization that occurs when a polarized light beam is incident on a non-

normal angle for the surface of a film (figure 3.20) [51, 52, 53, 56]. This optical 

technique is excellent in investigating dielectric properties and complex refractive 

indexes of thin films and is used extensively in the semiconductor and 

microelectronics industry because of its non-destructive nature. 

 

Figure 3.18: Schematic of the Variable Angle Spectroscopic Ellipsometry principles. 

The polarization state of the light incident upon the sample may be 

decomposed into an E component (wave 1) and a H component (wave 2) with the E 

component oscillating perpendicular to the plane of incidence and the H component 

oscillating at right angles to E. (figure 3.18) The amplitudes of the E and H 

components, after reflection and normalized, are denoted by E and H, respectively. 
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Ellipsometry measures the complex reflectance ratio, , which is the ratio of H 

amplitude, tH divided by the E amplitude, tE: 

 

  (3.4) 

 

Since Ellipsometry is measuring the ratio of two amplitudes at various angles, 

is very accurate and reproducible for thin films but it is an “indirect” method. In 

general we measure (amplitude component) and (phase difference) but these 

cannot be converted directly into the optical constants of the sample so a model 

analysis must be used which considers the optical constants (refractive index or 

dielectric function tensor) and thickness parameters of all individual layers of the 

sample including the correct layer sequence. Using an iterative procedure (least-

squares minimization) unknown optical constants and/or thickness parameters are 

varied, and  and  values are calculated. The calculated  and  values which 

match the experimental data best provide the optical constants and thickness 

parameters of the sample. 

The vectors of electric field E and magnetic field H are perpendicular to the 

direction of the light propagation. Because vectors E and H of electromagnetic wave 

are perpendicular also to each other, the state of the light anisotropy in the direction 

perpendicular to the wave propagation can be described by any of these two vectors. 

Generally, the polarization direction is the direction of the electric field vector E. 

VASE was used to analyze only the thin (~2.5-3nm) TiO2 film deposited on 

SiO2 (native oxide) which is on the silicon substrate using the Three Tauc-Lorentz 

Oscillators to model the TiO2 and SiO2 layers resulting in a thickness of 7.32 nm with 
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an Optical Band Gap of TiO2=3.01eV.  Figure 3.19 shows the VASE data with the top 

graph plotting against wavelength and the middle graph plotting  against 

wavelength. The bottom graph shows the optical constant vs. eV used in the modeling. 
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Figure 3.19: VASE data Top:  plotted against wavelength. Middle plotted against 
wavelength. Bottom: Optical constant vs. eV. 
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METHODOLOGY 

4.1 Introduction - Data Collection 

Determining chemical depth profiles non-destructively involves complex data 

analysis and well as prior knowledge of the film. To accurately measure a depth 

profile of the dielectric film using VKE-XPS data, the maximum entropy model will 

be applied with known boundary conditions (thickness and elements present) 

determined from alternate analytical techniques previously discussed.  These include 

Auger electron spectroscopy, Angle Resolved–XPS, Rutherford Backscattering 

Spectroscopy and Variable Angle Spectroscopic Ellipsometry for thickness and 

elemental composition. To understand the surface structure and uniformity that 

impacts the detection of escaping electrons, scanning electron microscopy and 

transmission electron microscopy will be utilized. Thickness and elemental 

information will be applied to develop the initial model and subsequent chemical 

depth profile of two actual films. 

4.2 Information Entropy 

Entropy is the measure of uncertainty or disorder and of information content 

and is referred to in Information Theory as Shannon entropy; a measure of the average 

information content one is missing when one does not know the value of the random 

variable. An extension of this theory is the maximum entropy method with 

regularization, which brings a significant advance in analyzing VKE-XPS by defining 

Chapter 4 
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the most probable solution of limited and noisy data [21, 93, 19, 94]. In creating an 

accurate depth profile, entropy is maximized with constraining boundary conditions 

(regularization) to generate the simplest profile that fits the data. The principle of 

maximum entropy states that subject to precisely stated prior constraints (testable 

information), the probability distribution which best represents the current state of 

knowledge but leaves the largest uncertainty (i.e. the one with the largest or maximum 

entropy) is the distribution with the least assumptions or biases [24].   In other words, 

the selected distribution is the one that makes the least claim to being informed 

beyond the stated data that admits the most ignorance beyond the stated prior data.  

Others have utilized angle-resolved photoemission data in conjunction with a 

maximum entropy algorithm for converting angle dependent photoemission data into a 

concentration depth profile. Many algorithms for calculating concentration depth 

profiles from angle resolved photoemission spectra measurements have been 

published during the last decade, ranging from simple least-squares fitting to the 

Tikhonov regularization and maximum entropy methods [85] reviews a variety of 

techniques and highlights the problems associated with reconstructing the depth 

profile from the angle resolved data, which is inherently an under-determined 

problem. We will model all that is known about the variable angle or variable energy 

data, and use any pre-existing information to develop a depth profile, assuming as 

little as possible (maximizing entropy). 

The generation of accurate depth profiles from XPS date (either ARXPS or 

VKE-XPS) is a difficult mathematical LaPlace transform that does not have a unique 

solution, since many generated profiles can fit the data. There exist an extremely high 

number of model solutions that fit the experimental noisy data within the measurement 
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precision [65].  Simply minimizing the weighted “sum-of-square differences” between 

the calculated and measured data is not always adequate for determining the correct 

sample depth profile, especially if the sample contains a large number of components 

and the data collection very noisy.  

To address the balance of fitting the data without fitting the noise, a regularizer 

is employed. In this “regularized” procedure, the optimization of the model profile is 

the minimization of the combined function: residual norm +  solution norm, where 

 is the regularization parameter, discussed below. 

The residual norm is a measure of the goodness of fit to the experimental data 

for the proposed depth profile, typically using the 2 statistics [23].  A smaller residual 

norm corresponds to a better fit to the data and a large residual norm corresponds to a 

poor fit to the data. The solution norm is some measure of the complexity of the 

proposed depth profile, usually appearing as “noise”, with the most widely used 

example being the profile cross-entropy or maximum entropy method, Ent-model [95]. 

The “regularization parameter”  balances both sides of this dual function – good fit 

to the data while minimizing fitting the data to the noise, thus generating the most 

acceptable and smoothest overall profile.  

4.3 Slab Model 

Photoelectrons, by interacting with the atoms in the substrate, travel only a 

short distance before being inelastically scattered. The intensity of the photoelectron 

signal, I, as a function of depth below the surface, d, can be approximated as 

 

  (4.1) 
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where, Io is the intensity of the emitted photoelectrons in the absence of any 

inelastic scattering,  is the collection angle of the emitted photoelectrons relative to 

the surface normal,  is the attenuation length of the photoelectrons. The intensity of 

the photoelectron signal as a function of depth is related to the cosine of the collection 

angle as can be seen in Figure 4.1. The attenuation length of the photoelectrons sets 

the depth for photoelectron spectroscopy. 

  

Figure 4.1:  AR-XPS slab model. = Inelastic Mean Free Path (IMFP) 

Photoemission is well suited for examining the depth profiles of these 

dielectric films because the thicknesses of the films are on the same scale as the 

attention length of the photoelectrons. With higher x-ray energies (VKE-XPS), one 

can probe deeper into thicker films and non-destructively characterize the layers of the 

film down to the substrate. 



 46 

4.4 Depth Profile Regularization Technique 

The standard description of depth sensitivity in XPS is according to Beer-

Lambert Law where the intensity of a photoelectron signal varies as a function of 

depth. 

 

  (4.2) 

 

Ij,k is the measured intensity for element ‘j’ collected at beam energy ‘k’, nj(t) 

is the concentration as a function of the depth, t (from 0 at the surface increasing into 

the bulk), λj,k is the IMFP for element ‘j’ collected at beam energy ‘k’, and θk the 

takeoff angle. Rj,k is the photoemission intensity or sensitivity from a pure sample of 

the element [82].  

The film can be considered as a series of thin 1 nm slabs: slab1, slab2, slab3 

down to the substrate with constant in-slab concentration.  Slab level and thus electron 

escape depth, is governed by the incident angle. Applying the “thin slab” model to the 

simulations, and designating the slab index as ‘i’ and thickness of each slab, Δt for the 

depth ti with constant in-slab concentration ni,j.  So the intensity can be calculated as: 

 

  (4.3) 

 

It is very difficult to obtain Rj,k values at all experimental conditions, but it is 

simpler to consider only the ratio of Ij,k/Rj,k to calculate atomic concentrations, as 

discussed in the next section. For a semi-infinite pure material, the concentration 
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becomes a constant 1, and equations (4.2) and (4.3) become  as expected for 

a pure material collected at the given beam energy and takeoff angle. 

Now with HA-XPS it is possible to use variable kinetic energy to collect 

spectra at a range of beam energies corresponding to various depth sensitivities, just as 

varying the angle in AR-XPS corresponds to various depth sensitivities. Using the 

same slab model calculations as in VKE-XPS, one can provide non-destructive depth 

sensitive composition information on a sample by detecting excited electrons from 

deeper and deeper into the film with increasing beam energy (figure 4.2). 

 

Figure 4.2: VKE-XPS Slab model: Non-destructive depth sensitive composition 
information on a sample by detecting excited electrons from deeper and 
deeper into the film with increasing beam energy. 

Methods used in this VKE-XPS were based on the similar techniques that were 

successfully applied to ARXPS.  A comprehensive summary of these methods can be 

found at [23, 96].  There are a variety of algorithms with various advantages and 
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disadvantages that can be used to achieve better resolution of the data.  As stated 

earlier, the challenge is to select the best of multiple reconstructions that would fit the 

data by minimizing any artificial correlations in the data while making only minimal 

assumptions about the sample structure.  

4.4.1 Transformation Matrix 

The conversion between depth-sensitive concentration of an element and 

excitation energy dependent data can be taken as a matrix transformation: 

 

  (4.4) 

 

Here, N the concentration as a function of depth, (the goal of the VKE-XPS), 

D matrix represents the concentration as a function of beam energy, which is not 

easily converted to the concentration vs. depth without M the transformation matrix.  

For an element j, the elements of the full transformation matrix are given by: 

 

  (4.5) 

 

The elements Ni,j are the concentration of element j at depth i; but the inverse 

transformation does not exist, i.e. Nj M-1Dj. It involves minimizing the difference 

between the measured VKE-XPS data and the calculated depth profile. The 

concentration matrix elements become: 

 

  (4.6) 
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For an infinite N matrix (bulk concentration), combine eq. 4.3 with eq. 4.4, 

then Dk,j becomes: 

 

  (4.7) 

 

Recall the transformation matrices M are dependent on the electron attenuation 

lengths as well as N, and in practice may be singular, so an inverse transformation 

does not readily exist.  Instead, a solution for N is provided by minimizing the 

difference between the measured VKE-XPS data and the calculated transformed depth 

profile [82].  Since the measured VKE-XPS data always contains noise and usually 

has fewer data points than the ideal depth profile, a regularizer is typically applied to 

smooth and fit the data.  Following Chang et al. [3], this can be accomplished by 

maximizing a functional Q: 

 

  (4.8) 

 

Where S represents the regularization functions as detailed in Table 4.2, α is 

the regularization parameter, which will be discussed below, and C is the χ2 value 

between measured VKE-XPS and that calculated from the transformed depth profile.   

The regularization parameter, α, acts as a weighting factor between 

regularizing the data (smoothing the noise) and fitting to the χ2 value (fitting the data 

to a model).  An α that is too small will result in over-fitting the data (fitting the noise 

as real data), while a large α will result in a poor fit to the experimental data.  While 
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this parameter can be optimized analytically [21], it is often easier to perform the 

regularization routine using various values for α and selecting the result, which 

provides the simultaneously optimized values for S and C [23].  This is accomplished 

by minimizing a parameter d: 

 

  (4.9) 

 

The parameter d is simply the length of a line from the origin to point (C, S) in 

a hypothetical C/S space and has no physical meaning, (See L-curve discussion in 

section 5.1.5).  The minimum d will represent the point closest to 0; since S is always 

negative and C always positive; this will simultaneously provide the optimal S and C 

for maximized Q [82].  

4.4.2 Inelastic Mean Free Path - IMFP  

Inelastic Mean Free Path (IMFP) for the routines are calculated using the 

Tanuma Powell Penn Algorithm (TPP-2M) [97] and the National Institute of 

Standards and Technology (NIST) IMFP database [98].  The TPP-2P predictive 

equation for IMFP as a function of electron energy, E(ev) is 

 

  (4.10) 

 

Where: 

β=-0.10+0.944 (Ep
2+Eg

2 )-1/2+0.069ρ0.1  

γ= 0.191ρ-1/2 
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C=1.97-0.91U, 

D=53.4-20.8U 

U = Nvρ/M = Eρ2/829.4. 

Eρ=28.8(Nv ρ/M)1/2 is the free-electron plasmon energy (eV), Nv is the number 

of valence electrons per atom, ρ is the density (g/cm)3, M is atomic number or 

molecular weight and Eg is the bandgap energy (eV). 

The IMFPs for Ti, O, and Si for the 5 photon energies used are listed in Table 

4.1.  IMFPs were used in place of effective attenuation lengths (EALs) due to the 

relative simplicity of modeling and readily available databases for IMFP values.  As 

such the work presented here does not take elastic scattering effects into account, 

which may lead to an overestimation of thicknesses when interpreting experimental 

data.  However, for the simple film structures presented in this study, the deviation 

between IMFP and EAL is expected to be minimal [99]. IMFPs were assumed to be 

independent of local composition. This assumption was chosen to reduce calculation 

time though may introduce complications in interpretation of experimental data, as 

discussed below. For more accurate IMFP values, the IMFP for an electron originating 

in slab “i" would need to be calculated considering all slabs i' < i which cannot be 

easily accounted for in this model. Simulated VKE-XPS data were produced using the 

same matrix transformation as in the regularization routine. 
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Table 4.1: IMFP values for simulated VKE data. All values in nm. 

hν Ti 2p3/2 O 1s Si 1s 

2500 4.21 4.08 1.76 

3000 5.03 4.90 2.69 

3500 5.83 5.71 3.57 

4000 6.61 6.49 4.41 

4500 7.38 7.26 5.23 

4.4.3 Python Algorithms – Program Flow Diagrams 

The algorithms in this work to calculate  and the composition depth profiles 

were written in Python, a high-level object-oriented, programming language that is 

easily readable with an uncluttered visual layout [100].  It is versatile for manipulating 

extended matrixes (multiple slabs, energy levels, elements and input parameters) and 

coupled with the large standard library of pre-written tools such as “numpy”, a 

numerical routine for dealing with arrays and “scipy” a routine for manipulating 

scientific formulas, it is optimal for calculating compositional depth profiles from 

VKE-XPS data.  See figure 4.3 for the Python flow diagram outlining the logic for 

generating the depth profile of the TiO2 film. (See Appendix A for Python code). 
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Figure 4.3:  Flow of program logic in reconstructing the depth profile of the TiO2 on 
Silicon from VKE-XPS data and Maximum Entropy Algorithm. 

Inputs to the program include measured (or simulated) VKE data, binding 

energies, beam energies, and initial model in the Ent-model.  The program first 

calculates the IMFP values, and uses this value to determine the total depth of the 

calculated profile. The total depth was chosen to be four times the maximum IMFP so 

that deeper signals would contribute negligibly to the total intensity, as discussed 

earlier.  The routine then steps the elements in the N matrix one by one.  Adjustments 

are made by adding or subtracting a small value, typically 0.01 to the value from the 

previous step.  The values are constrained between 0 and 1, and are renormalized so 

that the sum of all elements is always unity.  The new D matrix is calculated according 

to equations 4.6 and 4.7, is used to calculate the atomic concentration VKE profiles 

and for the calculation of χ2.  The Q functional is then calculated; if it is found to 

increase, the new N matrix is kept since maximizing Q is goal to balance S and 2.  

Otherwise the elemental concentration is stepped in the opposite direction and the 



 54 

calculations repeated.  If neither step improves Q (maximizes), then the initial N 

matrix element is kept.  The routine repeats for all N matrix elements and iterates until 

the change in Q is below a defined convergence limit of 0.01.  The maximization 

routine is performed using α = 10x  where x is an integer value between -9 and 9.  The 

N matrix corresponding to the value of α minimizing ‘d’ as per equation 4.9 was kept 

as the final result; no further optimization of α was performed (figure 4.4).  Following 

Paynter [23,101] and, various regularization functions, S, listed in Table 4.2, were 

tested using simulated data and will be discussed in the results section below. 

 

Figure 4.4: Optimizing N-matrix for depth sensitive concentration. 

4.4.4 Specific Regularization Functions  

The regularization functions used in this study are shown in Table 4.2. The 

regularizer introduce additional information to solve the “over fitting” the data 

problem and reduces the complexity through some form of smoothing. The solution 
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norm considers this complexity as applied to the proposed depth profile. We use the 

Ent-model, Slopes, Curves and Total Variance Analysis regularizations in this study. 

The Ent-model compares the data, ni,j with the model mi,j, summed over the all 

elements j and slab number i, (see Table 4.2). Here an initial model (an estimated 

guess using prior knowledge) is considered in the regularization function. As we’ll 

see, this will have a great effect on the data analysis.  The Slopes regularization 

function optimizes the slower changes in value of the slopes of the data by using first 

derivative for smoothing. This is done by fitting neighboring data points (ni and ni+1) 

with a low level polynomial according to the least square method (log [1 + |ni+1-ni|] 

and summing over i slabs and j elements. Being of higher order, the Curves function is 

similar to slopes except the larger changes in the values of multiple points (ni+2,j – 

ni+1,j) are used in generating the curvature or second derivative for  smoothing; then 

summed over elements j and slabs i.  The Total Variance Analysis (TVA) compares 

the atomic concentration ni,j, to the average, <n>, similar to 2 analysis but addressing 

the variance (ni,j - <n>)2. Each technique addresses a “smoothing” algorithm with the 

purpose to increase the signal-to-noise ratio and capture important patterns in the data.  
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Table 4.2: Regularization functions used in this study. For all equations, nij 
represents the atomic concentration of element “i” at depth “j”, mij is the 
atomic concentration of the initial model, and <n>is the average value. 

 
 
 

As stated earlier, the “regularization parameter”, , balances the two 

considerations in the joint function: achieving a good fit to the data, and avoiding 

unphysical spikes and steps in the depth profile arising from over-fitting the noise in 

the data (details below) [82]. 

4.5 Atomic Concentration Measurements for VKE Spectra 

Atomic concentrations in XPS can be calculated by normalizing intensities of 

photoelectron transitions to relative sensitivity factors: 

 

 
 

(4.11) 
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Here Ij and Rj are the measured intensity and relative sensitivity factor 

respectively for a species j [65]. For XPS data collected with conventional lab sources, 

there exist well measured and calibrated sensitivity factors, making the measurement 

of atomic concentration straightforward.  Unfortunately, this is not the case for VKE-

XPS.  Sensitivity factors are dependent on the photoionization cross-section, X-ray 

spot size, detector transmission function and other instrument and specimen specific 

parameters.  However, there are a few ways to overcome this limitation. 

The most accurate measurement method, even where sensitivity factors exist, 

is to measure reference specimens along with the specimens of interest under the same 

experimental conditions.  Pure films need not be employed, so long as the composition 

of the reference specimen is known. The measured intensity from the reference spectra 

can then be used in place of R in equation 4.11.   

4.5.1 Measurement Parameters 

Photoionization cross section is the probability that an x-ray photon will excite 

the photoelectron transition of interest. Photoionization cross-sections extrapolated 

from calculated values in [102, 103] are shown in table 4.3. Values are normalized to 

the electron occupation (2j+1). 
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Table 4.3: Photoionization cross-sections extrapolated from calculated values 

hν Ti 2p3/2 O 1s Si 1s 

2500 2.32 2.80 7.76 

3000 1.23 1.55 5.40 

3500 0.88 1.15 4.30 

4000 0.53 0.75 3.20 

4500 0.41 0.58 2.62 

 
 

4.5.2 Photoionization Cross-section and Sensitivity Factors 

Without well-characterized reference materials, the photoionization cross-

sections, IMFPs and material densities can be used to estimate the sensitivity factors.  

The photoemission intensity of the reference material is given in [83] as: 

 

  (4.12) 

 

R is dependent on the atomic density of the reference material, n, the X-ray 

flux f, the photoionization cross-section, σ, the angular anisotropy, Θ, the area under 

investigation, A, and the detector transmission function T.  As all elements should be 

measured under the same experimental conditions; f, Θ, and A can be grouped as a 

constant, F.  For accurate measurements, the detector transmission function should be 

considered in the calculation of R is available from the detector manufacturer.  Thus 

for an element A measured at beam energy hν, R becomes:  
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  (4.13) 

 

The instrument specific terms are taken into the constant F.  Thus for a given 

beam energy, the atomic concentration becomes: 

 

 
 

(4.14) 

 

Equation 4.13 provides the apparent atomic concentration.  The maximum 

entropy routine then converts these apparent atomic concentrations into ‘real’ atomic 

concentrations vs. depth. 

4.5.3 Peak Intensity Measurements 

Peak positions for collecting XPS data for both the thick and thin TiO2 films 

are shown in table 4.4. The calculated binding energies are shown in table 4.5, the 

binding energy shift in table 4.6 and the transmission functions in table 4.7. 

Peak intensities (integrated areas) show how much of a particular element is in 

the sample. The peak positions indicate the chemical bonding. Quantifying the VKE-

XPS data requires that the number of recorded electrons is proportional to the number 

of electron at a given excited state in the film. Quantification of peak area is important 

in defining the range of elemental signals and allows for the subtraction of background 

noise not belonging to the element. Here we used the linear Shirley-Sherwood 

background subtraction method and avoided any overlapping Auger peaks. Results for 

the thick film can be seen in Table 4.8 and figure 4.9 and shows the normalized areas 
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for the thick film. Results for the thin film can be seen in Table 4.10 and figure 4.11 

and shows the normalized areas for the thin film. Table 4.12 shows the IMFP (lambda) 

and Table 4.13 shows the values of sigma (photoionization cross section) used in all 

the calculations. Table 4.14 is R, the photoemission of the reference material. 

Table 4.4: Peak positions for collecting XPS data for both the thick and thin TiO2 
films 

  
Peak 

Positions         
hv Ti2p O1s C1s Si1s - Si Si1s - O 

2150 1689.01 1617.61 1862.81     
2500 2035.02 1963.66 2208.84   651.89 
3000 2536.68 2465.27 2710.45   1153.44 
3500 3045.58 2974.14 3219.31 1665.9 1662.33 
4000 3546.91 3475.49 3720.64 2167.24 2163.33 
4500 4046.71 3975.3 4220.45 2667.02 2662.75 
4950 4499.99 4428.53 4673.82 3120.2 3115.88 

Table 4.5:  Calculated binding energies. 

  
Approx. 

BE:         
hv Ti2p O1s C1s Si1s - Si Si1s - O 

2150 458.37 530.03 284.8 1838.23 1842.47 
2500 458.34 529.83 284.8 1838.04 1842.27 
3000 458.33 529.84 284.8 1837.97 1842.31 
3500 458.29 529.81 284.8 1837.91 1842.29 
4000 458.3 529.82 284.8 1837.87 1842.27 
4500 458.242 529.79 284.8 1837.8 1842.17 
4950 458.23 529.76 284.8 1837.89 1842.28 
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Table 4.6: Binding Energy Shift. 

                   
hv Ti2p O1s C1s Si1s - Si Si1s - O 
0 0 0 0 0 0 

0.03 0.2 0 0.19 0.2 0.03 
0.04 0.19 0 0.26 0.16 0.04 
0.08 0.22 0 0.32 0.18 0.08 
0.07 0.21 0 0.36 0.2 0.07 

0.128 0.24 0 0.43 0.3 0.128 
0.14 0.27 0 0.34 0.19 0.14 

Table 4.7: Transmission Function, T. 

          
hv Ti2p O1s C1s Si1s - Si Si1s - O 

2150 2.316766 2.375436 2.18904 2.8978 2.8978 
2500 2.079793 2.123224 1.983399 2.8978 4.141269 
3000 1.830676 1.861194 1.761775 2.8978 2.889257 
3500 1.646783 1.669572 1.594728 2.335321 2.338223 
4000 1.507711 1.525573 1.466539 2.005354 2.007452 
4500 1.396912 1.411387 1.363322 1.778329 1.779979 
4950 1.313626 1.325858 1.285113 1.623864 1.625167 

Table 4.8: Peak Areas - Thick TiO2 Film. 

 
 

Peak AREAS:
hv Ti2p O1s C1s Si1s - Si Si1s - O

2150 858320.9 654139.5 68909.34 0
2500 207826 90035.95 14700.61 7672.519
3000 877317.9 380711.6 59123.33 13165.45
3500 1037966 505441.3 66921.24 2637.725 9335.688
4000 1992162 1034090 120015.4 23535.5 16543.78
4500 158065.8 85749.36 9241.51 4634.309 1574.454
4950 38587.16 24722.25 2616.219 2438.32 700.6876
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Table 4.9: Normalized Areas – Thick TiO2 Films. 

 
 

Table 4.10: Areas Thin TiO2 Film, A. 

  AREAS:         
hv Ti2p  O1s C1s Si1s - Si Si1s - O 

2150 683255.7 870020.4 105013.9 5859.79 27620.97 
2500 176630.3 85388.78 25003.47 159186.8 99539.33 
3000 613860.4 312805.4 89683.92 1162960 378298.6 
3500 463221.3 262140 70269.5 1889965 375862.3 
4000 948405 573996.5 153675.4 5153588 745642 
4500 401288.6 260205.7 72594.97 3165946 455622.9 
4950 44563.96 79942.34 18262.36 482347.2 63557.76 

Table 4.11: Normalized Areas Thin TiO2 Film, [A]. 

hv Ti2p  O1s C1s Si1s - Si Si1s - O 
2150 26918.75 124274.2 37189.9 543.2014 2576.923 
2500 9803.721 32455.84 12045.24 14723.11 9192.507 
3000 65307.06 218184.1 86179.51 167151.1 54324.56 
3500 69834.2 251094.4 94643.26 352050.1 69969.75 
4000 238980.4 857485.9 338013.1 1315838 190289 
4500 134410.8 506188.5 211293.4 1001545 144080.4 
4950 22010.25 110323.5 77747.15 198058.8 26089.06 

 

Norm Area:
hv Ti2p O1s C1s Si1s - Si Si1s - O

2150 33815.93 93446.37 24405.48 0 0
2500 11534.85 17111.2 7082.225 0 708.9958
3000 93335.42 132777.4 56815.87 0 1891.283
3500 156478.1 242070.6 90135.72 491.3088 1738.3
4000 501999.1 772437.8 263992.2 6009.256 4222.598
4500 52952.6 83421.63 26903.53 1466.388 498.0077
4950 19058.81 34118.91 11138.7 1001.225 287.6249
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Table 4.12: Inelastic Mean Free Path,  

 

Table 4.13: Sigma,  

 

Table 4.14:  Photoemission of the reference material, R. 

 

lambda
hv 458 532 285 1840 1843

2150 7.492733 7.327088 7.866394 3.216065 3.200686
2500 8.231166 8.080664 8.572714 4.681439 4.67081
3000 9.183677 9.049027 9.491018 6.204355 6.196331
3500 10.0463 9.92336 10.32801 7.421556 7.414848
4000 10.84051 10.72667 11.10208 8.465623 8.459742
4500 11.58038 11.47388 11.8256 9.394398 9.3891
4950 12.20798 12.10701 12.44084 10.15796 10.15306

sigma:
hv Ti2p O1s C1s Si1s - Si Si1s - O

2150 38.602 14.68 6.3128 37.679 37.679
2500 27.785 11.194 4.7 31.05 31.05
3000 14.76 6.214 2.396 21.58 21.58
3500 10.585 4.6 1.7355 17.192 17.192
4000 6.41 2.986 1.075 12.804 12.804
4500 4.8715 2.3168 0.8203 10.499 10.499
4950 3.333 1.6476 0.5656 8.194 8.194

R
hv Ti2p O1s C1s Si1s - Si Si1s - O

2150 25.38215 7.00016 2.823519 6.327025 6.296771
2500 18.01722 5.261813 2.075705 7.589556 10.82167
3000 9.399625 2.867293 1.040613 6.990746 6.961122
3500 6.633297 2.087992 0.74245 5.368772 5.370586
4000 3.968457 1.338736 0.454617 3.916541 3.917915
4500 2.985043 1.027903 0.343505 3.160356 3.161505
4950 2.024637 0.724591 0.234877 2.435338 2.436116
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RESULTS AND DISCUSSION 

The methodology and the calculations to determine the concentration depth 

profile will be discussed by applying the method to simulated spectra and comparing 

different regularization methods that were described in the previous section.  Then, 

using the insights and understanding acquired from the simulated runs, we will apply a 

similar technique to experimental VKE-XPS data on ~2-3nm and ~25-30nm actual 

TiO2 films.  

5.1 Simulated Data 

5.1.1 Initial Model – Data Generation  

The purpose of generating simulated data with a known profile is to test the 

applicability of various regularization routines to VKE-XPS. See Section 4.4.4 and 

Table 4.2 for explanation of the details on the specific regularization functions used in 

this study data that have been successfully demonstrated in AR-XPS [21].  

An initial model of a completely homogeneous film was considered, such that 

the concentration of any element at any point is one divided by the total number of 

elements, resulting in a uniform distribution of elements, as shown in figure 5.1.   

Chapter 5 



 65 

 

 

Figure 5.1: Top: Initial Homogeneous Model of 7.5nm film.    
Bottom: 7.5nm simulated film for Ti2p, O 1s and Si 1s. Ref.82. 

Spectra for each element in each layer were generated assuming a 

stoichiometry of Ti:O of 1:1.  Each spectrum was attenuated by the IMPF given the 

kinetic energy of the generated electrons, the collection angle and the composition of 

the layers above.  By adding the spectra generated from each layer, a total spectrum 

for each element at a given x-ray energy was produced.  This calculation was repeated 

for each incident x-ray energy.  Over-layer TiO2 film thicknesses were varied between 
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1 and 15 nm, and an arbitrary 10% noise level was uniformly added into the spectra by 

adding a random number between -0.05 and 0.05.  New noisy data were calculated 

prior to each calculation and used to determine the error bars and was also used as the 

variance for calculation of χ2.  This 10% noise level is typical of the actual 

measurement with VKE-XPS equipment. 

The composition (fraction) of each element was calculated by dividing the 

integrated intensity, as modeled above, by the elemental sensitivity factors (as 

described in section 4.5.2) and normalizing.  Thus, for each incident x-ray energy and 

film thickness, a fractional composition was calculated for each element. 

Once the “raw data” for each TiO2 film thickness and x-ray energy was 

determined, the Ent-model was applied to this system.  The relative intensity 

comparisons for the various regularization functions are shown in figure 5.2.  These 

simple initial models were chosen as it assumes minimal prior knowledge of the film 

structure, as is the case for any unknown film structure.  For Ent-model, using the 

maximum entropy regularization, some prior knowledge such as film thickness is 

considered in the calculation, as might verified with other analytical techniques. 
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Figure 5.2: VKE-XPS Relative Intensity for simulated films (points), and the 
resulting regularization results (lines).  For “Ent-Model”, the initial 
model is shown in dashed lines. Ref 82. 

Ent-model (maximum entropy) calculations may be performed using a 

homogeneous initial model as with the other regularization functions; however, this 

will weigh the results towards that model (initial estimate of the film) as the initial 

model is considered in the Ent-model regularization function in calculating S.  If any 

accurate information about the film is known (prior knowledge) from other analytical 

techniques, such as specific elements, overall thickness or number of layers, the Ent-

model regularization method, as we will see, produces the best concentration profile. 

This finding will have great impact in the final depth profile and will be discussed 

further below.  Other regularization functions, Slopes and Curves, attempt to 
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regularize the calculated depth profile by limiting the total slope or curvature 

(smoothing routines) in the produced depth profiles and TVA regularization 

minimizes the total variance within the produced depth profiles. See section 4.4.4 for 

regularization details. These functions have been shown to provide excellent results 

for ARXPS depth profiling, do not need an initial “model” and will be applied here for 

comparison with VKE-XPS data [9]. 

5.1.2 Beam Energies  

The accuracy of the final concentration depth profile depends on the intensity 

of the incident x-rays (improved signal to noise) and the number of beam energies 

used. To determine the optimum number of x-ray beam energies to scan, simulations 

on the 7.5 nm film were performed using different numbers of incident beam energies 

from 2.5 keV to 4.5 keV.  The χ2 (for the intensities calculated vs. measured) are 

plotted as a function of the number of beam energies in figure 5.3.   For the simple 2-

layer films considered, the χ2 using ‘Ent-model’ is mostly flat with number of photon 

energies, showing little dependence on the number of beam energies scanned beyond 

five or six energies.  It should be noted that the required number of x-ray energies 

acquired may be different for more complex film structures and in this case a 

calculation of the dependence of χ2should be performed.  For Total Variance Analysis 

(TVA), the χ2 improves significantly until five beam energies, but it continues to 

improve subtly above five beam energies; though it never reaches the level of ‘Ent-

model.’   

The observed difference between Ent-model and TVA is due to the nature of 

the regularization functions.  For TVA regularization no initial model is assume. 

Conversely, a well-chosen Ent-model regularization with good prior knowledge will 
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ultimately limit the dependence on the number of data points.  From these results, it 

was determined to use five beam energies for simulated and experimental analysis: 

2.5KeV, 3.0KeV, 3.5KeV, 4.0KeV and 4.5KeV. 

 

Figure 5.3: Dependence of “Goodness of fit”, 2, on number of beam energies used 
for VKE-XPS. Ref. 82. 

5.1.3 Depth Profiles  

A simulated TiO2 film of 7.5nm was chosen. Figures 5.4 and 5.5 show the 

VKE-XPS depth profile for that simulated TiO2 film (points) compared with the 

results calculated using different regularization functions (Ent-model, Slopes, Curves 

and TVA).  Calculations were performed with 50 noisy (10% randomly generated) 

data sets, and the average results are plotted.  For Ent-model, the data for the initial 

model is shown in dashed lines since the other functions, Slopes, Curves and TVA do 

not need an initial model but the calculations use this as a starting point.  The initial 
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model chosen was an 8 nm homogeneous Ti:O film, but other initial models were also 

used in subsequent calculations (1,3,5,10 and 15nm films – see below).  It should be 

noted that the simulated film is thicker than the probe depth (commonly about a few 

nanometers) of a conventional lower energy, lab XPS source using ARXPS; a key 

advantage of VKE-XPS.   

VKE with the Brookhaven system can range from 2.0keV to 6.0keV but the χ2 

for the number of beam energies reveals that five energies would be sufficient for 

confident data analysis. Figures 5.4 and 5.5 show excellent agreement for the data set 

for the depth profiles of the simulated 7.5nm film using Ent-model (χ 2=0.38), Slopes 

(χ 2=0.36), Curves (χ 2=0.18) and TVA (χ 2=0.11).  The simulated film is shown in the 

dotted lines (perfectly covered by the solid regularization line), and the initial model 

for the Ent-model routine is shown in the dashed lines in Figure 5.4 (top).  Similar 

results are seen for the Curves, Slopes, and TVA regularizations and, in all cases, the 

average Ti and O concentrations in the film and approximate film thickness are 

reasonably reproduced.  Both the Ti and O signals decay into the Si substrate region. 

The O fraction appears to remain high at deep calculated depths.  However, even using 

high beam energies, the contribution to the VKE-XPS signal from depths greater than 

7.5 nm is not significant for this variation to greatly affect the simulated VKE-XPS 

intensities calculated as a function of incident x-ray energy (Figure 5.2).  While the 

overall agreement is good, these artifacts in the “simulation” could imply interfacial 

broadening where none exists. 

For Slopes, Curves and TVA, the best results are obtained at simulated film 

thicknesses less than 5 nm and the quality of calculation worsens as sampling depth 

increases. The Ent-model continues to have good agreement at depths up to 20-25nm. 
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This is likely due to the fact that the largest contribution to the VKE-XPS profile 

occurs in a 5nm or smaller depths with the strongest signal containing the most data.  

Results for Ent-model vary throughout the range of simulated film thicknesses.  For 

thinner films, Ent-model produces fits similar in quality to Slopes; the 15nm simulated 

film shows the poorest fitting, while the overall best results were obtained when the 

simulated model film thickness is close to the simulated target thickness, as discussed 

above.  
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Figure 5.4: Depth profiles resulting from Ent-Mod and TVA regularization routines 
(solid lines).  Initial Model: Dotted lines.  
Simulated films: Dashed lines. Ref. 82. 

 

Ent-Mod 
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Figure 5.5: Depth profiles resulting from Curves and Slopes regularization routines 
(solid lines). Simulated films: Dashed lines.  Ref. 82. 
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5.1.4 Ent-model: Maximum Entropy  

As stated earlier, when the input model (8nm) is close to the simulated data 

(7.5nm), the correlation is better than when the model is distant from the simulated 

data (3nm or 10nm). This will greatly impact the analysis of actual data in that the 

model will need to be near the actual film thickness (prior knowledge) in order to 

generate an accurate depth profile. However, to test the utility of this routine when 

film thicknesses are not previously known, the routine was performed using initial 

models of 1:1 Ti:O films 1 nm, 3nm, 5nm, 8nm, 10nm and 15nm thick, calculated as 

described in section 5.1.  The χ2 of the simulated film and resulting depth profiles are 

plotted as a function of assumed film thickness (figure 5.6).  Optimal results are 

obtained when the initial model is close to the ‘real’ film thickness, but the χ2 is still 

reasonable when the initial model thickness is set to 5nm or 10nm. While there is 

some variation in the Ti and O concentrations in the film region, very little interface 

broadening is observed, and both Ti and O signals decay to zero in the substrate region 

(Ent-model in figure 5.4).   

 

Figure 5.6: Dependence of χ2 on the initial model thickness for the Ent-mod 
performed on a simulated 7.5 nm thick film. Ref. 82. 
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Looking at the regularization functions listed in Table 4.2, some dependence 

on the initial model is expected for ‘Ent-model’, as the initial model factors explicitly 

into the calculation (mi,j).  When the initial model used is similar to the simulated 

film, good results may be correspondingly expected but when the initial model is very 

dissimilar to the simulated film (example: a 100nm initial model for a 1nm film) the 

program may not converge, thus no depth profile can be generated.  Prior knowledge 

of film thickness is common and the thicknesses can be measured in situ, during 

deposition or externally via Variable Angle Spectroscopic Ellipsometry, Auger 

spectroscopy, or Rutherford Backscattering Spectroscopy. However, it is important to 

note that, in cases where no prior knowledge exists, the ‘Ent-model’ routine may 

provide results leaning towards the initial model (even if it is inaccurate) and thus 

other regularization routines which do not weigh an initial model would be more 

applicable, such as Slopes and Curves.  The χ2 for the Ent-model routine with a 

homogeneous initial model (data not shown) was found to be 0.301, considerably 

worse than the other regularization routines, where 2 varied from 0.082 for Curves, to 

0.106 for Slopes and 0.134 for TVA regularization [82]. 

The ‘Ent-model’ calculates the informational entropy between the produced 

depth profile and an initial model and will be applied to this data [23]. Since the 

regularization function for Ent-model has input from the initial model, a good initial 

model is important and results in significant improvement in the depth profile results. 

Figures 5.7, 5.8 and 5.9 show a plot of composition dependence on the initial model 

thickness of 3nm, 8nm and 10nm for the Ent-model routine performed on a simulated 

7.5 nm thick film. 
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Figure 5.7: Plot of fractional composition for the initial model thickness of 3nm for 
the Ent-model routine performed on a simulated 7.5 nm thick film. 

 

Figure 5.8: Plot of fractional composition of the initial model thickness of 8nm for 
the Ent-model routine performed on a simulated 7.5 nm thick film. 
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Figure 5.9: Plot of fractional composition for the initial model thickness of 10nm for 
the maximum entropy routine performed on a simulated 7.5 nm thick 
film. 

It is instructive to consider the contribution to the total signal arising from each 

slab (equation 4.3) since errors in the calculated concentrations as functions of depth 

cannot be easily calculated from the routine. But for a material with constant 

concentration over the entire analysis depth, the slab located at a depth of 2λ 

contributes just 1% to the total signal.  That is, a difference of 100% (Δn/n) in the 

concentration in the slab at that depth would result in a change of just 1% to the total 

measured intensity [21].  For heterogeneous films like those simulated here, the total 

contribution will depend on the concentration profile. For the Ti and O profiles 

presented here, the contribution to the total signal arising from beyond 2λ is expected 

to be less than 1%, so the depth profiles in figure 5.4 and 5.5 arising from the 
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regularization routines of the simulated film accurately fits the data shown in figure 

5.6.   

5.1.5 Initial Model – The Starting Point  

As stated earlier, the other regularization functions tested have no explicit 

dependence on the initial model and may thus be more useful when there is no prior 

knowledge on the sample structure.  In these cases, (Slopes, Curves and TVA), the 

initial model is merely the starting point for the mi,j values (see Table 4.2).  Even so, 

some dependence on the initial model may arise due to “local maxima” in Q, that can 

be avoided by widening the search area and moving the starting mi,j point further away 

from the initial mi,j and determine if the results are the same. If the new results are 

different, the original “starting point” restricted the calculations in a local maximum in 

Q.   
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Figure 5.10: “Slopes” depth profile from 7.5nm simulated TiO2 film. Homogeneous 
initial model (pluses in blue); 8nm 1:1 Ti:O initial model (diamonds); 2 
nm 1:1 Ti:O initial model (crosses);                                               
Simulated film structure (dash line). Ref. 82. 

The ‘Slopes’ regularization function was performed with a 7.5nm thick simulated film, 

using three initial models: as shown in Figure 5.10:  a homogeneous film, an 8 nm 1:1 

Ti:O initial model, and a 2 nm 1:1 Ti:O initial model.  As above, new noisy data was 

generated for each calculation. With the homogeneous initial model, the 

concentrations near the surface of the film are reproduced, yet the result shows 

significant interface broadening and the Ti and O signals do not decay to zero in the 

substrate, as they should.  This interface broadening is the result of minimizing the 

slopes since a sharp interface would have a very high slope. Not having the Ti and O 

signal decay to zero at the interface shows the limitation of the technique when 

dependent on the initial model. Using the more realistic 8 nm initial model (closer to 

the 7.5nm simulated data) leads to some improvement, with the Ti and O signals 
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decaying to or near zero in the substrate region. Note the interface broadening is still 

present, as it should be with minimizing the slopes.  The χ2 values for the 

homogeneous initial model is χ2= 0.106, for the 8 nm initial model is χ2= 0.116 and 

finally the 2 nm initial models is χ2= 0.099; Still very good results.  Signals from 

elements of lower concentration from deep within the sample contribute minimally to 

the overall measured intensity, and thus do not significantly affect Q in the 

regularization routine.  Thus, in these deeper regions, the program has no impetus to 

change the values significantly from the initial model, leading to the observed initial 

model dependence.  The results graphed in figure 5.10 demonstrate that the initial 

model dependence is minimal, yet even so the best results are obtained when there is 

more prior knowledge available [82]. Note: TVA and Curves regularization function 

was performed with a 7.5nm thick simulated film, using three initial models and had 

similar results. 

5.1.6 Noise Level vs. Goodness of Fit  

Even with a regularization function, some noise-dependence may still exist, 

especially as noise levels increase [101].  Regularization functions are employed to 

reduce the dependence of depth profile reconstruction extraction on the collected 

noise.  In other words, the Ent-model solution searched for all S (in table 4.2) for all 

possible depth profiles ni,j, subject to the condition that the calculated data agrees with 

the measured data, within the noise, [21]. To ensure that the results are consistent with 

noisy data, the above calculations for each regularization function were repeated fifty 

times with different simulated 10% random noise; results were shown in figures 5.2 

through 5.10. 
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Recall the χ2 measures the difference between a model and the data (actually 

the sum of all the squares of the deviations divided by what was expected), so a low χ2 

is evidence that the model is correct and has a high probability of explaining the 

measured data. If χ2, calculated from n vs depth is very large, either the data 

measurement technique was compromised (incorrect) or the model is wrong. The χ2 

for the Slopes function was found to range from 0.044 to 0.242, with an average value 

of 0.102.  For Curves the range was from 0.040 to 0.240 with an average of 0.092.  

TVA ranged from 0.033 to 0.235 with an average of 0.072.  For Ent-model with an 

initial model that was homogeneous throughout, the range was from 0.297 to 0.302, 

with an average of 0.300.  Again, the optimal results were found with Ent-model using 

an initial model with thickness (8 nm) similar to that of the simulated film (7.5 nm), 

where the χ2 ranged from 0.033 to 0.036 with an average of 0.036.  The best value of 

χ2 for Ent-model is well below even the best χ2 value obtained from the other 

regularization techniques, showing the observed results are not an artifact due to the 

noise dependence.  These results can be expected from consideration of the 

regularization functions in Table 4.2.  The contribution to the Ti and O signals coming 

from greater depths to the total intensity is minimal, so there can be large variations in 

their ni,j without greatly affecting χ2.  The regularization routine has more flexibility 

to maximize S, resulting in films with minimum Slope, Curvature, or Variance, which 

do not match the films in these instances.  Again it should be stated that the Ent-model 

routine works best when some prior knowledge of the sample exists; i.e. with an initial 

model (thickness) similar to actual structure.  With no prior knowledge, Slopes and 

Curves may provide better result, as seen previously with ARXPS data [23].  
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5.1.7 Selection of Regularization Parameter – Weighting Factor 

χ2 results from all tested regularization functions for simulated films of 

different thicknesses are plotted in figure 5.11.  For Ent-model, the 8nm thick 1:1 Ti:O 

initial model was used for every simulated film thickness, which explains the poor fit 

for any thickness other than that.  In addition the stoichiometry of real Ti:O films is 

closer to 2:1 than 1:1.  For Slopes, Curves and TVA, best results are obtained for 

initial film thicknesses less than 5 nm and the quality of fit decays as initial film 

thickness increases.  This is likely due to the fact that the biggest contribution to the 

VKE-XPS profile occurs in a 5nm depth with the strongest signal containing the most 

data.  Results for Ent-model vary throughout the range of tested initial film 

thicknesses.  For thinner initial films, Ent-model produces fits similar in quality to 

Slopes; the 15nm thick initial film shows the worst fitting, while the overall best 

results were obtained when the model film thickness is close to the real thickness, as 

discussed above.   Since thickness measurements were taken by VASE for the TiO2 

films, the Ent-model routine with a good initial model (known thickness) will be 

considered for experimental data, as discussed below.   
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Figure 5.11: “Goodness of fit”, 2, results for the different regularization functions at 
 Ref. 82.different simulated film thicknesses.  

The χ2 results for the regularization functions using initial film thickness of 7.5 

nm for data derived from an 8.0 nm film are graphed in figure 5.11: 

 Slopes: 0.044-0.242 (avg 0.102);  

 Curves: 0.040-0.240 (avg 0.092);  

  TVA: 0.033-0.235 (avg 0.072); 

 Ent-mod (initial model ~ actual film): 0.033-0.038 (avg 0.036) 

As stated earlier, the regularization parameter, α, acts as a weighting between 

regularizing the data and fitting to the χ2 value.  To test the robustness of the α 

selection method, χ2 values were calculated for depth profiles using each α value.  

Results are shown in figure 5.12. Since thickness measurements were taken by 

ellipsometry for the TiO2 films, the Ent-model routine with a good initial model 

(known thickness) will be considered for experimental data, as discussed below. 
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Figure 5.12: Goodness of fit, 2, for profiles produced using a 7.5 nm generated TiO2 
film at all values for α.  The α values selected by the program are 
highlighted by the outlined symbol. Ref. 82. 

As plotted in figures 5.6 through 5. 9, a 7.5 nm generated film was used, with a 

homogeneous initial model for the Curves, Slopes, and TVA functions, while an 8 nm 

1:1 Ti:O initial model was used for Ent-model.  The α values selected by the routine 

are denoted with double-symbols in figure 5.12.  A similar trend is seen for all 

regularization functions: the Curve regularization begins flat for low α values, where 

the data is primarily fit by χ2 (fitting the noise), then increases dramatically towards 

higher α values, where the data becomes “over-regularized” (not fitting the data).  The 

selected α values lie close to the start of the increase in the χ2 showing the “balanced 

weighting” between fitting to χ2 alone and over-regularization. The χ2 for the selected 

value is at or near the lowest obtainable value within the α range, demonstrating the 
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robustness of the selection parameter. Further verification of this optimum  is 

obtained with the L-Curve analysis below.  

5.2 Experimental Data: Thin and Thick Films 

5.2.1 Comparison to Models (Carbon in/on Films) 

As described earlier, actual TiO2 films of two thicknesses: ~2.5 nm (thin) and 

~25 nm (thick) were analyzed using Variable Kinetic Energy-XPS at Brookhaven 

National Labs.  Because the interface between the TiO2 and Si substrate is typically 

very thin, on the order of 3x1015atoms/cm2 or as little as two to three monolayers, 

understanding the bonding, ordering and intermixing of atoms at the interface is 

extremely difficult. In CMOS and RAM microelectronics many of these issues are 

critical in understanding electron injection, and interface traps and charging [2, 7].  

Since these films were specifically designed and grown for gate dielectrics 

using organic precursors, three known elements were studied and a fourth, carbon, was 

also considered. These elements were verified with alternate analytical techniques that 

confirmed the presence of all four elements (see Chap 3). Titanium (Ti 2p), Oxygen 

(1s), Silicon (1s), and Carbon (1s) regions were analyzed at photon excitation energies 

of 2500, 3000, 3500, 4000, and 4500 eV.  Photoemission peaks are shown in figure 

5.13 (~2.5nm thin film) and figure 5.14 (~25nm thick film) with the spectra corrected 

for the variation of the spectrometer transmission function and orbital photoionization 

cross-section with the photon energy of the Si1S peak.  In addition, the Si 1s peak was 

separated into two components—the one at lower BE is assigned to elemental Si0, 

while the higher energy peak is attributed to Si+4, likely SiO2. 
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Figure 5.13: Photoemission of 2.5nm TiO2 film on Si collected at various beam 
energies. Ref. 82. 
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Figure 5.14: Photoemission of 25nm TiO2 film on Si collected at various beam 
energies. Ref. 82. 

5.2.2 Model Description 

Various regularization functions used in the previous section were applied to 

the VKE-XPS data including Slopes, Curves, TVA and Ent-model as shown in Table 

4.2. Except for the Ent-model, an initial starting point of a completely homogeneous 

film was used, so that the concentration of any element is one divided by the total 

number of elements. This model was chosen since it assumes minimal prior 

knowledge of the film. The initial model includes any information applicable to the 

film and is considered ‘prior ‘knowledge. Ent-model calculations could use the 

‘homogeneous’ model (no prior knowledge) as used in the other regularization 

functions but since the initial model figures strongly in the calculations of S, good 
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prior knowledge must be used to improve the results. This prior knowledge is gathered 

in measuring and validating the thickness and elemental composition using alternate 

techniques, as described in chap 3. It will be shown that optimal results with the 

lowest 2 occur when the prior data (thickness, for example) is similar to the actual 

film. In cases where there is no prior knowledge, the Ent-model routine would not be 

appropriate as discussed in the “simulated spectra” (section 5.1). As an example, the 
2 for the Ent-mod routine using a homogeneous prior model (data not shown) is 

0.301. This is much worse that the TVA (0.11), Slopes (0.24) or Curves (0.11) which 

require no prior knowledge or model. But there is usually some knowledge about a 

film, even if it is only the thickness and elements.  

Minimal information from the film vendor stated that the starting materials 

used in deposition the film contained titanium as an organic precursor, thus leading to 

the addition of oxygen and carbon into the models for this study. Since no special 

treatment was used to transport or store the finished films, it would be expected that 

carbon would adsorb on the surface from the CO2 from the air or for carbon to be 

incorporated into the film from the cracking of the organic precursors, or both. There 

was no high temperature post deposition anneal, so concern about inter-diffusion of 

carbon at elevated temperature is remote. 

5.2.3 Thin TiO2 Films (2.5 nm) 

For the thin film, as expected, the Si 1s photoemission signal shows a 

significant increase with beam energy, as more and more of the Si substrate is detected 

with increasing energy (figure 5.13).   However, close analysis of the Si+4 components 

shows little variation in intensity (with respect to Ti) with beam energy.  This may be 

suggestive of intermixing of Si+4 and TiO2 at the interface or in the film.  The C 1s 
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signals remain relatively constant (with respect to Ti) with increasing beam energy but 

the O 1s signal decreases with increasing penetration depth. The carbon does not 

appear to be surface-only.  However, the possibility of a “U-shaped” C profile, with 

high concentration on the surface (adventitious C) and the film/substrate interface may 

not be resolvable given the beam energies investigated and the thinness of the film 

[82].  As the Si wafers were not pre-cleaned prior to TiO2 deposition, C at the interface 

would not be unexpected due to adsorbed CO2.  

 

Figure 5.15: Atomic concentration v. depth for 2.5 nm TiO2 films on Si.  Error bars 
are estimated from the signal to noise ratio of the photoemission peaks. 

Atomic concentrations were calculated according to equation 4.11 and are 

shown in figures 5.15 and 5.16.  Error bars in the figure were estimated from the 

signal-to-noise ratio, by taking that value as the error in the intensity measurement and 

propagating that error through equation 4.11. 
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5.2.4 Thick TiO2 Films (25nm) 

Photoemission peaks of the “thick” film are shown in figure 5.14.  Here, the O 

1s signal remains constant with beam energy while the Si substrate signal increases 

dramatically, as seen in the “thin” film.  In the case of the “thick” film, no Si substrate 

is observed at lower beam energies, consistent with the TiO2 film’s greater thickness. 

Only around 3500eV does the Si substrate begin to emerge.  Interestingly, though, the 

Si-O signal is observed at all beam energies and decreases in intensity (relative to Ti 

2p) with increasing photon energy, suggesting that the Si-O diffuses into the deposited 

TiO2 film, (also seen in the “thin” film) but the high signal to noise and low overall 

intensity of the feature, (less than 2 atomic percent), makes it difficult to confirm this 

hypothesis.  Finally, the C 1s signal follows a different trend in the “thick” film than in 

the “thin” film, decreasing in intensity with increasing beam energy, suggesting a 

higher concentration of C towards the surface, consistent with adventitious C 

contamination but still present throughout the film. 

 

Figure 5.16: Atomic concentration v. depth for 25 nm TiO2 films on Si.  Error bars are 
estimated from the signal to noise ratio of the photoemission peaks. 
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5.2.5 Maximum Entropy Applied to Actual VKE-XPS Data 

The Ent-model (maximum entropy) routine was applied to the VKE-XPS data 

from both thin (2.5nm) and thick (25nm) films to provide depth profiles of the two 

samples. The routine involves optimizing the regularization parameter , to balance 

the noise with the data fitting.  A verification of the  choice is done with the L-Curve 

(see below), which consists of plotting the log of the solution norm (S) vs. the log of 

the residual norm ( 2) for a wide range of  values. Choose the value of α 

corresponding to the corner of the L-Curve results in an α used in the calculations to 

reconstruct of the depth profile, thus minimizing both the residual norm and the 

regularized solution norm simultaneously. It finds a compromise between the 

simplicity of the profile and the fit to the data. Figures 5.17-5.20 show the calculated  

(insert) and the L-Curve (blue line) that are in excellent agreement for all four 

scenarios of thick and thin films with carbon on the surface or throughout the film.  

5.2.6 L-Curves-Residual Norm vs Solution Norm 

L-curve is an alternate method to generate the optimal  and is a graphical plot 

of the logarithm of the residual norm (entropy) of the functional Q versus the 

logarithm of solution norm ( 2) showing the balance between these two functions as  

varies. Choosing the value of α near the ‘corner’ of the plot (see blue arrows in figures 

5.17 through 5.20) optimizes the function.  In other words, the value of α is chosen for 

the reconstruction of the depth profile that minimizes both the residual norm and the 

regularized solution norm simultaneously (minimizing “d” in equation 4.9). 

 

  (4.9) 
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This result creates a compromise between the simplicity of the profile and the fit to the 

data without incorporating too much noise by exactly fitting the data, noise and all. 

For this data, the best fit would be a regularization value of  ~ 0.02, that balances the 

two considerations in the functional, Q; achieving a good fit to the data, and avoiding 

unphysical spikes and steps in the depth profile arising from over-fitting the noise in 

the data.  

As shown in figures 5.17 through 5.20, the calculated value of  and the L-

curve representation are aligned to balance both parts of the fitting function. Figure 

5.17 depicts the compromise of the two joint functions resulting in an  of 0.001 for 

the “thin 2.5nm TiO2 film” with carbon modeled on the surface of the film and the 

same for the “thick 2.5nm TiO2 film” with carbon modeled on the surface of the 

film (figure 5.18). Inserts in the figures are calculations from the program and show 

good agreement with the graphical representation in the L-curve. Similar result can be 

shown in figure 5.19 and 5.20 for carbon modeled in the film for the two different 

films. 



 93 

  

Figure 5.17: L-Curve for thin (2.5nm): carbon modeled on the surface 

 

Figure 5.18: L-Curve for thick (25nm): carbon modeled on the surface 
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Figure 5.19: L-Curve for thin (2.5nm): carbon modeled in the film. 

 

Figure 5.20 L-Curve for thick (25nm): carbon modeled in the film. 
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The χ2 results for the different regularization routines are listed in Table 5.1; 

for the 2.5 nm sample, the optimal χ2 is obtained for the TVA method, followed by the 

C through film initial model.  For the 25 nm sample, results with the initial model of C 

through the film and TVA show a slightly lower χ2 than the surface C initial model, 

though values for all routines are similar. The best 2 values are for models with 

carbon present throughout the film. 

Table 5.1:  χ2 results different regularization routines for thin (2.5 nm) and thick (25 
nm) TiO2 films deposited on silicon  

Regularization 

Function 

Model “Thin” “Thick” 

Ent-model C on surface 0.660 0.075 

Ent-model C through film 0.445 0.060 

TVA N/A 0.270 0.058 

 
 

The depth profiles shown in figures 5.21 to 5.23 are from VKE-XPS of 2.5 nm 

TiO2 film deposited on Si using Ent-model figure 5.21 and 5.2 and TVA regularization 

in figure 5.23.   
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Figure 5.21: Depth Profiles found using Ent-model regularization.  Model:1nm C on 
surface of a 2.5nm homogenous Si-O:Ti:O film. 2=0.660 

 

Figure 5.22: Depth Profiles found using Ent-model regularization.  Model: C thru 
film-2.5nm - homogenous Si-O:Ti:O film.    2= 0.445 
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Figure 5.23: Depth Profiles – using TVA regularization on 2.5nm film. 
No initial model.  2= 0.27 

As described in the simulated data discussion, the Ent-model analysis was 

performed using a model consisting of 1 nm of surface C followed by homogenous Si-

O:Ti:O film (figure 5.21) and a homogenous C:Si-O:Ti:O film (figure 5.22).  Initial 

models are shown in the dashed lines. 

 

0.0

0.2

0.4

0.6

0.8

1.0

0 2 4 6 8 10

Ti

O

C

Si

Si-O

At
om

ic
 C

on
ce

nt
ra

tio
n 

c) 



 98 

 

Figure 5.24 Ent-model: 1 nm C on surface- 25nm homogenous Si-O:Ti:O film.         
2= 0.075. Ref. 82. 

 

Figure 5.25: Ent-model: C thru film-25nm - homogenous Si-O:Ti:O film. 2=0.060. 
Ref. 82. 
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Figure 5.26: TVA regularization 25nm film. 2=0.058. Ref. 82. 

The depth profiles (solid lines) shown in figures 5.24,5.25 and 5.26 are from 

VKE-XPS of 25 nm TiO2 film deposited on Si using Ent-model (5.24 and 5.25) and 

TVA regularization (5.26). The TVA fit is unphysical but fits the data the best. Ent-

model analysis was performed using a model consisting of 1 nm of surface C followed 

by homogenous Si-O:Ti:O film (figure 5.24) and a homogenous C:Si-O:Ti:O film 

(5.25).  Initial models are shown in the dashed lines.  

The routine was applied using two different initial models: first a homogenous 

Si-O:Ti:O film with all C on the surface, shown in figures 5.21 and 5.24 for the thin 
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displayed in figures 5.22 and 5.25.  The two separate models were chosen to test the 

dependence of the ultimate fit on the initial conditions.  For both films, the overlayer 

thickness is taken as the total dielectric thickness determined from Ellipsometry.  

Regularization was also performed using the TVA method, shown in figures 5.23 and 

5.26 to provide a further comparison.  TVA was chosen as it provided the optimal 

results for a 3nm film with the simulated data and it does not require an accurate initial 

model (for thicker films, all regularization methods provided similar results for 

simulated data).  Again, note that the TVA regularization has the best fit to the data 

(lowest 2) but has the least physical fit, confirming the concept that maximum 

entropy uses prior knowledge to restrict the determined profiles to those that are the 

most physical. 

5.2.7 Concentration Depth Profile of Measured Data 

For the “thin” film, figure 5.21-5.23, the Ti, O, and Si profiles exhibit 

similarities within the film region (except the surface C) for all three analyses, 

demonstrating the strong correlation between the depth profiles and measured data.  

The Ti is found to be about 15% in the film, decaying into the sample.  The Si-O 

tracks closely, offset approximately 5% lower than the Ti, as expected given the 

regularization profile used.  The O signal is higher but likewise tracks from around 

55% to 0 in the substrate.  The major deviations in the Ti, O and Si profiles are at the 

surface, dependent on the C initial model, and the rate of decay of the O signal into the 

film, which is due primarily to the decreased C signal for the C on surface initial 

model.    

As suggested, the Si-O signal is found throughout the film and not just at the 

interface, suggesting the Si-O diffuses into the deposited film or exists as Si-O-Ti as 
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complex bonds.  However, given that the regularization profile assumes that the Si+4 

oxidation state is distributed uniformly through the film, perhaps this is not surprising.   

The (Si+Ti):O ratio is found to be about 1:2 as expected for a mixture of SiO2 and 

TiO2. See TEM photo, figure 3.16. 

The C profile does show some dependence on the initial model.  However, 

even when the initial model starts with all C on the surface, the C profile shows some 

broadening into the film, suggesting some C contamination in the film.  The χ2 listed 

in Table 5.1 suggest a better fit to the measured data when the initial model contains C 

throughout the film.  As mentioned earlier, the C in the film could arise during sample 

transfer or residual organic precursor on the surface of the film or the “U” profile 

mentioned above.   

Using this technique, over-layer thickness is found to be between 4 and 5 nm, 

(defined as the point where the Si substrate concentration reaches 80%) as compared 

to 7.3nm using VASE.  The differences between this thickness and the VASE results 

may be due to the IMFPs used for the calculation; here the calculations are performed 

assuming bulk-like TiO2, which may not be accurate for so thin a film.  Additionally, 

as mentioned above, elastic scattering effects have not been considered, which may 

lead to the thicker film results [96].  

The thick film (figures 5.24-5.26) is determined to be between 26 and 27 nm 

using Ent-model in agreement with the VASE results of 25.5nm.  For all three 

regularization routines, the C profile is strongest on the surface and decays into the 

film.  Again, even with the initial model with all C on surface, some broadening is 

observed; however, the decay into the film suggests the C is mainly towards the 
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surface.  The Ti:O ratio is found to be about 1:2 throughout the bulk of the film, as 

expected for TiO2 [82].   

The Si-O signal is confined to the interface for the two Ent-model profiles and 

shows only a small surface concentration for the TVA calculation, yet as seen in Table 

5.1, the χ2 is similar for all three fits.  As mentioned above, the overall low intensity 

and signal to noise makes it difficult to firmly characterize this peak.  This can be seen 

in figure 5.27, which shows the measured VKE Si-O data overlain with calculated 

VKE data from the depth profiles in figure 5.24-5.27. 

 

Figure 5.27: Measured and calculated VKE data for Si-O signal from 25 nm film.  The 
error bars are estimated from the signal to noise ratio in the data. Ref. 82. 

5.2.8 Limitations of the Technique 

The Si profiles in the TVA results are significantly different than those for Ent-

model – notably, the Si substrate is not observed in the 25 nm profile (the Si signal 
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never becomes the dominant feature), and very little to no Si-O is observed.  These 

differences show the limitations of the technique with films of such large thicknesses 

measured in this beam energy range.  

Most of the total photoemission signal for a given element comes from the first 

2λ of thickness; for the Si 1s at hν = 4500 eV, that corresponds to slightly over 10 nm.  

The contribution to the total photoemission signal coming from greater depths is too 

low to be accurately calculated in the regularization routines without some ‘guidance’ 

or accurate initial models, as with Ent-model, evident from the χ2 values in Table 5.1 

It is still possible to draw some conclusions from the regularization routines especially 

within the first 10 to 15 nm of the film where the profiles from both regularization 

functions are similar. Notably, the C in this sample is located primarily at the surface 

(adventitious C), and the Ti:O ratio observed is consistent with TiO2 demonstrating the 

integrity of the deposition.   

5.3 Conclusions 

The Ent-model (maximum entropy) algorithm has been utilized to determine 

depth profiles of actual dielectric films with Variable Kinetic Energy - XPS data.  

Using simulated noisy model data, the Ent-model regularization function was found to 

provide better results to regularization functions as compared to Slopes, Curvatures, or 

Total Variance.  While optimal results were seen when the initial model for the Ent-

model analysis contained additional knowledge about bulk composition and similar 

thickness to the simulated film thickness, results for other regularization functions 

showed little dependence on the initial model.  This technique allows for the accurate 

determination of concentration depth profiles, even with poor or noisy data. The 

maximum entropy analysis was then applied to two TiO2 films of different thickness, 
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and provided depth profiles demonstrating the applicability of the technique to 

experimentally noisy data. 
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FUTURE WORK 

6.1 Alternate Regularization Models 

Future work will include applying different regularizations functions to better 

fit the MaxEnt composition depth profile other than Slopes, Curves and Total 

Variance (Table 4.2) as described in this paper. Although these regularizations 

adequately represent the correct depth profiles, the plots seem to show a flattening of 

the curves, signifying interface broadening due to inter-diffusions or possibly an 

artifact of the curve fitting process itself.   It is known from the ALD deposition 

technique that the interface should be sharp, so better regularization functions that fit 

the data without this apparent interface broadening needs to be explored. 

 

 

Figure 6.1: Hill Function on left; Logistic Function in center; Slopes Regularization 
used in this VKE-XPS study [106]. 

Chapter 6 
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The Hill Function or Logistic Functions may fit this requirement since it’s a 

logistic function or “S” shape sigmoid curve equation.  The Hill coefficient controls 

the steepness of the curve and could generate a better fit to the VKE-XPS data.  

Further work need to be done to explore these other functions.  
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PYTHON COMPUTER PROGRAMMING 

Note: Python is an easy to learn, powerful programming language. It has efficient 
high-level data structures and a simple but effective approach to object-oriented 
programming. Python’s elegant syntax and dynamic typing, together with its 
interpreted nature, make it an ideal language for matrix manipulation, scripting and 
rapid application development in many areas on most platforms. 

The Python interpreter and the extensive standard library are freely available in 
source or binary form for all major platforms from the Python Web site, 
https://www.python.org/, and may be freely distributed. The same site also contains 
distributions of and pointers to many free third party Python modules, programs and 
tools, and additional documentation. 

Python Program for optimizing VKE data for determining , maximizing Q and 
solving for matrix N (concentration depth profile). 
 
#### BASIC INSTRUCTIONS: ###### 
#1. Have properly formatted input and initial model files 
#2. Set input and material parameters (lines 5 through 23) 
#3. Run script. 
# input parameters: 
Theta = 85 
c_sig = 0.3 #sigma for prior normal distribution - in AC 
c_wid = 0.4 #spread for prior concentration values - in eV.  Note, if normal distribution, should be >=4x 
c_sigc_den = 0.01 #point density for prior concentration - in eV 
c_den = 0.01 #point spacing for concentration distribution 
E_sig = 0.5 #sigma for EAL normal distribution - in nm 
E_wid = 2. #spreadif for prior EAL values - in nm.  Note, if normal distribution, should be >=4x E_sig 
E_den = 0.1 #point spacing for EAL distribution 
sig = 0.05 #variance in fit - normal distribution - in atomic concentration 
# required modules: 
import numpy as np 
import os, sys, tkFileDialog 
from scipy.stats import norm, mode 
import Jons_MEM as MEM 
# some functions: 
def strip(arr_in): # strips first column & row from data 

Appendix A 
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 arr_out = np.empty((np.size(arr_in,axis=0)-1,np.size(arr_in,axis=1)-1)) 
 for x in range(0,np.size(arr_out,axis=0)): 
  for y in range(0,np.size(arr_out,axis=1)): 
   arr_out[x,y] = arr_in[x+1,y+1] 
 return arr_out 
def P_meas(I_step,I_meas,sig): #normal (continuous) distribution - for probability of I_meas with 
given c_mod 
 return (1./(sig*np.sqrt(2*np.pi)))*np.exp(-(1./2)*(((I_step-I_meas)/sig)**2)) 
 
def intensity(Profs,Lam,Theta): 
 ACout = np.empty((np.size(Lam,axis=0),np.size(Profs,axis=1))) 
 intout = np.empty(np.shape(ACout)) 
 for k in range(0,np.size(Lam,axis=0)): 
  for j in range(0,np.size(Profs,axis=1)): 
   int_sum = 0 
   for i in range(0,np.size(Profs,axis=0)): 
    int_sum = int_sum+(step_size*Profs[i,j]*np.exp(-
((i+1)*step_size)/(Lam[k,j]*np.sin(Theta*np.pi/180.)))) 
   intout[k,j] = int_sum 
  for j in range(0,np.size(ACout,axis=1)): 
   ACout[k,j] = intout[k,j]/np.sum(intout[k,:]) 
 return ACout 
def Uniform(lo,hi,dens): 
 n_p = int((hi-lo)/dens) 
 points = [] 
 probs = [] 
 for p in range(0,n_p): 
  points.append(lo+(p*dens)) 
  probs.append(1./n_p) 
 return points,probs 
def Normal(mu,sigma,lo,hi,dens): 
 n_p = int((hi-lo)/dens) 
 points = [] 
 probs = [] 
 for p in range(0,n_p): 
  points.append(lo+(p*dens)) 
 pd = norm.pdf(points,loc=mu,scale=sigma) 
 for p in range(0,n_p): 
  probs.append(pd[p]*dens) 
 return points,probs 
def Unfit(value): 
 return [value], [1.] 
# Read data in: 
print '\nPlease Open Measured hv vs. Concentration Data' 
f_in = tkFileDialog.askopenfilename() 
indat = np.genfromtxt(f_in) 
I_meas = strip(indat) 
f_pref = os.path.splitext(f_in)[0] 
print 'You opened: ',f_pref 
hv = [] 
for k in range(1,np.size(indat,axis=0)): 
 hv.append(indat[k,0]) 
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BE = [] 
for j in range(1,np.size(indat,axis=1)): 
 BE.append(indat[0,j]) 
n_spec = len(BE) 
n_hv = len(hv) 
# Kinetic energy array: 
KE = np.empty((n_hv,n_spec)) 
for k in range(0,n_hv): 
 for j in range(0,n_spec): 
  KE[k,j] = hv[k]-BE[j] 
# read starting profile: 
print '\nPlease Open Depth Profile from MEM' 
start_f = tkFileDialog.askopenfilename() 
start_arr = np.genfromtxt(start_f) 
directory = os.path.split(start_f)[1] 
print '\nYou opened: ', directory 
#Check that columns from Measured data and MEM match 
start_arr = MEM.column_Check(BE,start_arr) 
start_in = strip(start_arr) 
f_in2 = os.path.splitext(start_f)[0] 
print 'You opened: ',f_in2 
n_slab = np.size(start_in,axis=0) #number of slabs for calc - for easier typing 
#initialize E working arrays: 
# EAL array from MEM 
print '\nPlease open EAL File from MEM' 
EAL_File=tkFileDialog.askopenfilename() 
EAL_Array = np.genfromtxt(EAL_File) 
E_in = strip(EAL_Array) 
print 'You opened: ', os.path.split(EAL_File)[1] 
#Retrieve step size in nm 
step_size = input('\nWhat step size for the depth profile(nm)?: ') 
E_prior = np.empty((n_hv,n_spec),dtype='object') 
E_prob = np.empty((n_hv,n_spec),dtype='object') 
for k in range(0,n_hv): 
 for j in range(0,n_spec): 
  Elo = E_in[k,j]-(E_wid/2) 
  if Elo <= 0: 
   Elo = 0.00001 
  Ehi = E_in[k,j]+(E_wid/2) 
  E_prior[k,j] = Normal(E_in[k,j],E_sig,Elo,Ehi,E_den)[0] 
  E_name = str('in_EAL_'+str(k)+'_'+str(j)) 
  E_p_out = np.empty((len(E_prior[k,j]),2)) 
  for p in range(0,np.size(E_p_out,axis=0)): 
   E_p_out[p,0] = E_prior[k,j][p] 
   E_p_out[p,1] = P_meas(E_prior[k,j][p],E_in[k,j],E_sig) 
# np.savetxt(E_name,E_p_out) 
#Ask for number of iterations for calculation 
n_step = input('\nHow many number of iterations?: ') 
E_0 = np.empty(np.shape(E_prior)) 
E_out = np.empty((n_hv+1,n_spec+1)) 
E_trace = np.empty(np.shape(E_prior),dtype='object') 
for k in range(0,n_hv): 
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 for j in range(0,n_spec): 
  E_trace[k,j] = np.empty((1,n_step))   
#make initial E_0 
aE = np.empty((n_hv,n_spec),dtype='int') #see c0 initialization 
for j in range(0,n_spec): 
 for k in range(0,n_hv): 
  aE[k,j] = int(len(E_prior[k,j])*np.random.rand()) 
  E_0[k,j] = E_prior[k,j][aE[k,j]] 
aE0 = np.array(aE) 
E_working = np.array(E_0) 
## Define variables ('Priors') 
# prior concentrations: 
c_prior = np.empty((n_slab,n_spec),dtype='object') 
c_prob = np.empty((n_slab,n_spec),dtype='object') 
for i in range(0,np.size(start_in,axis=0)): 
 for j in range(0,np.size(start_in,axis=1)): 
  lo = start_in[i,j]-(c_wid/2) 
#  if lo < 0.: 
#   lo = 0. 
  hi = start_in[i,j]+(c_wid/2) 
# if hi > 1.: 
# hi = 1. 
  c_prior[i,j] = Normal(start_in[i,j],c_sig,lo,hi,c_den)[0] 
  prior_name = str('in_c_'+str(i)+'_'+str(j)) #file name to write out prior histograms 
  prior_out = np.empty((len(c_prior[i,j]),2)) 
  for p in range(0,np.size(prior_out,axis=0)): 
   prior_out[p,0] = c_prior[i,j][p] 
   prior_out[p,1] = P_meas(c_prior[i,j][p],start_in[i,j],c_sig) 
# np.savetxt(prior_name,prior_out) 
#initialize c working arrays: 
c_0 = np.empty(np.shape(c_prior)) 
c_out = np.empty((n_slab+1,n_spec+1)) 
c_trace = np.empty(np.shape(c_prior),dtype='object') 
for i in range (0,n_slab): 
 for j in range(0,n_spec): 
  c_trace[i,j] = np.empty((1,n_step)) 
# make initial c_0 
a = np.empty((n_slab,n_spec),dtype=int) #need ixj array of a to keep same register 
for i in range(0,n_slab): 
 for j in range(0,n_spec): 
  a[i,j] = int(len(c_prior[i,j])*np.random.rand()) 
  c_0[i,j] = c_prior[i,j][a[i,j]] 
 c0_sum = np.sum(c_0[i,:]) 
 for j in range(0,n_spec): 
  c_0[i,j] = c_0[i,j]/c0_sum 
a0 = np.array(a) #think I need this to keep register 
c_working = np.array(c_0) 
# Initial intensity and probability: 
I_0 = intensity(c_0,E_0,Theta) 
I_step = np.array(I_0) #Initial working intensity 
c0_prob = 1 
E0_prob = 1 
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P_0 = 1 
for j in range(0,n_spec): 
 for i in range(0,n_slab): 
  c0_prob = c0_prob*P_meas(c_0[i,j],start_in[i,j],c_sig) 
 for k in range(0,n_hv): 
  E0_prob = E0_prob*P_meas(E_0[k,j],E_in[k,j],E_sig) 
  P_0 = P_0*P_meas(I_0[k,j],I_meas[k,j],sig) 
P_0 = c0_prob*E0_prob*P_0 
# here is the MCMC: 
P_arr = np.empty((n_step+1,2)) 
P_arr[0,0] = 0 
P_arr[0,1] = P_0 
sys.stdout.write('start\n') 
for step in range(0,n_step): 
 sys.stdout.flush() 
 write_str = str(str(step+1)+' of '+str(n_step)+' steps completed.\r') 
 sys.stdout.write(write_str) 
 for i in range(0,n_slab): 
  for j in range(0,n_spec): 
   t = np.random.rand() 
   if t < 1./3: 
    a[i,j] = a0[i,j]-1 
    if a[i,j] < 0: 
     a[i,j] = 0.00001 
   elif 1./3 <= t < 2./3: 
    a[i,j] = a0[i,j] 
   else: 
    a[i,j] = a0[i,j]+1 
    if a[i,j] >= len(c_prior[i,j]): 
     a[i,j] = len(c_prior[i,j])-1 
   c_working[i,j] = c_prior[i,j][a[i,j]] 
   for k in range(0,n_hv): 
    tE = np.random.rand() 
    if tE < 1./3: 
     aE[k,j] = aE0[k,j]-1 
     if aE[k,j] < 0: 
      aE[k,j] = 0.00001 
    elif 1./3 <= tE < 2./3: 
     aE[k,j] = aE0[k,j] 
    else: 
     aE[k,j] = aE0[k,j]+1 
     if aE[k,j] >= len(E_prior[k,j]): 
      aE[k,j] = len(E_prior[k,j])-2 
    E_working[k,j] = E_prior[k,j][aE[k,j]] 
 for i in range(0,n_slab): 
  c_sum = np.sum(c_working[i,:]) 
  for j in range(0,n_spec): 
   c_working[i,j] = c_working[i,j]/c_sum 
 for k in range(0,n_hv): 
  for j in range(0,n_spec): 
   for i in range(0,n_slab): 
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    I_step[k,j] = I_0[k,j]+(c_working[i,j]*np.exp(-
((i+1)*step_size)/(E_working[k,j]*Theta)))-(c_0[i,j]*np.exp(-((i+1)*step_size)/(E_0[k,j]*Theta))) 
 E_prob = 1 
 c_prob = 1 
 I_prob = 1 
 for j in range(0,n_spec): 
  for i in range(0,n_slab): 
   c_prob = c_prob*P_meas(c_working[i,j],start_in[i,j],c_sig) 
  for k in range(0,n_hv): 
   E_prob = E_prob*P_meas(E_working[k,j],E_in[k,j],E_sig) 
   I_prob = I_prob*P_meas(I_step[k,j],I_meas[k,j],sig) 
 P_step = I_prob*c_prob*E_prob 
 P_test = P_step/P_0 
 if P_test >= np.random.rand(): 
  E_0 = np.array(E_working) 
  aE0 = np.array(aE) 
  c_0 = np.array(c_working) 
  a0 = np.array(a) 
  P_0 = P_step 
  I_0 = np.array(I_step) 
 for j in range(0,n_spec): 
  for i in range(0,n_slab): 
   c_trace[i,j][0,step] = c_0[i,j] 
  for k in range(0,n_hv): 
   E_trace[k,j][0,step] = np.array(E_0[k,j]) 
 P_arr[step+1,0] = step+1 
 P_arr[step+1,1] = P_0 
#np.savetxt('P_trace',P_arr)    
c_out[0,0] = n_spec 
for i in range(0,n_slab): 
 c_out[i+1,0] = (i)*step_size 
 for j in range(0,n_spec): 
  c_out[0,j+1] = BE[j] 
#  c_out[i+1,j+1] = mode(c_trace[i,j][0,:])[0][0] 
#  c_out[i+1,j+1] = np.median(c_trace[i,j]) 
  c_out[i+1,j+1] = np.average(c_trace[i,j]) 
  if c_out[i+1,j+1] < 0: 
   c_out[i+1,j+1] = 0.00001 
  elif c_out[i+1,j+1] > 1: 
   c_out[i+1,j+1] = 1 
 c_sum = np.sum(c_out[i+1,1:]) 
 for j in range(0,n_spec): 
  c_out[i+1,j+1] = c_out[i+1,j+1]/c_sum  
  c_hist,c_bins = np.histogram(c_trace[i,j],range=(-0.5,1.5),bins=200,density=True) 
  c_hist_out = np.empty((200,2)) 
  for x in range(0,200): 
   c_hist_out[x,0] = c_bins[x] 
   c_hist_out[x,1] = c_hist[x] 
  c_f_name = str('c_'+str(i)+'_'+str(j)) 
  c_trace_name = str('tr_c_'+str(i)+'_'+str(j)) 
  c_tr_arr = np.empty((n_step,2)) 
  for st in range(0,n_step): 
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   c_tr_arr[st,0] = st+1 
   c_tr_arr[st,1] = c_trace[i,j][0,st] 
#  np.savetxt(c_trace_name,c_tr_arr) 
#  np.savetxt(c_f_name,c_hist_out) 
E_out[0,0] = n_spec 
for k in range(0,n_hv): 
 E_out[k+1,0] = hv[k] 
 for j in range(0,n_spec): 
  E_out[0,j+1] = BE[j] 
#  E_out[k+1,j+1] = mode(E_trace[k,j][0,:])[0][0] 
#  E_out[k+1,j+1] = np.median(E_trace[k,j]) 
  E_out[k+1,j+1] = np.average(E_trace[k,j]) 
  E_hist,E_bins = np.histogram(E_trace[k,j],bins=50,density=True) 
  E_hist_out = np.empty((50,2)) 
  for x in range(0,50): 
   E_hist_out[x,0] = E_bins[x] 
   E_hist_out[x,1] = E_hist[x] 
  E_f_name = str('EAL_'+str(k)+'_'+str(j)) 
  E_trace_name = str('tr_EAL_'+str(k)+'_'+str(j)) 
  E_tr_arr = np.empty((n_step,2)) 
  for st in range(0,n_step): 
   E_tr_arr[st,0] = st+1 
   E_tr_arr[st,1] = E_trace[k,j][0,st] 
#  np.savetxt(E_trace_name,E_tr_arr) 
#  np.savetxt(E_f_name,E_hist_out) 
vke_out = np.empty((n_hv+1,n_spec+1)) 
res_vke = intensity(strip(c_out),strip(E_out),Theta) 
for k in range(0,n_hv): 
 vke_out[k+1,0] = hv[k] 
 for j in range(0,n_spec): 
  vke_out[0,j+1] = BE[j] 
  vke_out[k+1,j+1] = res_vke[k,j] 
file_name = directory+'_'+str(n_step)+'it' 
#np.savetxt('EAL_out.dat',E_out) 
np.savetxt(file_name+'.dep',c_out) 
#np.savetxt('result.vke',vke_out) 
sys.stdout.write('\nDone\n') 
sys.exit() 
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PERMISSION E-MAIL TO RE-USE DATA AND FIGURES  
 

Permission request to re-use in my dissertation the data from our paper published in 
Surface and Interface Analysis in 2014. 
 
From:   Conan Weiland conan.weiland@gmail.com 
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To:   Krajewski, James J <James.J.Krajewski@questdiagnostics.com> 
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I hereby grant permission for re-use of data and figures from our publication 
"Nondestructive compositional depth profiling using variable kinetic energy hard x-
ray photoelectron spectroscopy and maximum entropy regularization" published in 
Surface and Interface Analysis in 2014. 
 
Conan Weiland 
 
 
 
My request to Conan Weiland, a co-author: 
 
On Thu, May 12, 2016 at 8:34 AM, Krajewski, James J 
<James.J.Krajewski@questdiagnostics.com> wrote: 

Conan,   

I am in the final stages of writing my dissertation and I am using some of the data we 
published back in 2014 on the work we did at Brookhaven for the “Non-destructive 
XPS…” paper.   

I am requesting your permission to use some of the data from our paper and adding all 
of the alternate thin film techniques I did to complete my dissertation.  

Since I’m not first author on the paper, can you send me a permission letter (email) 
stating that I have your permission to use the data from our paper? 

 I greatly appreciate it. 

Best regards,  
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J.J. Krajewski 

 


