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ABSTRACT

Generating high performance Fast Fourier Transform (FFT) library is an important research topic for the traditional processors, CPUs, and new accelerators, like Graphics Processing Units (GPUs). It is not rare that large scientific and engineering computation, such as physics simulations, signal processing and data compression, spend majority of execution time on large size FFTs. Such FFT implementations require large amount of computing resources and memory bandwidth.

On the system side, in spite of highly influential results in prior FFT work on GPUs, the GPU performance is severely restricted by the limited memory size and the low bandwidth of data transfer through PCI channel. Additionally, current GPU based FFT implementation only uses GPU to compute, but employs CPU as a mere memory-transfer controller. The computing power of CPUs is wasted. On the algorithmic side, input signals are frequently sparse. If we know that an input is sparse, the computational complexity of FFT can be reduced. Many sparse FFT algorithms have been proposed to improve sparse FFTs efficiency. However, the existing sparse FFT implementations are confined to serial execution and are input oblivious in the sense that how the algorithms work is not affected by input characteristics.

In this dissertation, we present two high performance optimization strategies. First, we study the problems of current GPU based FFT implementations, and propose a hybrid approach for 2D and 3D FFT, which concurrently executes both multithreaded CPU and GPU in a heterogeneous computer to accelerate large FFT problems that cannot fit into GPU memory. Within the scheme, an empirical performance modeling is constructed to determine optimal load balancing between CPU and GPU, and an optimizer is proposed to exploit substantial parallelism for both GPU and CPUs and to overlap communication with computation. Second, we investigate the existing sparse
FFT algorithms and propose an input adaptive model for algorithmic parallelization. In particular, the algorithm takes advantage of the similarity between input samples to save much computation and to exploit substantial data parallelism. The solution has runtime sub-linear to the input size and gets rid of coefficient estimations dependencies, both of which improve parallelism and performance.
Chapter 1

INTRODUCTION

In this dissertation, I elaborate on two high performance optimization strategies. First, I investigate the problems of current GPU based FFT implementations. I propose a hybrid approach for multi-dimensional FFTs, which concurrently executes both CPU and GPU in a high performance heterogeneous computer to accelerate different FFT problems. The problem size can be larger than GPU memory. Within the scheme, an empirical performance modeling and tuning is constructed to determine optimal load balancing between CPU and GPU, and an optimizer is proposed to exploit substantial parallelism for both GPU and CPUs, to optimize performance for GPU and CPU, and to purposefully expose opportunities of overlapping communication with computation. Second, I investigate existing sparse FFT algorithms and propose an input adaptive algorithm for parallelization. In particular, the algorithm takes advantage of the similarity between input samples to save much computation and to exploit substantial data parallelism. The solution has runtime sub-linear to the input size and gets rid of recursive coefficient estimation of traditional sparse FFTs, both of which improve parallelism and performance.

1.1 Parallel Heterogeneous Computing

1.1.1 General Parallel Computing

The general parallel computing is to divide an entire computational problem into several subproblems such that those subproblems can be solved in parallel. It usually makes use of multiple computing resources simultaneously to parallelize the subproblems. Instructions from each part can execute concurrently with each other on different processors.
The main reason of parallel computing is to improve speed and performance, to save time and cost, to solve larger and more complex problem, and to make better use of parallel computing resources of underlying computer systems.

1.1.2 Parallel Heterogeneous Computer System Incorporating CPU and GPGPU

Heterogeneous computer for parallel computing is often called “heterogeneous computing”, which refers to the system that uses more than one type of processor to compute. It typically incorporates one or more traditional processors, CPUs, as well as one or more new accelerators, like General Purpose Graphics Processing Units (GPGPUs).

Shown in figure 1.1, due to the fact that GPU devotes more transistors to data processing than CPU, GPU becomes a highly parallel, multithreaded, many-core processor with tremendous computational power and very high memory bandwidth.

In a general heterogeneous system, as shown in figure 1.2, CPU works in host side and performs as a master coordinator to partition and distribute the parallel work to GPU which works in device side. In addition, CPU is an asynchronous memory controller to operate device memory allocation and memory transfer, to invoke GPU
kernels, and to gather the result sent back from GPU to output result of several specific parallel computations. Moreover, CPU and GPU are connected through a PCIe channel.

1.1.3 CUDA Parallel Computing on GPGPU

Due to the highly parallel architectural capacity of GPU, it supports for thousands of threads that can execute and access the device memory at the same time. Therefore, as shown in figure 1.3, GPU devotes to much higher Floating Point Operations per Second (FLOPS) at its peak performance than that of CPU. Additionally, as shown in figure 1.4, GPU also renders much higher memory bandwidth than that of CPU.

The Compute Unified Device Architecture (CUDA) [65, 58, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76] parallel programming model is one of the most successful programming models on GPGPU parallel computing. The CUDA C is designed for the programmers familiar with C language to efficiently program and implement parallel applications that can be executed and paralleled on Nvidia GPUs. CUDA also provides the abstraction of the underlying GPU system, like thread hierarchy, memory hierarchy, and synchronization processing, which are exposed to the programmer as a set of language extension.
Figure 1.3: Floating Point Operations per Second (FLOPS) for the CPU and GPU (Image from Nvidia CUDA C programming guide [65]).
Figure 1.4: Memory Bandwidth for the CPU and GPU (Image from Nvidia CUDA C programming guide [65]).
Figure 1.5 shows a general CUDA heterogeneous programming mode. A GPU has a multi-level thread hierarchy with a grid of thread blocks and many scalar threads in each thread block. So it can support thousands of threads running at the same time. Moreover, CPU is on host side, while GPU is on device side. The CPU works as an asynchronous memory controller to asynchronously invoke GPU kernel functions and to transfer data between CPU and GPU.

As shown in figure 1.6, CUDA also has a multi-level memory hierarchy. A GPU card usually contains several Stream Multiprocessors (SMs) that can access data from the device memory (i.e. global memory) on GPU. Furthermore, in each SM, there are several CUDA cores called Stream Processors (SPs) that can share data through shared memory. Normally, a multithreaded program is divided into blocks of threads that execute independently between each other. Therefore, the GPU is able to achieve automatic scalability since a GPU with more SMs will automatically execute the program in less time than a GPU with fewer SMs.

1.2 General Fast Fourier Transform Heterogeneous Computing

1.2.1 Fast Fourier Transforms on GPGPUs

As a paradigm of heterogeneous parallel computing, Fast Fourier Transform (FFT) is one of the most widely used numerical algorithms in science and engineering domains. It is not rare that large scientific and engineering computation, such as large-scale physics simulations, signal processing and data compression, spend majority of execution time on large size FFTs. Such FFT implementations require large amount of computing resources and memory bandwidth. Generating high performance Fast Fourier Transform library becomes an important research topic for the traditional processors, CPUs, and new accelerators, like General Purpose Graphics Processing Units (GPGPUs).

Compared with current multi-core CPUs, GPUs have been recently proved to be a more promising platform to solve FFT problems since GPUs have much more
Figure 1.5: CUDA Heterogeneous Programming Mode (Image from Nvidia CUDA C programming guide [65]).
Figure 1.6: CUDA Hardware Model (Image from Nvidia CUDA C programming guide [65]).
parallel computing resources and can often achieve an order of magnitude performance improvement over CPUs on compute-intensive applications [5].

1.2.2 Problem Statement

Traditional FFT libraries have been built either on general purpose CPUs such as FFTW [17, 16, 15], SPIRAL [31, 32, 33] and Intels MKL [18, 50] or on compute-intensive GPUs, such as CUFFT [1, 57] from NVIDIA, Nukada’s work on FFT [2, 3], Govindaraju’s work [4, 60], Gu’s FFT libraries [5, 6], Chen’s FFT [7].

In spite of highly influential results in prior FFT work on GPUs, no matter the on-card FFT libraries, the out-of-card FFT libraries or the GPU-cluster based solutions, the real performance of GPUs is not significantly higher than that of current high-performance CPUs as expected, since GPU performance is severely restricted by the limited GPU memory size and the low bandwidth of data transfer between CPU and GPU through PCIe channel. In addition, in the prior FFT research on GPUs, CPU is only used as a memory or communication controller, that is, managing memory transfer requests between CPU and GPU, or between nodes. The computing power of CPUs is wasted. Furthermore, there is few that takes advantage of CPU to concurrently compute partial well-decomposed FFT with GPU. Although the existing GPU based FFT libraries makes use of both CPU and GPU, it only enables CPU to perform controlling GPU kernel executions and also data transfer between host and GPU.

1.2.3 Motivations

Therefore, the objective is to use a hybrid parallel FFT framework to concurrently execute both CPU and GPU for computing large-scale FFTs that exceed GPU memory. Incorporating CPU has several advantages: 1) Multi-core CPU is capable of computing partial work concurrently with GPU to release the pressure which is originally assigned to the GPU, and to make full use of available underlying computing.
resources for performance improvement, 2) CPU helps increase data transfer bandwidth remarkably by enabling efficient utilization of PCIe bus and save much GPU memory resource since partial work is kept into local CPU memory to execute without being transferred to GPU, and 3) CPU has much larger memory size than that of GPU in general. Ogata et.al. [8] recently attempted to divide the computation to both CPU and GPU, though targeting at problems whose sizes can fit into the GPU memory. The small problem assumption makes the optimization of data communication between CPU and GPU trivial because all data can be copied to GPU in one data copying, which largely avoids the challenges of co-optimizing both computation and communication between two different types of devices. In the dissertation, we present a hybrid FFT library that engages both CPU and GPU in the solving of large FFT problems that can not fit into the GPU memory. The key problem we solve is to engage heterogeneous computing resources and newly improved optimization strategies in the acceleration of such large FFTs.

Making FFT run concurrently on CPU and GPU comes with significant challenges. First of all, CPU and GPU are two computer devices with totally different performance characteristics. Even though FFT can be decomposed in many different ways, not a single method can arbitrarily divide a problem into subtasks with two different performance patterns. In FFT, a simple change to the division of computation will lead to global effects on the data transfers, because ultimately any single point in the output of a FFT problem is mathematically dependent on all input points. We cannot just optimize for CPU or just optimize for GPU. In simpler words, the first problem we need to solve is to divide a FFT workload between two types of computing devices that are connected by a slow communication channel, and to determine the optimal load distribution among such heterogeneous resources.

The second challenge is the magnitude of the vast space of possible hybrid implementations for one FFT problem. In addition to the large number of possible algorithmic transformations, as outlined in the first challenge, CPU and GPU architectural
features also need to be considered in the search. Reconciling CPU and GPU architectures is hard because they simply like different styles of computation/communication mix.

Moreover, the decision of workload assignment needs to be put into a search space that consists of many different ways of decomposition and different ways of data transfer. In particular, computation and communication can be efficiently overlapped, an important performance booster, only if the data dependency between the CPU parts and the GPU parts is appropriately arranged. In other words, even if we already find the best algorithm for a FFT problem, i.e., the best division of computation, the implementation of the algorithm still needs to be co-optimized and co-tuned for two different architectures.

1.3 Sparse Fast Fourier Transform High Performance Computing

1.3.1 Sparse Fast Fourier Transform Algorithms

Traditionally, the Fast Fourier Transform algorithm calculates the spectrum representation of time-domain input signals. If the input size is $N$, the FFT operates in $O(N \log N)$ steps. The performance of FFT algorithms is known to be determined only by input size, and not affected by the value of input. Therefore, prior FFT optimization efforts, for example the widely used FFT library, Fastest Fourier Transform in the West (FFTW), have been largely focused on improve the efficiency of FFT for various computer architectural features such as cache hierarchy, but have generally put aside the role of input characteristics in FFT performance.

So far the only feature of input value having been leveraged to improve FFT performance is input sparsity. In real world applications, input signals are frequently sparse, i.e., most of the Fourier coefficients of a signal are very small or equal to zero. If we know that an input is sparse, the computational complexity of FFT can be reduced.
1.3.2 Problem Statement

Sub-linear sparse Fourier algorithm was first proposed in [29], and since then, has been extensively studied in the literatures when applied to various fields [28, 21, 20, 22, 27, 19]. However, their runtimes have large exponents in the polynomials of $k$ and $log N$, and their complex algorithmic structures restrict fast and parallel implementations.

A recent highly-influential work [24] presented an improved algorithm in the runtime of $O(k\sqrt{N\log N\log N})$ that makes it faster than FFT for the sparsity parameter $k$ up to $O(\sqrt{N/\log N})$. The follow-up work [25] proposed an algorithm with runtime $O(k\log N\log(N/k))$ or even the optimal $O(k\log N)$. Nevertheless, the algorithms still iterates over passes. The dependency exists between each two consecutive iterations. Hence it makes the algorithms hard to be parallelized. Additionally, just like the “dense” FFT algorithms and the earlier sparse FFT algorithms, the latest sparse FFT algorithms are oblivious to input characteristics, because input sparsity is assumed but not measured. Furthermore, the sparse FFT algorithms’ design is fixed for all inputs of the same size. No part in the algorithms is adapted to other input characteristics.

1.3.3 Motivations

Here we make an interesting observation. We know that in many real-world FFT applications not only inputs are sparse, but at the same time adjacent inputs are similar. For example, in video compression, two consecutive video frames usually have almost identical sparse distribution in their spectrums, and differ only in the magnitudes of some spectrum coefficients. If the FFT on the prior input has been computed, i.e., its spectrum representation is known, and the current input has a similar sparse distribution to the prior input, can the similarity help computing the sparse FFT on the current input? To answer the question, we need to tell whether an input is similar to its predecessor, and how the knowledge about the predecessor’s spectral representation can help.

Moreover, the study of sparse FFT algorithms is still immature and is under research. There is no fully parallelized and well performed version of sparse FFT. How
to break down the dependencies in the Fourier coefficients binning process, and how to exploit parallelism as much as possible to make full use of underlying parallel resource is always challenges in current sparse FFT implementations.

This dissertation answers the two main questions and propose a new high performance sublinear and parallel algorithm for sparse FFT.

1.4 Dissertation Contributions

The notable contribution of this dissertation is to research on two main high performance optimization strategies to the Fast Fourier Transform on heterogeneous computers.

1.4.1 Hybrid FFTs Optimization and Parallelization

As for the hybrid FFTs optimization and parallelization, it is the first time to come up with a hybrid implementation of FFT that concurrently executes both CPU and GPU in high performance heterogeneous computers to compute large FFTs that cannot fit into GPU memory. We have two versions of hybrid FFTs based on different optimization strategies.

First, we propose radix decomposition based hybrid FFTs on heterogeneous GPU-CPU computers. A hybrid framework is proposed to use both CPU and GPU in heterogeneous CPU-GPU systems to compute large scale 2D and 3D FFTs that exceed GPU memory. This computational model generalizes a partitioning scheme that efficiently distributes work to two different computing devices to make them execute FFT computational load concurrently. Particularly, our approach integrates radix-decomposition paradigms to tailor the extraction of computation and communication patterns for CPU and GPU, and to exploit much more hidden and implicit parallelism than other heterogeneous methods to better utilize parallel computing resources. In order to attain the best performance, work distribution between GPU and CPU is tuned to achieve an optimal ratio of loading. We developed several empirical profiling techniques for FFT problems with different characteristics on GPU and CPU, and
we develop effective heuristics to guide the entire balancing process. Our library also overlaps data transfers for increasing PCI bus bandwidth and equally importantly maintaining data and layout consistency between CPU and GPU. We evaluate the hybrid FFT from three aspects, i.e., optimal load distribution ratios, running time, and normalized Root-Mean-Square Error (RMSE). In particular, the library is compared with CPU based library FFTW and Intel MKL. On average, our FFT library of single precision on a heterogeneous computer comprised of a GeForce GTX480 GPU and an Intel Core i7 CPU is $5.8 \times$ and $4.1 \times$ faster than 1-thread SSE-enabled FFTW [17, 16, 15] library and Intel MKL [18] math library, respectively. The accuracy of single precision measured by normalized RMSE is in the range from $2.41 \times 10^{-07}$ to $3.15 \times 10^{-07}$.

Second, we propose a co-optimized and well-tuned parallel hybrid GPU-CPUs FFT library for large FFT problems. In this work, a hybrid large-scale FFT partition framework is applied to divide total problem into sub-problems, to distribute sub-problems into multi-CPUs and GPU, and to parallelize the sub-problem in each side. In particular, a more flexible cooley-tukey decomposition method is applied to keep decomposing the workload to exploit parallelism as much as possible, until all threads of computing resources are fully utilized and busy working. Another important novel technique in this work is to propose a co-optimizer, which is to exploit substantial parallelism for GPU and CPUs, and to optimize the performance in each GPU and CPU based on its architectural features, such as processor throughput, memory bandwidth and I/O communication bandwidth. The co-optimizer is also utilized to enable concurrent GPU and CPUs execution, to optimize data sharing, and to provide an efficient synchronization mechanism for both GPU and CPUs to keep program consistency and to accelerate performance. Additionally, empirical performance modeling and tuning are proposed to estimate performance in each sub-step of entire program, and hence to predict and determine optimal load balancing between GPU and CPUs based on several model parameters. It replaces an exhaustive walk-through of the vast space of possible hybrid implementations of FFT on heterogeneous GPU-CPUs system with a guided empirical search. Furthermore, an effective heuristic is used to enable stream
based asynchronous executions, and to overlap communication with computation. We evaluate the performance in three high performance heterogeneous systems, including an Intel Core i7 CPU with three different Nvidia GPUs, i.e. GeForce GTX480, Tesla C2070, Tesla C2075. Overall, our hybrid FFT implementation outperforms several latest and widely used large-scale FFT implementations. For instance, our Tesla C2070 performance is $14.1\times$ and $8.6\times$ faster than 1-thread SSE-enabled FFTW library and Intel MKL math library, respectively. Our performance is $1.9\times$ and $2.1\times$ faster than 4-thread SSE-enabled FFTW and Intel MKL, with max speedups $4.6\times$ and $2.8\times$, respectively. In addition, our performance has $1.3\times$ and $3.4\times$ speedup over Gu et.al.’s [6] and Ogata et.al.’s [8] work.

1.4.2 Sparse FFTs Optimization and Parallelization

As for the sparse FFTs optimization and parallelization, it is the first time to propose and design an input adaptive approach to improve the efficiency of existing sparse FFT algorithms. Moreover, our algorithm is the first well parallelized sparse FFT with high computation intensity, and parallelism can be exploited for heterogeneous computers to improve performance.

First, we propose an input-adaptive algorithm for high performance sparse fast fourier transform. We go over the existing traditional sparse FFT algorithms to explain the evolution from a general sparse FFT algorithm to the proposed input-adaptive sparse FFT algorithm. We then describe a general input adaptive sparse FFT algorithm which comprises of input permutation, filtering non-zero coefficients, subsampling FFT and recovery of locations and magnitudes. Subsequently, we discuss how to save the number of permutations and propose an alternatively optimized version for our sparse FFT algorithm to gain runtime improvement. Moreover, the general and the optimized versions are hybridized so that we’re able to choose a specific version according to input characteristics. We also demonstrate our input adaptive approach is well applicable in real world application. Overall, our algorithm is much faster than other dense and sparse FFTs both in theory and implementation.
Second, we propose parallel input-adaptive sparse fast fourier transform for stream processing. We improve upon existing sequential sparse FFT algorithms by proposing a new parallel input-adaptive sparse FFT algorithm to break down the dependency in the recursive coefficient packaging and estimation of traditional sequential sparse FFT. It is the first time to propose a highly parallel version of sparse FFT and to exploit substantial parallelism from tradition algorithms. Particularly interesting is that, the input sparsity and the input similarity make it easier to parallelize FFT calculation. From a very high point of view, our sparse FFT algorithm applies the custom-designed sparse filters to disperse the sparse Fourier coefficients of inputs into separate bins directly in the spectrum domain. During the dispersion, the calculation on those bins are independent. Therefore it leads our sparse FFT to produce a determinatively correct output, and to be non-iterative with high arithmetic intensity as well. Substantial data parallelism is able to be exploited from our algorithm. In addition to showing how the performance of our implementation can be parallelized for GPU and multi-core CPU, we also show how our work can be well applicable, efficient and robust in the real world, such as image/video stream processing. Specifically, our input adaptive algorithm can automatically detect and take advantage of the similarity between adjacent continuous inputs to accelerate computation. When a discontinuity occurs, our discontinuity detection method can automatically detect the discontinuities inside the streams and resumes the continuous input adaptation very efficiently. Finally, we evaluate our parallel input-adaptive sparse FFT implementation on Intel Core i7 CPUs and three NVIDIA GPUs, i.e., NVIDIA GeForce GTX480, Tesla C2070 and Tesla C2075. Our parallel sparse FFT is much faster than previous FFTs both in theory and implementation. For instance of the input with size $N = 2^{24}$, our parallel implementation outperforms FFTW for $k$ up to $2^{18}$, which is an order of magnitude higher than prior sparse algorithms. Furthermore, our parallel input adaptive sparse FFT on Tesla C2075 GPU achieves up to $77.2\times$ and $29.3\times$ speedups over 1-thread and 4-thread FFTW, $10.7\times$, $6.4\times$, $5.2\times$ speedups against sFFT 1.0 [24], sFFT 2.0 [24], CUFFT [1, 57], and $6.9\times$ speedup over our sequential CPU performance, respectively.
1.5 Dissertation Organization

The organization of this dissertation is as follows.

Chapter 1 introduces the concepts of general parallel heterogeneous computing, and gives overview, problem statement and motivation of general FFT computing on heterogeneous computers, sparse FFT algorithms and computing, and provides contributions and organization of this dissertation.

Chapter 2 provides an brief introduction to the concepts and algorithms used in FFT optimization. A brief introduction to various techniques used in FFT optimization is provided.

In Chapter 3, radix decomposition based hybrid FFTs on heterogeneous GPU-CPU computers is proposed to be the first time utilizing a hybrid framework to compute multi-dimensional FFTs. This computational model leverages radix decomposition paradigms to generalize partitioning process, to tailor the extraction of computation and communication patterns for GPU and CPU, and to exploit much hidden parallelism to make better use of parallel computing resources. In order to obtain the best performance, an effective heuristics is applied to guide the entire balancing process. Our performance is faster than various high performance CPU based FFT libraries.

In Chapter 4, a co-optimized and well-tuned parallel hybrid GPU-CPU FFT library is proposed for large problems. Similarly, a new hybrid partition framework is proposed to parallelize the work. A more flexible FFT decomposition method is applied to exploit much more parallelism, and a co-optimizer is come up with to further optimize the performance in each GPU and CPU, and to enable fully concurrent GPU-CPU execution. An empirical performance modeling and tuning is to predict and determine optimal load balancing. And, stream based asynchronous executions is to overlap communication with computation. Overall, our hybrid FFT implementation outperforms several latest and widely used large-scale FFT implementations.

In Chapter 5, an input-adaptive algorithm is proposed for high performance sparse fast fourier transform. We review the existing traditional sparse FFT algorithms to demonstrate our proposed input-adaptive sparse FFT algorithm. Our approach
comprises of input permutation, filtering non-zero coefficients, subsampling FFT and recovery of locations and magnitudes. Subsequently, we discuss how to optimize the general version of our algorithm, and how to hybridize to produce an optimal solution, so that we can choose a specific version according to input characteristics. Meanwhile, our input adaptive approach is well applicable in the real world. Overall, our algorithm outperforms than other dense and sparse FFTs both in theory and implementation.

In Chapter 6, we propose parallel input-adaptive sparse fast fourier transform for stream processing. We break down the dependency existing in traditional sequential sparse FFT such that a parallel input adaptive sparse FFT is the first time proposed to improve the performance. The input sparsity and similarity make it easier to parallelize FFT calculation. Moreover, our input adaptive algorithm can automatically detect and make use of the similarity between continuous inputs to accelerate computation. When a discontinuity occurs, our discontinuity detection method can automatically detect the discontinuities inside the streams and resumes the continuous input adaptation very efficiently. Finally, our parallel sparse FFT is much faster than previous FFTs both in sequential and parallel version.

Chapter 7 concludes the proposed approaches, methods and results introduced in this dissertation. In addition, by overviewing the current development trend of heterogeneous parallel computing and supercomputing, we discuss the future work based on our parallelization and optimization strategies.
2.1 Overview of General Fast Fourier Transform Algorithms

The development of Fast Fourier Transform (FFT) algorithms [77, 78, 10, 79, 80, 81, 82, 83, 84, 9, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102] has experienced a long history. Generally, the FFT recursively decomposes a $N$-point Discrete Fourier Transform (DFT) into several smaller DFTs, and the divide-and-conquer approach reduces the operational complexity of a DFT from $O(N^2)$ into $O(N\log N)$ [9]. There are many FFT algorithms, or in other words, different ways to decompose DFT problems.

2.1.1 The General Radix-2 FFT Algorithm

This section is to introduce the radix-2 decimation-in-time (DIT) FFT algorithm [9]. If the size $N$ of an input serial $x(n), n = 0, 1, ..., N - 1$ is power of 2, e.g. $N = 2^r$, the Radix-2 DIT algorithm factors $N$ as two integers, i.e. $N = 2 \cdot 2^{r-1}$ such that the $N$-points input is divided into two $N/2$ length sequences with respective even-numbered samples $f_1(i), i = 0, 1, ..., N/2 - 1$ and odd-numbered samples $f_2(i), i = 0, 1, ..., N/2 - 1$. If the sequences $f_1(i)$ and $f_2(i)$ are recursively split using the Radix-2 DIT, we obtain four subsequences among which two are even-numbered $f_{11}(j), f_{12}(j)$, and two are odd-numbered $f_{21}(j), f_{22}(j), j = 0, 1, ..., N/4 - 1$.

\[
\begin{align*}
  f_{11}(j) &= f_1(2j) = x(4j); \\
  f_{12}(j) &= f_1(2j + 1) = x(4j + 2); \\
  f_{21}(j) &= f_2(2j) = x(4j + 1); \\
  f_{22}(j) &= f_2(2j + 1) = x(4j + 3);
\end{align*}
\]
where \( j = 0, 1, ..., N/4 - 1 \). Therefore, the \( N \)-point DFT \( T(k), k = 0, 1, ..., N - 1 \) can be computed using decimated sequences as follows,

\[
T(k) = \sum_{n=0}^{N-1} x(n)W_N^{nk}
\]

\[
= [F_{11}(k) + W_N^kF_{12}(k)] + W_N^k[F_{21}(k) + W_N^{k/2}F_{22}(k)]
\]

where \( k = 0, 1, ..., N - 1 \), twiddle factor \( W_N^k = e^{-j2\pi nk/N} \), and \( F_{11}(k), F_{12}(k), F_{21}(k), F_{22}(k) \) are the \( N/4 \)-point DFTs in the first phase of radix-2 DIT for respective \( f_{11}(j), f_{12}(j), f_{21}(j), f_{22}(j) \). Note that \( F_{11}(k + N/4) = F_{11}(k), F_{12}(k + N/4) = F_{12}(k), F_{21}(k + N/4) = F_{21}(k), F_{22}(k + N/4) = F_{22}(k) \) due to the periodic property of the \( N/4 \)-point DFTs. Moreover, the twiddle factor is symmetric to itself in two ways \( W_N^{k+N/4} = -W_N^{k/2} \) and \( W_N^{k+N/2} = -W_N^k \). Therefore, the equation 2.2 can be streamed into two computational phases to obtain the final \( N \)-point \( T(k) \). We first combine the four \( N/4 \)-point DFTs as following

\[
G_{1}(k) = F_{11}(k) + W_N^kF_{12}(k); \quad G_{1}(k + N/4) = F_{12}(k) - W_N^kF_{12}(k); \\
G_{2}(k) = F_{21}(k) + W_N^kF_{22}(k); \quad G_{2}(k + N/4) = F_{22}(k) - W_N^kF_{22}(k);
\]

where \( k = 0, 1, ..., N/4 - 1 \). Then we introduce a second combination phase to merge \( G_{1}(k) \) and \( G_{2}(k) \) as follow into the final \( N \)-point \( T(k) \). \( T(k) = G_{1}(k) + W_N^kG_{2}(k) \) and \( T(k + N/2) = G_{1}(k) - W_N^kG_{2}(k) \), where \( k = 0, 1, ..., N/2 - 1 \).

### 2.1.2 The General Cooley-Tukey FFT Algorithm

The general Cooley-Tukey FFT algorithm [10] is a kind of factorization FFT algorithm. Suppose we still have an input serial \( x(n), n = 0, 1, ..., N - 1 \) of size \( N \). Its DFT transform is presented as \( Y(k) = \sum_{n=0}^{N-1} x(n)W_N^{nk} \). We can map the one dimensional input into two dimensions indexed by \( l \) in L dimension (as row) and \( m \) in M dimension (as column), respectively. \( x(l, m) = x(l \cdot M + m) \). We apply Cooley-Tukey
FFT decomposition for the original DFT

\[ A(p, m) = \sum_{l=0}^{L-1} x(l, m)W_L^{lp} \]  \hspace{1cm} (2.4)

Multiply by twiddle factors, \[ B(p, m) = A(p, m)W_N^{pn} \] \hspace{1cm} (2.5)

Perform L DFTs of size M, \[ Y(p, q) = \sum_{m=0}^{M-1} B(p, m)W_M^{mq} \] \hspace{1cm} (2.6)

Therefore, \( Y(k) = Y(p \cdot M + q) \). In essence, Cooley-Tukey introduces a decomposition approach that divides one dimensional computation into two. In addition, Cooley-Tukey is more general than radix-2 DIT since it is appropriate for a composite problem size, not just applicable to problem sizes that are strictly power of 2.

### 2.1.3 Other General FFT Algorithms

There are many other FFT algorithms [11] distinct from Radix and Cooley-Tukey methods. Prime-Factor (Good-Thomas) [23, 103, 104] decomposes a DFT of size \( N = N1 \times N2 \), where \( N1 \) and \( N2 \) are co-prime numbers. Twiddle factor calculation is not included in this algorithm. In addition, Rader’s algorithm [13, 105, 106, 107, 108] and Bluestein’s algorithm [14, 109, 110, 111, 112] can factorize a prime-size DFT as convolution. Actually, each of the algorithms illustrated above has specific implementation.

### 2.1.4 I/O Tensor Representation

I/O tensor representation was introduced in FFTW [15] library, and was used to represent and implement FFT computations on computers. In my work, I extend the I/O tensor representation to represent the Cooley-Tukey algorithmic transformation of hybrid FFTs. An I/O tensor \( d(C, Si, So, I, O) \) denotes FFTs along a data dimension where \( C \) is the size of one dimensional FFT, \( Si \) and \( So \) represent the stride of input and output, and \( I \) and \( O \) are the addresses of input and output array. \( t_M^L \) represents multiplication of twiddle factors with size \( L \times M \). The I/O tensor representation captures the two most important factors that determine FFT’s performance,
i.e., data access patterns and computation load. As an example, the Cooley-Tukey FFT decomposition can be precisely denoted as an extended I/O tensor representation
\[ u = \{d(L, M, M, I, O), t^L_d(M, 1, 1, O, O)\} \]
Here \( u \) is an I/O tensor that represents a multidimensional FFT.

2.2 Prior Works of General Fast Fourier Transform Implementations on GPGPUs

Traditional FFT libraries have been built either on general purpose CPUs such as FFTW [17, 16, 15, 46, 47, 48, 49], Intels MKL [18, 50, 51, 52, 53, 54, 55, 56], SPIRAL [31, 32, 33, 34, 35, 36, 37, 38, 39] and related applications [40, 41, 42, 43, 44, 45], or on compute-intensive GPUs such as CUFFT [1, 57, 58, 67] from NVIDIA, however, there is few that takes advantage of CPU to concurrently compute partial well-decomposed FFT with GPU. Although the existing GPU based FFT libraries make use of both CPU and GPU, it only enables CPU to perform controlling GPU kernel executions and also data transfer between host and GPU.

Recently, efforts have been focused on solving in-card FFT problems whose sizes can fit into the device memory of GPU. It means that only two simple data transfers are needed in the solving of one FFT problem, one copying all the source data from CPU memory to GPU memory using the PCI bus, and the other copying all the results back. Since the data transfer does not have much to optimize, the prior works focused on the decomposition of FFT problems for the two-level organization of processing cores on GPU and the efficient usage of GPU on-device memory hierarchy. Libraries such as CUFFT from NVIDIA [1], Nukada’s work on 3D FFT [2, 3, 59], Govindaraju’s [4, 60, 61, 62] and Gu’s work on 2D and 3D FFT libraries [5, 6, 63, 64] can be classified into this group.

Furthermore, Gu et.al. [6] demonstrated a GPU-based out-of-card FFT library that can solve FFT problems larger than GPU device memory. Since one data transfer cannot move all data between CPU and GPU, multiple data transfers are needed. Gu et.al. proposed a joint optimization paradigm that co-optimizes the communication
and the computation phases of FFT, and an empirical searching method to find the best tradeoff between the two factors.

For even larger FFT problems, Chen et.al. presented a GPU cluster based FFT implementation [7]. However, the work has been almost exclusively focused on the optimization of communication over inter-node channels.

2.3 Overview of Sparse Fast Fourier Transform Algorithms

2.3.1 Prior Works of Dense Fast Fourier Transform Algorithms

A naive discrete Fourier transform $Y$ of a $N$-dimensional input series $x(n)$, $n = 0, 1, ..., N-1$ is computed as $Y(d) = \sum_{n=0}^{N-1} x(n) W_N^{nd}$, where $d = 0, 1, ..., N-1$ and $N$-th primitive root of unity $W_N = e^{-j2\pi/N}$. The general fast Fourier transform algorithms recursively decompose a $N$-dimensional DFT into several smaller DFTs [9], and reduce DFT’s operational complexity from $O(N^2)$ into $O(N\log N)$. There are many FFT algorithms, or in other words, different ways to decompose DFT problems.

However until now, the general FFT algorithms that we have introduced are all dense FFT algorithms, which means their algorithmic time complexities are linear to the input signal size $N$.

2.3.2 Prior Studies of Sparse Fast Fourier Transform Algorithms

So far, the runtimes of all general FFT algorithms have been proved to be at least proportional to the size of input signal. However, if the output of a FFT is $k$-sparse, i.e., most of the Fourier coefficients of a signal are very small or equal to zero and only $k$ coefficients are large, sparse Fourier transform is able to reduce the runtime to be only sublinear to the signal size $N$. Sublinear sparse Fourier algorithm was first proposed in [29], and since then, has been extensively studied in many application fields [28, 21, 20, 22, 27, 19]. All these sparse algorithms have runtimes faster than original FFT for sparse signals. However, their runtimes still have large exponents (larger than 3) in the polynomials of $k$ and $\log N$, and their complex algorithmic structures are hard to parallelize.
A highly influential work [24] presented an improved algorithm with the complexity of \(O(k\sqrt{N\log N\log N})\) to make it faster than FFT for \(k\) up to \(O(\sqrt{N}/\log N)\). The work in [25] followed up with an improved algorithm with runtime \(O(k\log N\log(N/k))\) or even the optimal \(O(k\log N)\). Basically, the algorithms permute input with random parameters in time domain to approximate expected permutation in spectral domain for binning the large coefficients. The probability has to be bounded to prevent large coefficients being binned into the same bucket. In addition, these algorithms iterate over passes for estimating coefficients, updating the signal and recursing on the reminder. Because dependency exists between consecutive iterations, the algorithms cannot be fully parallelized. Moreover, the selections of the permutation probability and the filter, which are crucial to the algorithms’ performance, are predetermined and are oblivious to input characteristics.

2.4 Objectives of Approaches

2.4.1 Objective of Hybrid FFT Approach

The hybrid FFT research in this dissertation aims to make a hybrid implementation of FFT that concurrently executes both multithreaded CPU and GPU in a heterogeneous computer node to compute large FFT problems that cannot fit into GPU memory. The objective is to make following contributions: a hybrid large-scale FFT decomposition framework that can cooperate two FFT algorithms to extract different types of computation and communication patterns for the two different processor types; a load balancer that can assign workloads to both GPU and CPU, and determine the optimal load balancing via an effective performance modeling, which replaces an exhaustive walk-through of the vast space of possible hybrid implementations of FFT on CPU/GPU with a guided empirical search; a performance optimizer that can exploit substantial parallelism for both GPU and CPUs; and an effective heuristics which can purposefully expose opportunities of overlapping communication with computation in the process of decomposing FFT. Overall, our hybrid FFT implementation is expected to outperform other latest and widely used large-scale FFT implementations.
2.4.2 Objective of Sparse FFT Approach

For the sparse FFT research, the objective of this dissertation is to make the exploitation of the similarity between sparse input samples in stream processing to improve the efficiency of sparse FFT. Specifically, our work is expected to develop an effective heuristic to detect input similarity, and dynamically customizes the algorithm design to achieve better performance. Moreover, our algorithm is expected to be non-iterative with high computational intensity such that parallelism can be exploited for multi-CPUs and GPU to improve performance. Overall, our algorithm aims to be faster than other dense FFTs both in theory and implementation.
In this chapter, we propose a radix decomposition based hybrid FFT on heterogeneous GPU-CPU computers. A hybrid framework is proposed to use both CPU and GPU in heterogeneous CPU-GPU systems to compute large scale 2D and 3D FFTs that exceed GPU memory. This computational model generalizes a partitioning scheme that efficiently distributes work to two different computing devices to make them execute FFT computational load concurrently. Particularly, our approach integrates radix-decomposition paradigms to exploit hidden and implicit parallelism to utilize parallel computing resources, and to tailor the extraction of computation and communication patterns for GPU and CPU. In order to gain the best performance, work distribution between GPU and CPU is tuned to achieve an optimal ratio of loading. We develop effective heuristics to guide the entire load balancing process. Our library also carefully manipulates data transfers for increasing PCI bus bandwidth and equally importantly maintaining consistency between GPU and CPU.

3.1 Overview of Our Approach

We use 2D FFT as an example to illustrate how our hybrid approach differs from a naive approach. The whole process of a naive 2D FFT with size $N = Y \times X$ is a two round row-column based computation where $Y$ is the size of rows and $X$ is size of columns. The naive approach firstly compute the $Y$ dimensional 1D FFT for all columns along the $X$ dimension of the 2D input array $f(y, x)$, and then compute the $X$ dimensional 1D FFT for all the rows along $Y$ dimension to obtain output $out(k_y, k_x) =$
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Figure 3.1: Natural Parallelism Exploitation of a Naive 2D FFT and Our Flexible Fine Grained Approach.

\[
\sum_{x=0}^{X-1} W_x^{xk_x} \left[ \sum_{y=0}^{Y-1} W_y^{yk_y} f(y, x) \right]. \quad \text{where } x, k_x = 0, 1, \ldots, X - 1; \ y, k_y = 0, 1, \ldots, Y - 1;
\]

twiddle factor \( W_{c}^{ab} = e^{-j2\pi ab/c} \).

Apparently for the implementation of 2D FFT, natural parallelism can be explored along the columns of X dimension for each Y dimensional 1D FFT in the first round, and can be executed along Y dimension for each X dimensional 1D FFT in the second round. Figure 3.1(a) shows the parallelism exploitation of a naive 2D FFT. However, this approach can produce only coarse grained parallelism, i.e. parallelism can be found only on X dimension. The limitation is reflected in that if 2D problem size is large, concurrent 1D FFT subtasks are also large of code size and execution time, and vice versa. Therefore, in addition to the natural parallelism, which is the parallelism on the non-computational dimension in each computational round, we also want to decompose the computational dimension to exploit the hidden and implicit parallelism for each 1D FFT subtask. Although there are many prior efforts of parallelizing 2D FFT, there is few literature discussing the flexible methodology of mixing domain partition and parallelism exploitation, as it is not needed in a computing methodology setup. For the example shown in the figure 3.1(a), just as in the first round, some approaches only consider the parallelism along the X dimension, but neglect the essential hidden parallelism existing in the computing along the dimension Y. Figure 3.1(b)
highlights our approach that is proposed to exploit more parallelism on Y dimension in the first round and more parallelism on X dimension in the second round.

The key challenge in the design of a hybrid FFT decomposition is how to avoid the introduction of unnecessary complexity and redundancy during the splitting of workload. We propose to combine the Radix-2 DIT approach with the Cooley-Tukey method. The Radix-2 DIT decomposition is able to divide the computational dimension with respective even-numbered and odd-numbered sections, such that each split section can be implemented in parallel with other sections at a time, while operational complexity is reduced as well. From a high-level point of view, the hybrid decomposition works well for heterogeneous systems because CPU or GPU is capable of running its own portion of computation simultaneously without waiting for the intermediate results from one another.

Another notable contribution is the achievement of an adaptive library for 2D FFT that automatically achieves optimal performance using available heterogeneous GPUs-CPUs resources. Traditional FFT libraries have been built either on general purpose CPUs such as FFTW, SPIRAL and Intels MKL or on compute-intensive GPUs such as CUFFT, however, there is few that takes advantage of CPU to concurrently compute partial well-decomposed FFT with GPU. Although CUFFT makes use of both CPU and GPU, it only enables CPU to perform controlling GPU kernel executions and also data transfer between host and GPU. Comparing with current FFT libraries, we fully employ both CPU and GPU computational resources for heterogeneous HPC. Meanwhile, in order to attain the best parallel performance, the best balance between load overhead needs to be found. We come up with a new method to search for the optimal CPU-GPU load distributions for different problem sizes and different heterogeneities.
3.2 Radix Decomposition based Hybrid FFTs on Heterogeneous Computers

The hybrid FFT framework has three components: the decomposition of computation, the memory layouts at each step, and the integration of partial results from CPU and GPU to form the final FFT output. We first describe how to efficiently combine the two FFT algorithms for heterogeneous implementation. Secondly, we discuss in detail the memory layout in each computation phase, as memory layout determines the data transfers from previous steps and to next steps, and is crucial for the overall performance. Finally, we introduce how to coordinate the intermediate and final results from GPU and CPU to form the intermediate results for the next step or the final results of the whole FFT problem. For each component, we formulate the design choices as a dependent function based on architecture features, computational parameters and input configurations, such as input size, GPU and CPU load distributions and parallel subtask divisions.

3.2.1 Radix Decomposition based Hybrid 2D FFT Framework

Our heterogeneous 2D FFT framework is assumed to solve a FFT problem with the total size $N = Y \times X$, where $Y$ is the size of rows and $X$ is size of columns. In 2D FFT, there are two rounds of computation, i.e. $Y$ dimensional 1D FFT for all columns along $X$ dimension and then $X$ dimensional 1D FFT for all the rows along $Y$ dimension. Since we assume the large out-of-card 2D FFT exceeds GPU global memory, therefore, we divide the 2D problem of each round into several passes such that the subproblem of each pass assigned to GPU can fit into GPU memory and be executed with the CPU portions concurrently. Figure 3.2 shows the process of large out-of-card 2D FFT.

In each pass of the two rounds, computation load is distributed to GPU and CPU along $X$ dimension. The work ratio of GPU to CPU for every pass is $R_X = \frac{X_{gpu}}{X_{cpu}}$ in round one and $R_Y = \frac{Y_{gpu}}{Y_{cpu}}$ in round two, where $X_{gpu}$ and $X_{cpu}$ are defined as the $X$ dimensional size for GPU and CPU in the first round while $Y_{gpu}$ and $Y_{cpu}$
Figure 3.2: Computation of Our Out-of-card 2D FFT.
are the Y dimensional size for them in 2nd-round. The number of passes equals to \(\frac{X \times Y \times \# \text{ of bytes per element}}{\text{GPU memory in bytes}}\).

The second round of 2D FFT recursively performs the same process as the 1st-round, since the required matrix transposition can be built into the computation of the final phase of the first round. Therefore for the simplicity of description, we only use the first round computation as the example for illustration. First let us start with the FFT within GPU memory in each pass of the first round to show the technique of our hybrid approach. Such in-card FFT has in total three phases derived from the radix-2 DIT. In the first phase, instead of simply splitting the computational dimension Y into even-numbered and odd-numbered sections, we further partition those two sections once into four subtasks \(f_{ij}\) based on equation 2.1. The splitting process of the first phase in round one for respective GPU and CPU is shown as follows.

\[
\sum_{y=0}^{Y-1} W_Y^{y k_y} f(y, 0 \leq x_g < X_{gpu}) = [F_{11}(k_y, x_g) + W_{Y/2}^{k_y} F_{12}(k_y, x_g)] + W_Y^{k_y} [F_{21}(k_y, x_g) + W_{Y/2}^{k_y} F_{22}(k_y, x_g)]
\]

(3.1)

We distribute all the four parallel partitions for four GPU concurrent kernels or four CPU multithreads to execute based on the work ratio defined before. It is worth mentioning that the partitioning is done different for CPU and GPU. Fine granularity parallelism on CPU requires individual tasks are relatively small in terms of code size, therefore, the four multithreads on CPU are scheduled to perform data parallelism instead of task parallelism. That means four threads execute simultaneously for each partitioned section along computational dimension, however, run across different partitions sequentially. Moreover, on the GPU side, each kernel supports for the execution of natural parallelism of 2D FFT in X dimension. Concurrency is achieved between GPU and CPU as CPU uses four threads for executing its own work while uses an additional thread for GPU kernels controlling. In addition, considering the remaining
large size FFT for each split section after applying the radix-2 method, we further use the Cooley-Tukey theorem to decompose large size FFT of each partitioned section into smaller subproblems. The complexity is therefore reduced while more parallelism along the computational dimension $Y$ is exposed for better concurrency between GPU and CPU. Specifically, as the computational $Y$ dimension is divided into four parallel subtasks, the size of each subtask $v$ is $Y_v = Y/4 = Y_r \times Y_m$. We can then decompose the original 2D FFT into 3D form with size $X_i \times Y_m \times Y_r$. The decomposition for each split subtask $F_{ij}$ is denoted as $F_{ij}(k_y, x) = \sum_{y=0}^{Y/4-1} f_{ij}(y = lY_m + m, x)$. As for the decomposition,

$$A(p, m, x) = \sum_{l=0}^{Y_r-1} f_{ij}(l, m, x)W_{Y_r}^{lp}; \quad B(p, m, x) = A(p, m, x)W_{Y_r}^{pm};$$

$$F_{ij}(p, q, x) = \sum_{m=0}^{Y_m-1} B(p, m, x)W_{Y_m}^{mq}; \quad F_{ij}(k_y, x) = F_{ij}(pY_m + q, x);$$

where variable $x$ can be expressed as either $X$ dimensional variable $x_g$ in GPU side or $x_c$ in CPU side. We first compute all the $Y_r$ dimensional 1D FFTs for $Y_m \times X_i$ times across other two dimensions $X$ and $Y_m$, then after multiplying corresponding twiddle factors we compute all the $Y_m$ dimensional 1D FFTs for $Y_r \times X_i$ times across other two dimensions $X$ and $Y_r$. All the $Y_r$ and $Y_m$ dimensional FFTs on both GPU and CPU are computed using revised 1D FFT codelets, which are compiler-generated straightline code to compute small size FFTs. The codelets perform well mainly because they are straightline, and therefore can be more effectively optimized. We revise the codelets by changing the type and precision of inputs, outputs, trigonometric functions to make them fit into our heterogeneous program. We also find that computing twiddle factors using the trigonometric functions on the fly is faster than reading precalculated values from memory. $X_i$

Figure 3.3 shows the work partition and distribution by illustrating the first phase of our hybrid FFT optimizations for heterogeneous GPU and CPU in 1st-round 2D FFT, where $X_i$ is the size along $X$ dimension for each pass $i$ which represents one iteration of in-card FFT if FFT size is larger than GPU global memory size. In
Figure 3.3: First Phase of the 1st-round of Our Hybrid 2D FFT Optimizations on Heterogeneous GPU and CPU.

In figure 3.3, each chunk of one color represents a row of data belonging to GPU or CPU in pass i of the first-round 2D FFT. The group of the same color of rows denotes a partitioned subtask based on radix-2 DIT split algorithm. The partitioning along the computational Y dimension is performed on both GPU and CPU concurrently. Each subtask along Y dimension is further decomposed as Yr dimensional FFTs and Ym dimensional FFT based on the Cooley-Tukey theorem. Load distribution, therefore, can be clearly represented as \( X \times X_{gpu} \) for GPU and \( Y \times X_{cpu} \) for CPU. For GPU, four concurrent kernels support for the four split parallel subtasks along Y dimension, while each kernel operates the natural parallelism in X dimension. Concurrent kernels are managed by CUDA streams. Different streams overlap their task executions with respect to one another. Each stream number in the figure 3.3 represents the execution of one concurrent kernel. On CPU, additional data parallelism is gained by further dividing each subtask into four smaller piece of code sections with equal size to each other. Four threads are created for the four parts of each subtask, while different subtasks are executed in sequential order.

Figure 3.4(a) shows the data layout residing in GPU global memory and CPU memory after the first phase of our hybrid FFT optimizations in the first round 2D FFT. For initial memory allocation, CPU only uses the original input memory, no
Figure 3.4: Result Combination in Each Sub-stage: (a) The results reside in GPU global memory and CPU memory after the first phase of our hybrid FFT optimizations in 1st-round 2D FFT; (b) Results of the second phase of our hybrid FFT; (c) Results of the third phase; (d) Results of GPU side and CPU side are combined into host memory to produce the total output of 1st-round 2D FFT.
other spare memory allocated at first. CPU reads the input data from the host memory directly and only one additional memory with small size $Y \times X_{cpu}$ is allocated for saving the temporary results after the first phase, including the output of $Y_r$ dimensional FFT and the next in-place $Y_m$ dimensional FFT of Cooley-Tukey decomposed approach. Each color represents the results of corresponding colored subtask in figure 3.3.

Based on equation 2.3 of the radix-2 method, the second phase needs to combine the results of all sections in the first phase of radix-2. This work is distributed to both GPU and CPU. The GPU part issues two kernels. One of the kernels combines the results of kernel 0 and 1 in first phase of radix-2, the other kernel makes combination for kernel 2 and 3 of the first phase. The CPU part uses four multithreads to firstly combine subtask 0 and 1 in the radix-2 first phase, and next all four threads combine the subtask 2 and 3. A buffer of size $Y \times X_{cpu}$ is allocated in CPU memory for storing the temporary results of the second phase. Figure 3.4(b) shows the results residing in GPU global memory and CPU memory after the second phase.

Furthermore, the third phase implements the final phase of radix-2 method. The outputs for kernel 0, 1, 2 and 3 on GPU are combined and matrix transpose is automatically performed to prepare for the second round of 2D FFT. Similarly, combination of subtask 0, 1, 2 and 3 on 4, as well as the matrix transposition, are done by four threads in CPU. Figure 3.4(c) shows the results residing in GPU global memory and CPU memory in the final phase.

Finally, all the data of the output in GPU memory is transferred back into the left region of host memory. The intermediate output of CPU is stored into the right side of host memory automatically without additional memory allocations and memcpy() calls. Therefore, data in GPU side and CPU side are combined into host memory to produce the total output of 1st-round 2D FFT. This work is shown in figure 3.4(d).

The second round of 2D FFT recursively can operate the same process as in the first round because as noted previously, matrix is automatically transposed at the end of the previous round.
3.2.2 Radix Decomposition based Hybrid 3D FFT Framework

In general the 3D hybrid FFT includes three rounds of computation. Each round computes 1D FFT along one dimension across the other two dimensions. Suppose the 3D input is \( f(z, y, x) \), the output \( \text{out}(k_z, k_y, k_x) \) is obtained from the formula 

\[
\text{out}(k_z, k_y, k_x) = \sum_{x=0}^{X-1} W_x^{xk_z} \sum_{y=0}^{Y-1} W_y^{yk_y} \sum_{z=0}^{Z-1} W_z^{zk_z} f(z, y, x).
\]

where \( x, k_x = 0, 1, \ldots, X - 1; y, k_y = 0, 1, \ldots, Y - 1; z, k_z = 0, 1, \ldots, Z - 1; \)

The hybrid 3D FFT is visualized in figure 3.5. Z dimensional FFT is computed in the first round, X dimensional FFT in the second round and finally Y dimensional FFT in the third round. Each round of the 3D problem is divided into several passes where each pass is run by GPU and CPU concurrently.

Figure 3.5: Computation of Our Out-of-card 3D FFT with 4 Passes in Each Round.

The division of passes for the Z dimensional FFT is along the Y dimension, where the number of passes equals to \( \frac{Z \times Y \times X \times \text{# of bytes per element}}{\text{GPU memory in bytes}} \). A pass of computing Z dimensional FFT, on the other hand, distributes the computation load to GPU and CPU along X dimension. The work ratio of GPU to CPU is \( R_Z = \frac{X_{\text{gpu}}}{X_{\text{cpu}}} \).
Here we suppose Z dimensional size Z is larger than the product of the other two dimensions’ size which is $X \times Y$. Therefore, following the same computation model as 2D hybrid FFT, Z dimension is firstly split into 4 parallel subtasks based on radix-2 method. Furthermore, the Cooley-Tukey decomposition for Z is applied to extract different types of parallelism for GPU and CPU. Next, the division of passes for Y dimensional FFT is along X dimension with the same number of passes. In the Y dimensional round, concurrency partitioning is along Z dimension with the load ratio of GPU to CPU being $R_Y = \frac{Z_{gpu}}{Z_{cpu}}$. We still utilize radix-2 to split Y dimension into 4 concurrent subtasks run by GPU and CPU. Since the size of Y and X dimensional FFT is not too large to be further decomposed, we do not impose Cooley-Tukey theorem into the computation of these two rounds. As for the final X dimensional FFT, passes are still divided along Z dimension with the same number of divisions. Since after the second round, memory layout is continuous for the data needed for the third round, the final X dimensional FFT on GPU is computed by using CUFFT library for good performance.

3.3 PCI Data Transfer Scheme and Load Balance

Next we discuss the optimization of the PCI transfer of partial results between CPU and GPU for FFT problems whose input and output size is larger than GPU global memory. Furthermore, we develop an empirical tuning approach to find out the optimal CPU-GPU load distribution ratios for different problem sizes.

3.3.1 Data Transfer Scheme Through PCI Bus

When the size of FFT for GPU parts exceeds GPU global memory, we need to divide the original FFT input array into several smaller portions to fit into GPU memory. Suppose we have a total 2D FFT problem size equal to $N = Y \times X$ and maximum GPU memory size is $Y \times X_i$, where $X_i < X$. We need to divide total input array into several passes. The pass $i$ transfers a subarray of size $Y \times X_i$ to fill GPU memory. Generally, in order to transfer total data of size $Y \times X_i$ into GPU, we need
use at least \( Y \) times PCI transfers with copying a row of data of size \( X \) at a time. Therefore, our baseline PCI transfer scheme firstly puts the data required by GPU into a temporary memory buffer on CPU to make data layout consistent with that in GPU memory, then makes only one PCI data transfer for copying the data between CPU and GPU. Although this approach introduces a redundant step for copying original data into a temporary buffer, however, it works more effectively overall. Based on the baseline buffer technique, we improve the PCI bandwidth by reducing number of PCI bus usage while guaranteeing the consistency of input when copied into GPU. However, we also consider the tradeoff between reduced number of PCI transfers versus the entire process of data transfer. We note that there is an exploitable concurrency between the copying of the next row of data into a buffer and the copying of current row of buffers data into GPU. To decrease the number of PCI transfer, we propose a scheme that put one current block of data from original input array into a temporary buffer on CPU, then overlapping the PCI copy of current block into GPU with the copy of next block into the temporary memory. Two threads are used to performance the scheme. When the copy of current block into temporary memory finishes in thread 0, a synchronization signal is sent to another thread 1 to make it start to do PCI transfer of current block into GPU, while at the same time thread 0 start preparing the next block for the next transfer. Figure 3.6 shows the working process of our proposed data transfer scheme. Moreover, we use stream copying, i.e., cudaMemcpyAsync(stream\[i\]) for the PCI transfers. The number of data blocks equals to that of streams which represents the concurrency between data transfers and kernel executions on GPU. Each block is set to the same size as one split subtask of Radix-2 method mentioned in the preceding section.

In figure 3.6, each chunk of one color in host memory represents a row of data with size \( Y \times X_{gpu} \) in pass 1 of the first round of 2D FFT. Each block of data with same color represents a split subtask after Radix-2 division. Every data block with same color is copied into a temporary buffer on CPU side and overlaps the previous transfer of a data block into GPU memory through PCI bus. Overlapping is also
Figure 3.6: Concurrent Data Transfer Scheme from CPU to GPU Through PCIe Bus. performed between the PCI transfer of the last block and the execution of the first GPU kernel. Particularly, to improve GPU performance across smaller memory access stride by hiding the global memory latency, we regroup the four rows of data in one split subtask into a continuous memory when copying them to buffers on CPU, then we do PCI transfer to copy the reallocated data into device.

Figure 3.7 shows the memory copy from GPU back to CPU through PCI bus. The CPU threads controlling GPU kernel launch is used to perform cudaMemcpyAsync() to transfer data blocks from GPU to CPU. Therefore, concurrent data transfers from GPU to CPU are achieved, while the kernel launch of last stream 3 also overlaps data transfer of first stream 0 from GPU to CPU. Since there is no layout consistency issue from device to host, there is no need to introduce a buffer on CPU. GPU copies data blocks directly into the host memory of total size $Y \times X$. Meanwhile, partial results in CPU side are automatically stored into the same host memory without additional memcpy().
3.3.2 Load Balancing Between GPU and CPUs

To effectively utilize both CPU and GPU, we need to balance the distribution of work between them. Using the hybrid 2D FFT as an example, there are in total eight sub-steps for each round of 2D FFT. For each round, we need to determine a potentially different optimal distribution ratio because different rounds have different computation and communication patterns.

The general execution flow of our 2D FFT approach is summarized in figure 3.8. Our approach is to derive a performance model for each sub-step in the execution. The models might not be very accurate, but can be complemented with empirical tuning to guide the search for the optimal distribution ratio. Under the optimal ratio, load balancing between GPU and CPU is achieved and best performance can be modeled in the following equations. Table 3.1 lists all parameters that contribute to the performance modeling.

In GPU side, for each pass $p$ in the 1st-round 2D FFT, the execution time is estimated as $T^p_G = \sum_{i=0}^{2} Th2db_i + Tlap_{in} + \sum_{i=1}^{3} Tg_i + Tg_{01} + Tg_{23} + Tg_{0123} + Tlap_{out} + \sum_{i=1}^{3} Td2hb_i$. For all the passes in the round $h$ of 2D FFT, the execution time of GPU is estimated as $T_G(h) = \sum_{p=0}^{\#passes-1} T^p_G$, where $h = 1, 2$; In CPU side, the first round is different. For each pass $p$ in the first round 2D FFT, the execution...
Figure 3.8: Concurrent Execution Flow of Our 2D FFT.
Table 3.1: Parameters for Running Time Estimation.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td># of streams</td>
<td># of data blocks = # of subtask of radix-2 such that each stream provides the required block of data for each subtask</td>
</tr>
<tr>
<td>$T_{row}$</td>
<td>Time for copying a row of a subarray into temporary memory</td>
</tr>
<tr>
<td>$T_{b_i}$</td>
<td>Time for copying each data block $i$ into temporary memory</td>
</tr>
<tr>
<td></td>
<td>which equals to $\frac{Y}{\text{#streams}} \times T_{row}$</td>
</tr>
<tr>
<td>$T_{h2db_i}$</td>
<td>Time for copying each data block $i$ into GPU global memory through PCI bus</td>
</tr>
<tr>
<td>$T_{lap_{in}}$</td>
<td>Time for the PCI transfer of the last block into GPU overlapping with execution kernel 0 on GPU</td>
</tr>
<tr>
<td>$T_{g_i}$</td>
<td>Time for execution of concurrent kernel $i$ on GPU</td>
</tr>
<tr>
<td>$T_{g_{ij}}$</td>
<td>Time for combination of kernel $i$ and $j$ on GPU</td>
</tr>
<tr>
<td>$T_{g_{ijkl}}$</td>
<td>Time for combination of kernel $i$, $j$, $k$, $l$ on GPU and automatic matrix transpose</td>
</tr>
<tr>
<td>$T_{c_i}$</td>
<td>Time for computing each subtask $i$ of radix-2 by 4 threads on CPU</td>
</tr>
<tr>
<td>$T_{c_{ij}}$</td>
<td>Time for combination of subtask $i$ and $j$ by 4 threads on CPU</td>
</tr>
<tr>
<td>$T_{c_{ijkl}}$</td>
<td>Time for combination of kernel $i$, $j$, $k$, $l$ on CPU and automatic matrix transpose</td>
</tr>
<tr>
<td>$T_{lap_{out}}$</td>
<td>Time for the last kernel issued on GPU overlapping with transfer of data block 0 into CPU</td>
</tr>
<tr>
<td>$T_{d2hb_i}$</td>
<td>Time for concurrent transfer of data block $i$ from GPU to CPU</td>
</tr>
</tbody>
</table>
Table 3.2: Configurations of GPU, CPU, FFTW, MKL and CUFFT.

<table>
<thead>
<tr>
<th></th>
<th>GPU</th>
<th>Global Memory</th>
<th>FFTW</th>
<th>Nvcc &amp; Cufft</th>
<th>PCI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GeForce GTX480</td>
<td>1.5GB</td>
<td>3.3.2</td>
<td>3.2</td>
<td>PCIe2.0x16</td>
</tr>
<tr>
<td>CPU</td>
<td>Intel i7 920</td>
<td>2.66GHz</td>
<td>4</td>
<td>12GB</td>
<td>4.4.3 &amp; 10.3</td>
</tr>
</tbody>
</table>

Time is estimated as $T_C^p = \sum_{i=0}^{3} T_{b_i} + \sum_{i=0}^{3} T_{c_i} + T_{c01} + T_{c23} + T_{c0123}$; For all the passes in the round $h$ of 2D FFT, the execution time of CPU is estimated as $T_C(h) = \sum_{p=0}^{\#\text{passes}-1} T_C^p$, where $h = 1, 2$; Since two synchronizations are set after first and second rounds to guarantee the correctness, the total execution time can be modeled as the maximum of the GPU time and CPU time. The estimation is shown as $T_{\text{total}} = max\{T_G(1), T_C(1)\} + max\{T_G(2), T_C(2)\}$.

3.4 Performance Evaluation

In this section, we evaluate the hybrid 2D and 3D FFT implementation on a heterogeneous computer with a GeForce GTX480 GPU and an Intel i7 920 CPU. The GTX480 GPU has a Fermi architecture [65] which supports for 16 concurrent kernels execution. Different kernels of the same application context can execute on the GPU at the same time. The Intel i7 920 CPU has the ability to process up to eight threads simultaneously. The configurations of the GPU, CPU and FFT libraries are listed in table 3.2.

We compare our library against FFTW and Intel MKL, two of the best performing FFT implementations. We can’t compare our library with other GPU-based FFT implementations because all of them require problem sizes to be smaller than the GPU memory. Our problems are larger and therefore can’t fit. In FFTW, Streaming Single Instruction Multiple Data Extensions (SSE) on Intel CPU is enabled for better performance. Also FFTW uses the ‘MEASURE’ flag in searching since it provides much better performance than another flag ‘ESTIMATE’. However the ‘EXHAUSTIVE’ flag is not used because for the problem sizes in this evaluation are so large that FFTW
can’t finish the search under the ‘EXHAUSTIVE’ mode. In addition, Intel MKL automatically enables SSE at run time. Both FFTW and MKL are chosen to run with four threads. Even though the i7 CPU support 8 hyperthreads, the 8-thread FFTW and MKL didn’t show performance advantage over, actually in some cases were slower than the 4-thread versions. In summary, the FFTW and Intel MKL are tested with their best configurations on this computer.

All FFT problems are out-of-place with separate input and output filled with complex numbers. Furthermore, we choose the test cases from $128M$ points (i.e. $2^{27}$) to $512M$ points (i.e. $2^{29}$), $512M$ being the maximum problem size that can fit into CPU memory. The performance of a $D$ dimensional out-of-place complex FFT is evaluated in GFLOPS defined as $G\text{Flops} = \frac{5M\sum_{d=1}^{D} \log_2 N_d}{t} \times 10^{-09}$ where the total problem size is $M = N_1 \cdot N_2 \cdot \ldots \cdot N_D$ and $t$ is execution time in seconds.

### 3.4.1 Evaluation of 2D Hybrid FFT

We evaluate performance of 2D hybrid FFT by identifying the optimal load ratios at first. For a 2D FFT, computation load is distributed to GPU and CPU along X dimension in first round and along Y dimension in second round. We perform experiments to analyze the best point of performance by tuning distribution ratio of GPU to CPU for each round. For each instance, we gradually adjust the ratio of GPU to CPU from 3 : 1 to the maximum one that our implementation can tolerate. For example, given a 2D hybrid FFT of size $N = Y \times X = 2^{14} \times 2^{14}$, the optimal performance is gained under the ratio of $127 : 1$ along X dimension and $127 : 1$ along Y dimension. The peak performance under the optimal ratio is 18.1 GFLOPS for the size of $N = 2^{28}$. We test performance of single-precision problem with sizes from $2^{27}$ to $2^{29}$. Figure 3.9 shows that performance of single-precision 2D hybrid FFT in our heterogeneous system achieves 17.6 GFLOPS on average, and is 61% faster than the 4-thread FFTW and $1.43 \times$ faster than the 4-thread MKL.

We also test the 2D FFT performance in double-precision. For example, given a problem of size $N = Y \times X = 2^{15} \times 2^{12}$, the optimal performance is gained under
the ratio of 31 : 1 along X dimension and 31 : 1 along Y dimension. The peak performance under the optimal ratio is 8.1 GFLOPS for the size of $N = 2^{27}$. This ratio is smaller than that of single precision since CPU has relatively higher efficiency on double precision operations than GPU. Performance of double-precision 2D hybrid FFT is shown in figure 3.10. It achieves 8.6 GFLOPS on average and is 16% faster than 4-thread FFTW and 15% faster than 4-thread MKL.

3.4.2 Evaluation of 3D Hybrid FFT

For a 3D FFT, computation load is distributed to GPU and CPU along X dimension for the first round, and along Z dimension in the second round. The third round is computed by CUFFT since its superiority in handling 1D FFT with continuous data in memory. Similarly, we tune work ratio of GPU to CPU in each round and achieve the best point of performance under the optimal ratios. For example, optimal performance of size $Z \times Y \times X = 2^{15} \times 2^5 \times 2^7$ is gained under the ratio 63 : 1 along $Z \times Y \times X$. The peak performance under the optimal ratio is $8.1 \times 10^3$ GFLOPS. This ratio is smaller than that of single precision since CPU has relatively higher efficiency on double precision operations than GPU. Performance of double-precision 2D hybrid FFT is shown in figure 3.10. It achieves $8.6 \times 10^3$ GFLOPS on average and is 16% faster than 4-thread FFTW and 15% faster than 4-thread MKL.
X dimension and 255 : 1 along large size Z dimension. The peak performance under the optimal ratio 11.8 GFLOPS for the size of \( N = 2^{27} \). Figure 3.11 shows that our single precision 3D FFT library achieves on average 10.9 GFLOPS and is 21% faster than the 4-thread FFTW and 42% faster than the 4-thread MKL.

### 3.4.3 Accuracy of Our Hybrid FFT

The correctness of our hybrid FFT library is verified against FFTW and MKL. All three libraries are tested with the same single-precision input data randomly chosen from the range of \([0.5, 0.5)\) and the difference in output is quantized as normalized RMSE over the whole data set. The normalized RMSE is an useful measurement since it evaluates the relative degree of deviations. The normalized RMSE is calculated as

\[
\text{Normalized RMSE} = \sqrt{\frac{\sum_{i=0}^{N-1} (X_i - R_i)^2 + (Y_i - S_i)^2}{2N}} / \sqrt{\frac{\sum_{i=0}^{N-1} (R_i^2 + S_i^2)}{2N}}.
\]

The accuracy of single precision measured by normalized RMSE is shown in figure 3.12 for 2D and 3D FFT. As we could see normalized RMSE is extremely small.
Figure 3.11: Performance of 3D Single-precision Hybrid FFT.

and is in the range from $3.9 \times 10^{-07}$ to $6.5 \times 10^{-07}$. Moreover, the accuracy of double precision 2D hybrid FFT is in the range $5.9 \times 10^{-16}$ to $6.4 \times 10^{-16}$.

3.5 Chapter Summary

In this chapter, we propose radix decomposition based hybrid FFTs on heterogeneous GPU-CPU computers. A hybrid framework is proposed to efficiently partition and distribute work into GPU and CPU, and concurrently uses these two different computing devices to compute multi-dimensional FFTs. Particularly, our approach integrates radix-decomposition paradigms to exploit hidden parallelism to utilize parallel computing resources, and to tailor the extraction of computation and communication patterns for GPU and CPU. In order to obtain the optimal performance, we develop a empirical profiling to guide the entire balancing process. Our library also overlaps data transfers and maintaining consistency between GPU and CPU. On average, our single precision FFT on a heterogeneous system of a GeForce GTX480 GPU and an
Figure 3.12: Accuracy of 2D and 3D Hybrid FFT in Single Precision.

Intel Core i7 CPU is $5.8 \times$ and $4.1 \times$ faster than 1-thread SSE-enabled FFTW and Intel MKL, respectively. The accuracy of single precision measured by normalized RMSE is in the range from $2.41 \times 10^{-07}$ to $3.15 \times 10^{-07}$. 
Chapter 4

A CO-OPTIMIZED WELL-TUNED PARALLEL HYBRID GPU-CPUS FFT LIBRARY FOR LARGE FFT PROBLEMS

In this chapter, we propose a co-optimized and well-tuned parallel hybrid GPU-CPU FFT library for large FFT problems that exceed GPU memory size. We first review the novelty of our proposed co-optimized and well-tuned hybrid approach. Then, we elaborate on the co-optimized hybrid 2D and 3D FFT frameworks, respectively, to describe a more flexible decomposition to exploit substantial parallelism and a new co-optimizer to further deeply optimize the computation and communication inside either GPU or CPU, respectively. We subsequently apply empirical modeling and tuning, and evaluate the optimal performance.

4.1 Overview of Our Approach

For our approach, a hybrid large-scale FFT partition framework is applied to divide total problem into sub-problems, to distribute sub-problems into multi-CPUs and GPU, and to parallelize the sub-problem in each side. In particular, a more flexible cooley-tukey decomposition method is applied to decompose the workload, and to exploit parallelism as much as possible until all the computing resources are fully utilized. Another important novel technique in this work is to propose a co-optimizer, which is to exploit substantial parallelism for GPU and CPUs, and to optimize the performance in each GPU and CPU based on its architectural features, such as processor throughput, memory bandwidth and I/O communication bandwidth. The co-optimizer is also utilized to enable concurrent GPU and CPUs execution, to optimize data sharing, and to provide an efficient synchronization mechanism for both GPU and CPUs to keep
program consistency and to accelerate performance. Additionally, empirical performance modeling and tuning are proposed to estimate performance in each sub-step of entire program, and hence to predict and determine optimal load balancing between GPU and CPUs based on several model parameters. It replaces an exhaustive walk-through of the vast space of possible hybrid implementations of FFT on heterogeneous GPU-CPU system with a guided empirical search. Furthermore, an effective heuristic is used to enable stream based asynchronous executions, and to overlap communication with computation.

4.2 Co-Optimized Hybrid 2D FFT Framework

Our heterogeneous 2D FFT framework solves FFT problems that are larger than GPU memory. Suppose that the problem size is $N = Y \times X$, where $Y$ is the number of rows and $X$ is number of columns. Generally 2D FFT involves two rounds of computation, i.e. $Y$ dimensional 1D FFT for all columns along $X$ dimension and then $X$ dimensional 1D FFT for all the rows along $Y$ dimension. A 2D FFT for an 2D input $f(y, x)$ of size $N$ is defined in equation 4.1,

$$\text{out}(k_y, k_x) = \sum_{x=0}^{X-1} W_x^{k_x} \sum_{y=0}^{Y-1} W_Y^{y k_y} f(y, x)$$

$$= \sum_{x=0}^{X-1} W_x^{k_x} \sum_{y=0}^{Y-1} \{W_Y^{y k_y} f(y, x_{gpu}) + W_Y^{y k_y} f(y, x_{cpu})\}$$

(4.1)

where $x, k_x = 0, 1, ..., X_{gpu}, ..., X - 1$; $y, k_y = 0, 1, ..., Y - 1$; $x_{gpu} = 0, 1, ..., X_{gpu} - 1$; $x_{cpu} = X_{gpu}, ..., X - 1$; twiddle factor $W_{c}^{ab} = e^{-j2\pi ab/c}$. From equation 4.1, the work load of 2D FFT in the first round can be distributed into GPU and CPU, respectively. The work ratio of GPU to CPU in round one is denoted as $R_X = \frac{X_{gpu}}{X_{cpu}}$ where $X_{gpu}$ and $X_{cpu}$ are the $X$ dimensional sizes for the GPU and CPU parts in the first round. The total 2D FFT can be represented as $u_{2d} = \{d(Y, X, X, I, O), d(X, 1, 1, O, O)\}$ in an extended I/O tensor format. When the 1D FFTs in each round of 2D problem are large, we further apply $Y$ dimensional Cooley-Tukey decomposition into the large 2D FFT to reduce computational complexity and exploit more parallelism as well. In our
hybrid 2D FFT framework, the tensor representation of work distribution on GPU, i.e. $u_{gpu}$, and on CPU, i.e. $u_{cpu}$, are transformed as equation 4.2.

$$u_{gpu} = \{d(Y_1,Y_2 X_{gpu}, X_{gpu}, I_{gpu}, O_{gpu}), Sync, t_{Y_1} d(Y_2, Y_1 X, Y_1 X, O, O), d(X, 1, 1, O, O)\}$$  \hspace{1cm} \hspace{1cm} (4.2)

$$u_{cpu} = \{d(Y_1,Y_2 X_{cpu}, X_{cpu}, I_{cpu}, O_{cpu}), Sync\}$$

where $Y = Y_1 \times Y_2$, $Sync$ denotes data transfer and synchronization between CPU and GPU within computation. As a result, three dimensional computations, i.e. $Y_1, Y_2, X$ in order, need to be executed. Also note that a twiddle factor computation $t_{Y_1} Y_2$ is introduced by the Cooley-Tukey decomposition between $Y_1$ and $Y_2$ step. Figure 4.1 shows the high-level working flow of our co-optimized hybrid 2D FFT framework.

### 4.2.1 Load Distribution

For $Y_1$ dimensional computation, work load is distributed between GPU and CPU. Work ratio of GPU to CPU is again denoted as $R_X = \frac{X_{gpu}}{X_{cpu}}$, but can take values different from that of the first round. On GPU side, a portion of $Y_1$ dimensional FFTs need to be firstly computed. The size of 2D FFT problem on GPU may exceed that of GPU global memory. In this case, we divide the 2D FFT of GPU part into several passes such that the sub-problem of each pass can fit into GPU memory and be executed with the CPU portions concurrently. The number of passes equals to $\frac{X_{gpu} * Y * \# \text{ of bytes per element}}{\text{GPU memory in bytes}}$. Each pass of GPU computation takes advantage of multiple streams to overlap computation and communication. The optimal number of streams can be determined from our empirical search.

### 4.2.2 Optimizations on GPU

On GPU, all the $Y_1$ dimensional 1D FFTs are calculated by codelets, i.e., highly-efficient straightline code segments that solve small FFT problems. The codelet provides automatic matrix transposing within FFT substeps such that much transposition time can be saved. The concept of codelet was first introduced in FFTW, though its codelet generator only generates CPU code. In our work, we extends FFTW codelet
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generator to generate GPU-based codelets. In addition, if size $Y_1$ is still large, we would further decompose $Y_1 = Y_{11} \times Y_{12}$ sized 1D FFT into two dimensional FFTs with smaller sizes $Y_{11}$ and $Y_{12}$, respectively. Since device memory is of much higher latency and lower bandwidth than on-chip memory, shared memory on GPU is utilized for the decomposed FFTs to increase device memory bandwidth dramatically. For example, NVIDIA GTX480 GPU has 48KB shared memory which can store 6K complex single-precision data or 3K complex double-precision data in maximum. $Y_1W \times Y_{11} \times Y_{12}$ sized shared memory needs to be allocated, where $Y_1W$ is chosen to 16 for half-warp of threads in GTX480 to enable coalesced access to device memory. The number of threads in each block, for both $Y_{11}$ and $Y_{12}$-step sub-FFTs, is therefore $Y_1W \times max(Y_{11}, Y_{12})$. To calculate each $Y_1$-step 1D FFT, a size $Y_{11}$ codelet is first executed to load data from global memory into shared memory for each block. Next, all threads in a block are synchronized to finish its work before data in shared memory is reused by the $Y_{12}$-step codelet and subsequently written back to global memory. Experiment tests show that such shared memory technique effectively hides the latency of global memory and increases data reuse, both contributing to performance on GPU.

### 4.2.3 Asynchronous Strided Data Transfer

An efficient data transfer scheme has been exclusively studied in this section. A technique is proposed to process strided memory copy between GPU and CPU and to maintain high PCI bandwidth.

#### 4.2.3.1 Data Transfer Scheme

In addition to the computational overhead, another performance hurdle is strided memory transfers between CPU and GPU. Since we separate the load between CPU and GPU, the portion of input data required to be continuous in GPU memory is not contiguous in host memory. For each pass of our 2D FFT, if we use simple CUDA memory copy operations to transfer the total $\frac{X_{gpu} \times Y_1 \times Y_2}{\# \ of \ passes \times \# \ of \ streams}$ sized data into GPU, we need to utilize PCI bus $Y_1 \times \frac{Y_2}{\# \ of \ passes \times \# \ of \ streams}$ times because we transfer $X_{gpu}$...
sized data each time. Clearly, the high PCI transfer overhead will kill all potential performance gain. CudaMemcpy2DAsync() can make only one call to transfer a strided 2D memory area of size $\frac{X_{\text{gpu}} \times Y_2}{\text{# of passes} \times \text{# of streams}}$ into GPU at a time. Therefore, the total number of PCI transfers is reduced to only $Y_1$. Moreover, such data transfer optimization supports for CUDA asynchronous concurrent execution. Different data transfers managed by different streams can be executed concurrently and can be overlapped with different streamed GPU kernel executions.

To best use cudaMemcpy2DAsync() in hybrid FFTs, when copying the GPU output back to CPU, it is used to copy multiple 2D strided arrays. Each streamed PCI transfer at this time could copy $\frac{X_{\text{gpu}} \times Y_2 \times Y_1}{\text{# of passes} \times \text{# of streams}}$ sized data. After the $Y_1$-step FFTs, all the streams on GPU side are synchronized, and a subsequent barrier is set to synchronize GPU with CPU.

### 4.2.3.2 PCI Bandwidth Evaluation

Particularly, our asynchronous strided transfer scheme achieves more efficient bandwidth than that of PCI transmission approach proposed in Gu’s out-of-card FFT work [6] since we do not need to waste additional CPU resource to prepare buffer and therefore we get rid of overhead caused by buffering method in Gu’s work.

To demonstrate the improvement of our PCI bandwidth, we used the same subarray test as Gu’s work [6], where there are $C$ regular subarrays of length $W$ each. There is a stride $X - W$ between every two regular subarrays in a large array of size $C \times X$. The regular subarrays of a fixed size $C \times W = 32M$ need to be transfer into GPU memory from system memory through PCI bus. Note that the large array is contiguous in system memory but regular subarrays are not contiguous. Naive CUDA memory-copy operation is required to occupy PCI bus $C$ times to transfer only one regular needs to use PCI bus once without allocating redundant CPU resources for Gu’s buffering. Figure 4.2 shows the improvement of our PCI bandwidth over Gu’s work. Overall, PCI bandwidth of our 2D hybrid implementation can achieve 6.5 GB/s on average comparing to only 4.2 GB/s of Gu’s work and 3.4 GB/s of naive PCI transfer.
4.2.3.3 Comparison to CUFFT

Theoretically, Tesla C2070 can sustain over 200 GFLOPS on a single precision FFTs that fits in GPU memory using CUFFT. However, this performance excludes the time spent on transferring input to GPU and transferring result back, which users need to do for every CUFFT call. If that time is included, also on Tesla C2070, CUFFT only delivers 41 GFLOPS. Our library is evaluated with all time included. Unlike N-body simulations or matrix multiplications, FFT is largely a memory-bound problem due to frequent data exchanges. Therefore achieving peak performance in heterogeneous GPU-CPU systems is a challenge. As evaluated in the result section, our peak single-precision performance achieves 44 GFLOPS, and more importantly, problem sizes for our implementation are at least twice larger than the largest problem CUFFT can handle. The co-optimization of computation and communication for such problems is the key innovation of our work. Note that the complexity of FFT being $O(N \log N)$, it is harder to solve larger FFTs efficiently.
4.2.4 Optimizations on CPUs

For $Y_1$ dimensional computation on CPU, $Y_1$ sized 1D FFTs are required to calculate for $X_{cpu} \times Y_2$ times. For each present $Y_1$ dimensional 1D FFT, data accesses have a stride of $X_{cpu} \times Y_2$. In addition, each 1D FFT needs to do a strided transpose. Both strided memory accesses and strided transpose are very expensive on CPU. Instead, we group the transformation of multiple complex arrays into a concurrent group operation and allow it to operate on non-contiguous (strided) data. Therefore, we need no input or output transposition and save much execution time. We set the number of arrays—$X_{cpu}$—to be the maximum of what a FFTW group plan could execute at a time. For each grouped array, the plan computes size $Y_1$ 1D FFT across a stride of $Y_2 \times X$ for input and $X$ for output. We need to execute such kind of plan for totally $Y_2$ times.

4.2.5 Cooperations of CPUs and GPU

To coordinate GPU and CPU in hybrid FFT, we parallelize the workload in CPU side, which essentially is a loop of size $Y_2$, into 4 concurrent sections. Independent grouped FFT computation steps are carried out in each parallel section. Workload of GPU including data transfers and kernel executions is parallelized with CPU computations. Afterwards, jobs on GPU driven by different streams are synchronized before the task synchronization between GPU and CPUs. There is no matrix transposition on either GPU or CPU since computations in either side is re-organized to naturally subsume the strided transposition.

The subsequent calculation of twiddle factor multiplication $t_{Y_1}^{Y_2}$ and $Y_2 \& X$ dimensional FFTs is left for GPU. For $Y_2 = Y_{21} \times Y_{22}$ dimensional FFTs, Cooley-Tukey decomposition is again applied since relative large size of $Y_2$ would hurt the performance of codelet based GPU computing. Similarly, shared memory is taken into account for reusing data between the decomposed $Y_{21}$-step FFTs and the subsequent $Y_{22}$-step FFTs. For the last $X$-step, i.e., 1D contiguous FFT sub-problems, CUFFT library is used because it provides good performance for row-major contiguous 1D
FFTs. Instead of using ordinary CUFFT plan, we make use of stream-enabled CUFFT plan such that all $Y_2$ and $X$ dimensional computations plus both PCI transfers of $Y_2$’s input and $X$’s output become stream-based asynchronous executions.

4.2.6 Comparison to Other Heterogeneous FFT Implementation

In addition, we also compare our hybrid FFT library against a naive hybrid 2D FFT implementation comprising of assigning GPU workload to CUFFT and CPU workload to FFTW. This heterogeneous method was first proposed in Ogata’s work [8]. Computation is firstly distributed along $X$ dimension in the 1st-round of 2D FFT and along $Y$ dimension for the 2nd-round. In GPU side, sub-problems is further divided into several passes to facilitate data transfer between GPU and CPU. Matrix transpose, CUFFT and data transfer are processed in asynchronous manner. In CPU side, instead of ordinary FFTW along with transpose, FFTW advanced interface is utilized to handle strided data more efficiently. The purpose of this comparison is to see how our optimization technique improves over a naive hybrid CUFFT/FFTW solution. In the experiment, we vary the CPU/GPU work ratio from 0% to 100% for the naive solution and show its double precision performance curve of size $2^{15} \times 2^{13}$ on C2070 in figure 4.3. The best performance for the naive hybrid FFT is only 7.7 GFLOPS which is far below that of our hybrid version. The main reason is the lacking of co-optimization in the naive solution.

4.3 Co-Optimized Hybrid 3D FFT Framework

General 3D FFT requires three rounds of computation. Each round computes 1D FFT along one dimension across the other two dimensions. Suppose the 3D input has sizes $(Z,Y,X)$, the 3D FFT can be represented in tensor form as $u_{3d} = \{d(Z,XY,X,Y,I,O), d(Y,X,X,O,O), d(X,1,1,O,O)\}$.

To describe how our hybrid 3D FFT works, we start with a simple hypothetical scenario where all the work is assigned to GPU, and then continue to reveal how computation is extracted from this GPU-only hypothetical case and is assigned to
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CPU. Suppose that $Z = Z_1 \times Z_2$ and $Y = Y_1 \times Y_2$, the $u_{3d}$ can be transformed as in formula 4.3, where $|i|$ and $|o|$ denotes respective input and output data transfers through PCI bus.

$$\{ |i|, d(Z_1, XY Z_2, XY), |o|i|, t_{Z_2}^{Y_1} d(Z_2, XY Z_1, XY Z_1), |o|i|,$$
$$ d(Y_1, Y_2 X, X), |o|i|, t_{Y_2}^{X_1} d(Y_2, Y_1 X, Y_1 X), |o|i|, d(X, 1, 1), |o| \}$$

(4.3)

The problem with this initial formula is that the workload in the formula cannot be well balanced between two computing devices. To balance computations between CPU and GPU, and to enable asynchronous communications, the computations sub-steps need to be reordered [6]. The reordered computations are summarized in equation 4.4.

$$\{ |i|, d(Z_1, XY Z_2, XY), d(Y_1, Y_2 X, X), t_{Y_2}^{X_1} d(Y_2, Y_1 X,$$
$$ Y_1 X), |o|i|, t_{Z_2}^{X_1} d(Z_2, XY Z_1, XY Z_1), d(X, 1, 1), |o| \}$$

(4.4)

Next let’s examine how the workload as represented in the equation 4.4 can be distributed to CPU and GPU. We start our discussion with a simple hypothetical scenario.
where all the work is assigned to GPU. In this case only two rounds of computation are required to execute total 3D FFT. The first round is to input data into GPU for several passes, to calculate \( Z_1, Y_1, Y_2 \) dimensional FFTs in order for each pass, and to output intermediate results of \( Y_2 \) into CPU. The second round is to transfer the temporary results into GPU, to calculate twiddle factor \( t_{Z_2}^{Z_1} \) with \( Z_2 \) dimensional FFTs and execute \( X \) dimensional FFTs before final results are transferred back to CPU. Such GPU execution flow in formula 4.4 achieves great performance improvement because it saves the number of data transfers between CPU and GPU by \( 6 \times \# \) passes times in total, while in the original setup in formula 4.3, the total number of PCI transfers is \( 10 \times \# \) passes since each portion of that tensor \( u_{3d} \) requires to invoke PCI bus transfers \( 2 \times \# \) passes times for both input and output data between CPU and GPU. The hybrid 3D FFT framework is illustrated in figure 4.4.

4.3.1 Load Distribution

We have shown in the hybrid 2D FFT framework that if we want to achieve actual high performance from heterogeneous implementation, we need to get rid of frequent uses of PCI bus transfers. For the pure GPU implementation in formula 4.4, in addition to the initial input transfer and final output transfer through PCI bus, we only need two extra PCI transfers including copying output of \( Y_2 \) dimensional FFTs from GPU back to CPU, and copying the input of subsequent \( Z_2 \) dimensional FFTs from CPU into GPU. Therefore if we want to employ CPU for computing along with GPU, we need to arrange the data exchange between CPU and GPU to occur between \( Y_2 \) and \( Z_2 \) dimensional FFTs to reduce the total number of PCI bus transfers. Otherwise, more PCI transfers will be invoked to merge the partial results of CPU and GPU between two sub-steps of FFTs. Therefore, CPU is used to compute \( Z_1, Y_1 \) and \( Y_2 \) dimensional FFTs, and the subsequent calculation of \( Z_2 \) and \( X \) dimensional FFTs would be left for GPU to finish. In summary, the heterogeneous 3D FFT tensor on GPU \( u_{gpu} \) and the tensor on CPU \( u_{cpu} \) are represented as formula 4.5, where \( Sync \) represents data.
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transfer and synchronization between CPU and GPU within computation.

\[
\begin{align*}
    u_{gpu} &= \{|i|, d(Z_1, X_{gpu} Y Z_2, X_{gpu} Y), \\
    &\quad d(Y_1, Y_2 X_{gpu}, X_{gpu}), t_{Y_1}^{X_{gpu}} d(Y_2, Y_1 X_{gpu}, Y_1 X_{gpu}), \\
    &\quad Sync, t_{Z_2}^{Z_1} d(Z_2, X_{Y_1} Y Z_1, X_{Y_1} Y Z_1), d(X, 1, 1), |o| \} \\
    u_{cpu} &= \{d(Z_1, X_{cpu} Y Z_2, X_{cpu} Y), d(Y, X_{cpu}, X_{cpu}), Sync\}
\end{align*}
\] (4.5)

For the first round computation composed of \(Z_1, Y_1\) and \(Y_2\) dimensional 1D FFTs, the work load is distributed to GPU and CPU along \(X\) dimension. Work ratio of GPU to CPU is \(R_X = \frac{X_{gpu}}{X_{cpu}}\).

### 4.3.2 Optimizations for GPU and Data Transfer

On GPU side, a portion of data in the total FFT problem needs to be transferred from CPU initially. Since the size of FFTs assigned to GPU is larger than that of GPU global memory, the total \(Z_1\) dimensional FFTs of GPU part are split into several passes such that subtask of each pass can fit into GPU memory. The number of passes equals to \(\frac{X_{gpu} Y Z \times \text{# of bytes per element}}{\text{GPU memory in bytes}}\). Each pass of GPU computation still makes use of multiple streams to overlap computation and communication.

For better utilization of shared memory, \(Z_1 = Z_{11} \times Z_{12}\) sized 1D FFTs are decomposed into two dimensional FFTs with smaller size \(Z_{11}\) and \(Z_{12}\). Shared memory is allocated with size \(Z_1 W \times Z_{11} \times Z_{12}\), where \(Z_1 W\) enables coalesced access to shared memory. The number of threads in each block is set to be \(Z_1 W \times max(Z_{11}, Z_{12})\) which matches the natural parallelism for both size \(Z_{11}\) and \(Z_{12}\) 1D FFTs within their respective shared memory. The computation for decomposed FFTs within shared memory is the same as the \(Y_1\) decomposed FFTs in our 2D hybrid FFT framework, and therefore is not further discussed here.

Since the portion of input data that is required to be continuous in GPU memory is not contiguous in host memory, We use cudaMemcpy3DAsync() on GPU to transfer a strided 3D memory area of size \(\frac{X_{gpu} Y Z_2 \times \text{# of passes} \times \text{# of streams}}{\text{# of streams}}\) into GPU at a time.
Therefore, the total number of PCI transfer is reduced to $Z_1$. Moreover, different data transfers managed by different streams can be executed concurrently and overlapped with different streamed GPU kernels. For the copying of output from GPU back to CPU, we still need the 3D strided memory copy. Each streamed PCI transfer at this time could copy $\frac{X_{gpu} \times Y \times Z_2 \times Z_1}{\text{# of passes} \times \text{# of streams}}$ sized data. After each stream finishes calculating $Z_1$ dimensional FFTs, it will continue to compute $Y_1$ and $Y_2$ dimensional FFTs without waiting for other streams. All $Z_1$, $Y_1$ and $Y_2$ dimensional computations plus both $Z_1$’s input and $Y_2$’s output PCI transfers are asynchronous executions, and the only synchronization needed is after the $Y_2$-step.

4.3.3 Cooperations of CPUs and GPU

Similar to the 2D hybrid FFT, we execute the size $Z_1$ FFTs in groups. For each grouped array, the plan computes size $Z_1$ 1D FFTs across a stride of $X \times Y \times Z_2$ for input and $X_{cpu} \times Y$ for output. The total number of executions of such plans is $X_{cpu} \times Z_2$. For the following $Y_1$ and $Y_2$ dimensional FFTs, we only need to calculate size $Y$ FFTs instead on CPU. The number of grouped array is $X_{cpu}$. The plan computes size $Y$ 1D FFTs across a stride of $X_{cpu}$ for input and $X$ for output. The total number of executions of such plans is $Z$. Moreover, all the grouped FFT tasks, in total $X_{cpu} \times Z_2$ plus $Z$, are distributed to 4 concurrent threads. The work of GPU is executed in a control thread concurrently with CPU computations. There is only an invocation to cudaThreadSynchronize() to synchronize all the streams on GPU. A subsequent barrier is set to synchronize the work of GPU with CPUs.

4.4 Load Balancing between GPU and CPUs with Empirical Modeling and Tuning

The 2D and 3D hybrid FFT frameworks layout the basic schemes of workload distribution between CPU and GPU. However, there are parameters whose values need to be tuned for the optimal load balancing for different CPU/GPU combinations. In this work, we combine both performance modeling and empirical searching to finish
the last mile towards the optimal load balancing. The empirical tuning is done at build
time.

Our approach is to split the total execution in either GPU or CPU into several
primitive sub-steps, analyze the heterogeneous execution flow, and derive a perfor-
mance model for each primitives. The model parameters provide estimated execution
time that is parameterized with the load ratio of GPU to total work. For each problem
size, we calibrate the models with two profiling runs, one on CPU and GPU each, to
determine the values of model parameters in different distribution ratios. Afterwards,
using those parameters, we can automatically estimate, rather than really measuring,
the total execution time of our implementation under varying ratios. We further use
dynamic-programming to find the optimal implementation for different problems using
the primitives as building blocks. However, the estimated performance might not be
completely precise. Therefore, we don’t purely rely on the aforementioned performance
estimation but only use it to provide a small region of potentially good choices, for
which we empirically measure their performance and choose the best one. Therefore,
we avoid a walk-through of the vast space of all possible combinations of primitives.

Although the modeling is done at build time, the overhead is negligible as it
only takes in the order of microseconds to evaluate our models.

4.4.1 Load Balancing of 2D FFT

Using the hybrid 2D FFT as an example, suppose that the total problem size
is \( Y_1 \times Y_2 \times X \). The load ratio of GPU to total work is set to \( R_g \) along \( X \) dimension,
therefore the ratio of CPU to the total is \( 1 - R_g \). The execution time of the whole process
can be modeled as 8 parameters, which are summarized in table 4.1. We used two
runs, one on GPU and CPU each, to determine \( T_{2dH2D-gpu} \), \( T_{Y_1 kernel-gpu} \), and
\( T_{2dD2H-gpu} \) as execution time of corresponding table 4.1’s parameters in GPU-only case, and to
determine \( T_{Y_1 fftw-cpu} \) as execution time of \( T_{Y_1 fftw}(1 - R_g) \) in CPU-only case. Therefore,
each parameter value in table 4.1 can be modeled with different distribution ratios.
Table 4.1: Parameters for 2D FFT Running Time Estimation.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td># passes</td>
<td>Total # of passes. Subproblem of each pass fits into GPU memory.</td>
</tr>
<tr>
<td># streams</td>
<td>Total # of streams that enables asynchronous kernel executions and transfers.</td>
</tr>
<tr>
<td># thds</td>
<td># of threads of CPU.</td>
</tr>
<tr>
<td>$T_{2dH2D}(i, R_g)$</td>
<td>Time of copying a 2D strided array of size $R_g 	imes X 	imes Y_2$ from host to device in stream $i$.</td>
</tr>
<tr>
<td>$T_{Y_1kernel}(i, R_g)$</td>
<td>Time of $Y_1$-step FFTs computation of concurrent kernel in stream $i$. Thread block size is $Y_1 W \times \max(Y_{11}, Y_{12})$, grid size is $\frac{R_g \times X \times Y_2}{# \text{ passes} \times # \text{ streams}}$.</td>
</tr>
<tr>
<td>$T_{2dD2H}(i, R_g)$</td>
<td>Time of copying a 2D strided array of size $R_g \times X \times Y_2$ from device to host in stream $i$.</td>
</tr>
<tr>
<td>$T_{Y_1fftw}(1 - R_g)$</td>
<td>Time of $Y_1$-step FFTs on advanced FFTW plan for grouped array of size $(1 - R_g) \times X$ in CPU. Total number of plans is $Y_2$.</td>
</tr>
<tr>
<td>$T_{Y_2&amp;X}$</td>
<td>Time of subsequent calculation of $Y_2$ and $X$ dimensional FFTs.</td>
</tr>
</tbody>
</table>

On GPU side, for hybrid $Y_1$ dimensional FFTs, the execution time is estimated as $TG_{2D}$ shown in equation 4.6.

$$TG_{2D} = \# \text{ passes} \times \max\{[Y_1 \times T_{2dH2D}(0, R_g)] + T_{Y_1kernel}(0, R_g) + T_{2dD2H}(0, R_g)]; [...] \\ [Y_1 \times T_{2dH2D}(\# \text{ streams-1}, R_g) + T_{Y_1kernel}(\# \text{ streams-1}, R_g) + T_{2dD2H}(\# \text{ streams-1}, R_g)]; \}$$ (4.6)

On CPU side, for hybrid $Y_1$ dimensional FFTs, the execution time is estimated as $TC_{2D} = \frac{Y_2}{\# \text{ thds}} \times T_{Y_1fftw}(1 - R_g)$.

Since synchronization is set after $Y_1$-step FFT on both GPU and CPU side to guarantee the correctness of results, the execution time of hybrid $Y_1$ dimensional FFT can be modeled as the maximum of the GPU time and CPU time, i.e., $T_{Y_1} = \max\{TG_{2D}, TC_{2D}\}$. And the total time estimation will be consequently calculated as $T_{total} = \max\{TG_{2D}, TC_{2D}\} + T_{Y_2&X}$. Afterwards, empirical searching is employed to find the parameter values that can make $TG_{2D}$ equal to $TC_{2D}$, as well as the sub-steps along other dimensions, which indicates the optimal load balancing.
4.4.2 Load Balancing of 3D FFT

The load balancing in the hybrid 3D FFT framework is similar to that of the 2D cases. Suppose that the total problem size is $Z_1 \times Z_2 \times Y_1 \times Y_2 \times X$. The load ratio of GPU to total work is denoted as $R_g$ along $X$ dimension and ratio of CPU to total problem is $1 - R_g$. Performance parameters for the sub-steps in 3D hybrid FFT are summarized in table 4.2. Two profiling runs still help determine $T_{3dH2D-gpu}$, $T_{Z1kernel-gpu}$, $T_{Y1kernel-gpu}$, $T_{Y2kernel-gpu}$, $T_{3dD2H-gpu}$, and $T_{Z1fftw-cpu}$, $T_{Yfftw-cpu}$ as execution time in respective GPU-only and CPU-only case for the parameters in table 4.2.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{3dH2D}(i, R_g)$</td>
<td>Time of copying a 3D strided array of size $R_g \times Y \times Z_2$ from host to device in stream $i$. # passes x # streams</td>
</tr>
<tr>
<td>$T_{Z1kernel}(i, R_g)$</td>
<td>Time of $Z_1$-step FFTs computation of concurrent kernel in stream $i$. Thread block size is $Z_1 W \times max(Z_{11}, Z_{12})$, grid size is $\frac{R_g \times Y \times Z_2}{# passes \times # streams}$.</td>
</tr>
<tr>
<td>$T_{Y1kernel}(i, R_g)$</td>
<td>Time of $Y_1$-step FFTs computation of concurrent kernel in stream $i$. Thread block size is $Y_1 W$, grid size is $\frac{R_g \times Y_2 \times Z_2}{# passes \times # streams}$.</td>
</tr>
<tr>
<td>$T_{Y2kernel}(i, R_g)$</td>
<td>Time of $Y_2$-step FFTs computation of concurrent kernel in stream $i$. Thread block size is $Y_2 W$, grid size is $\frac{R_g \times Y_1 \times Z_2}{# passes \times # streams}$.</td>
</tr>
<tr>
<td>$T_{3dD2H}(i, R_g)$</td>
<td>Time of copying a 3D contiguous array of size $R_g \times Y \times Z_2$ from device to host in stream $i$. # passes x # streams</td>
</tr>
<tr>
<td>$T_{Z1fftw}$</td>
<td>Time of $Z_1$-step FFTs on advanced FFTW plan for grouped array of size $Y$ in CPU. Total # of plans is $(1 - R_g) \times X \times Z_2$.</td>
</tr>
<tr>
<td>$T_{Yfftw}(1 - R_g)$</td>
<td>Time of $Y$-step FFTs on advanced FFTW plan for grouped array of size $(1 - R_g) \times X$ in CPU. Total # of plans is $Z$.</td>
</tr>
<tr>
<td>$T_{Z2&amp;X}$</td>
<td>Time of subsequent calculation of $Z_2$ and $X$ dimensional FFTs.</td>
</tr>
</tbody>
</table>
On GPU side, for hybrid \(Z_1&Y\) dimensional FFTs, the execution time is estimated as \(TG_{3D}\) shown in equation 4.7.

\[
TG_{3D} = \#\text{passes} \times \max\{[Z_1 \times T_{3dH2D}(0, R_g)] + T_{Z_1\text{kernel}}(0, R_g) + T_{Y_1\text{kernel}}(0, R_g) + T_{3dD2H}(0, R_g)]; \ [...]; [Z_1 \times T_{3dH2D}(\# \text{streams}-1, R_g)] + T_{Z_1\text{kernel}}(\# \text{streams}-1, R_g) + T_{Y_1\text{kernel}}(\# \text{streams}-1, R_g) + T_{3dD2H}(\# \text{streams}-1, R_g)]; \}
\] (4.7)

On CPU side, for hybrid \(Z_1&Y\) dimensional FFTs, the execution time is estimated as \(TC_{3D}\) represented in equation 4.8.

\[
TC_{3D} = \frac{(1 - R_g) \times X \times Z_2}{\#\text{thds}} \times T_{Z_1\text{fftw}} + \frac{Z}{\#\text{thds}} \times T_{Y\text{fftw}}(1 - R_g)
\] (4.8)

Similarly, since a synchronization is set after \(Z_1&Y\)-step FFT on both GPU and CPU side, the execution time of hybrid \(Z_1&Y\) dimensional FFT can be modeled as the maximum of the GPU time and CPU time, i.e., \(T_{Z_1&Y} = \max\{TG_{3D}, TC_{3D}\}\). The total time estimation is calculated as \(T_{\text{total}} = \max\{TG_{3D}, TC_{3D}\} + T_{Z_2&X}\). Empirical searching techniques similar to 2D cases are used to balance the substeps, as well as those along other dimensions.

### 4.5 Performance Evaluation

In this section, we evaluate our hybrid implementation on three heterogeneous computer configurations. A single model of CPU, Intel i7 920, is coupled with three different NVIDIA GPUs, i.e. GeForce GTX480, Tesla C2070 and Tesla C2075 in the three experiments. Configurations of the FFT libraries, the GPUs and the CPU with
total 24GB host memory are summarized in table 4.3, where NVCC is the compiler driver for NVIDIA CUDA GPUs.

**Table 4.3:** Configurations of GPU, CPU, FFTW and MKL.

<table>
<thead>
<tr>
<th>GPU</th>
<th>Global Memory</th>
<th>NVCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>GeForce GTX480</td>
<td>1.5GB</td>
<td>3.2</td>
</tr>
<tr>
<td>Tesla C2070</td>
<td>6GB</td>
<td>3.2</td>
</tr>
<tr>
<td>Tesla C2075</td>
<td>6GB</td>
<td>3.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CPU</th>
<th>Frequency, # of Cores</th>
<th>FFTW &amp; MKL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intel i7 920</td>
<td>2.66GHz, 4 cores</td>
<td>3.3.3 &amp; 10.3</td>
</tr>
</tbody>
</table>

The performance reported here includes both computational time and data transferring time between host and device. Our library performance is compared to that of FFTW and Intel MKL, two of the best performing FFT implementations on CPU. Moreover, our hybrid FFT library is compared with Gu’s out-of-card FFT work [6], a highly efficient GPU-based FFT library and the only one that we know can handle the problems sizes larger than GPU memory. The whole design of this performance evaluation is to let us see how much performance improvement can be achieved by using both CPU and GPU in computation, against the best-performing GPU-only or CPU-only FFT implementations. Please note that we can’t compare our library with pure CUFFT implementation because it requires problem size to be smaller than GPU memory, and therefore won’t accept problem sizes used in this evaluation. In FFTW, Streaming Single Instruction Multiple Data Extensions (SSE) on Intel CPU is enabled for better performance. Also FFTW results are got with the ‘MEASURE’ flag, the second most extensive performance tuning mode. The ‘EXHAUSTIVE’ flag in FFTW, which represents the most extensive searching and tuning, is not used because the problem sizes in this evaluation are so large that FFTW can’t finish its search under the ‘EXHAUSTIVE’ mode. For example, we tried running FFTW in ‘EXHAUSTIVE’ mode for a $2^{28}$ FFT problem, but found FFTW couldn’t finish the search in 3 days. In addition, Intel MKL automatically enables SSE at run time. Both FFTW and MKL
are chosen to run with four threads. Even though the i7 CPU supports 8 hyperthreads, the 8-thread FFTW and MKL didn’t show performance advantage over, actually in some cases were slower than, the 4-thread versions. In summary, the FFTW and Intel MKL are tested with their best configurations on this computer. Moreover, Intel MKL provides FFTW3 wrappers for translating FFTW functions into the Intel MKL FFT functions. It uses the FFTW3 library to gain performance of Intel MKL and provides equivalent implementation for double- and single-precision functions. All the single-precision functions with prefix ‘fftwf’ will refer to functions with prefix ‘fftw’ which are double-precision functions.

Since co-optimization of computation and communication for large-scale FFT problem exceeding GPU memory size is one of the key innovations of our approach, therefore the smaller problems that fit into GPU memory are not tested at this time. We carry out three groups of performance evaluations: a) GTX480 and i7 920 CPU with 12GB host memory; b) Tesla C2070 and i7 920 CPU with 24GB host memory; c) Tesla C2075 and i7 920 CPU with 24GB host memory. Performance of our library is compared with multithreading enabled FFTW and Intel MKL.

All FFT problem sizes are larger than GPU memory. All FFT problems are out-of-place with separate input and output with initial inputs filled by random numbers. For double-precision implementation on GTX480, we choose the test cases from 32M points (i.e. $2^{25}$) to 256M points (i.e. $2^{28}$). 32M-point FFT is twice the maximal problem size that GTX480 memory can accommodate and 256M-point FFT is the maximum problem size that can fit into host memory. The performance of a $D$ dimensional complex FFT is evaluated in GFLOPS [5] defined as

$$GFlops = \frac{5M \sum_{d=1}^{D} \log_2 N_d}{t} \times 10^{-09}$$

where the total problem size is $M = N_1 \cdot N_2 \cdot \ldots \cdot N_D$ and $t$ is execution time in seconds.

4.5.1 Performance Tuning

For both 2D and 3D FFTs, the best performance is achieved by tuning under different load distribution ratios between CPU and GPU. Therefore, we need to tune the performance with different load ratios between CPU and GPU. Our performance
modeling and empirical searching is to guide us to automatically find the optimal load balancing for different CPU/GPU combinations under different input sizes. Our approach is to split the total execution in either GPU or CPU into several sub-steps, analyze the heterogeneous execution flow, and derive a performance model for each sub-step.

For example, for each fixed input size of our 2D hybrid FFT library, we used two extreme profiling runs, i.e., one is run on only CPU and the other is run on only GPU. Therefore, the running time of each model parameter, \( T_{2dH2D-gpu} \), \( T_{Y1\text{-kernel-gpu}} \), and \( T_{2dD2H-gpu} \), in either CPU-only or GPU-only case can be determined. Afterwards, the load ratio of GPU to total work is automatically varied from 0% to 100% for our performance tuning. The execution time of the model parameters under each load ratio can be calculated by associating the running time of parameters in the two extreme cases above with the varied ratios. Subsequently, instead of running the whole implementation for a large amount of times, our modeling scheme automatically works to estimate the execution time of GPU, i.e. \( TG_{2D} \), the execution time of CPU, i.e. \( TC_{2D} \), and the total execution time \( T_{\text{total}} \) for each ratio and each problem size. Our performance model provides a well reasonable method that associates the running time of model parameters with the varied load ratios for relatively accurate performance approximation.

Hence, our modeled performance tuning is able to be attained. In such a case, empirical searching helps find the best load ratio for each input size. The optimal ratio obtained from our performance model might not be 100% accurate, but it provided us a small and very precise region where the actual optimal ratio resides in. Therefore, it guides us to efficiently determine the actual optimal ratio in our performance evaluation instead of a walk through a vast space of all possible cases. Under actual optimal ratio, load balancing between GPU and CPU is achieved. Although the performance modeling and tuning is done at build time, the overhead is negligible as it only takes in the order of microseconds to evaluate our models.

Figure 4.5 demonstrates the effectiveness of load distribution ratio tuning on
overall FFT performance. The figure shows the actual and modeled double-precision 2D FFT performance on three different GPUs under different load ratios with problem size $2^{15} \times 2^{13}$. The x-axis is the distribution ratio from 0% to 100%. In particular, 0% represents running our hybrid FFT library only on CPU and 100% represents running only on GPU. The two extreme cases will help demonstrating the intrinsic overhead incurred by splitting computation and communication into two devices. The final performance of our library is also compared against the cases that run our library only on GPU or only on CPU. Table 4.4 shows the tested values of model parameters for the profiling runs of GPU-only and CPU-only case described in the load balance section above. With this preparation, parameters in table 4.1 and 4.2 can be effectively modeled to determine the overall performance of our implementation in GFLOPS. As shown in the figure, the estimated optimal ratio is 100%, 100% and 96% as closed as the actual one measured on GTX480, Tesla C2070 and C2075, respectively. Moreover, the modeled optimal and average performance is 99%, 96%, 95%, and 98%, 93%, 91%, as closed as the actual one measured on the three GPUs, respectively.

Figure 4.6 shows the actual and modeled double-precision 3D FFT performance with size $2^{10} \times 2^9 \times 2^9$. The estimated optimal ratio is successfully identified comparing to the actual one measured on the three GPUs. Moreover, the modeled optimal and average performance is 100%, 95%, 93%, and 98%, 94%, 91%, as closed as the actual one.

The modeling error is mainly caused by the overlapping between kernel computation and data communication, although the asynchronous scheme has been considered comprehensively when designing our model parameters. The secondary reason of error is due to the caching on CPU which causes the runtime performance slightly different from the estimated for different ratios. However, from the accuracy test of modeling described above, our estimation is still effective when determining optimal ratios and the best performance.

In addition, speedups of our optimal performance over GPU-only and CPU-only case are also tested. As shown in figure 4.5, for GTX480, Tesla C2070 and C2075, the
optimal ratios of GPU to total work are 71.9%, 78.2% and 78.2%, respectively. The best-balanced performance is 21.4%, 19.1% and 20.7% faster than GPU-only performance, and is 1.09×, 1.59× and 1.76× faster than CPU-only cases. Moreover, for the three GPUs shown in figure 4.6, the optimal ratios of GPU to the total are 75.0%, 78.2% and 78.2%. The best-balanced performance is 25.6%, 22.8% and 23.1% faster than GPU-only performance, and is 1.25×, 1.51× and 1.62× faster than CPU-only case.

Not shown in this figure, but the single-precision performance tuning with ratios has similar curve as that of the double-precision case. Also the optimal ratio of GPU to CPU in single-precision version is larger than that of double precision since GPU has relatively higher performance on single precision operations than CPU.

4.5.2 Evaluation of 2D Hybrid FFT

The performance of 2D hybrid FFT is evaluated by identifying the optimal load ratios for each problem size at first. To assess performance with varied values of Y and X provides us a deep perspective to analyze performance tendency. In all the figures, the test points are indexed in an increasing order of Y in the problem sizes. The 2D hybrid FFT performance of all test points are reported with the best empirically found work distribution ratio of GPU to CPU.

Figure 4.7 shows our single-precision 2D FFT performance on Geforce GTX480 with problem sizes from $2^{26}$ to $2^{29}$. On average, our single-precision 2D hybrid FFT on

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Seconds</th>
<th>Parameter</th>
<th>Seconds</th>
<th>Parameter</th>
<th>Seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{2dH2D-gpu}$</td>
<td>0.003</td>
<td>$T_{Y1kernel-gpu}$</td>
<td>0.041</td>
<td>$T_{2dD2H-gpu}$</td>
<td>0.042</td>
</tr>
<tr>
<td>$T_{Y1fftw-cpu}$</td>
<td>0.195</td>
<td>$T_{Y2&amp;X}$</td>
<td>1.137</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_{3dH2D-gpu}$</td>
<td>0.024</td>
<td>$T_{Z1kernel-gpu}$</td>
<td>0.014</td>
<td>$T_{Y1kernel-gpu}$</td>
<td>0.028</td>
</tr>
<tr>
<td>$T_{Y2kernel-gpu}$</td>
<td>0.1</td>
<td>$T_{3dD2H-gpu}$</td>
<td>0.02</td>
<td>$T_{Z1fftw-cpu}$</td>
<td>0.0008</td>
</tr>
<tr>
<td>$T_{Y1fftw-cpu}$</td>
<td>0.01</td>
<td>$T_{Z2&amp;X}$</td>
<td>1.221</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: Valid Model Parameters in Seconds for FFTs of Size $2^{15} \times 2^{13}$ and $2^{10} \times 2^9$. 
Figure 4.5: Double-precision 2D FFT Performance Tuning.

Figure 4.6: Double-precision 3D FFT Performance Tuning.
GTX480 achieves 25.5 GFLOPS. Our optimally-distributed performance is 16% faster than Gu’s pure GPU version, and is also 95% faster than the 4-thread FFTW and 1.06× faster than the 4-thread MKL. In particular, even if we run our hybrid FFT only on GPU, it is still faster than Gu’s work, a high-performance GPU-based FFT implementation, mainly attributing to the asynchronous transfer schemes in our hybrid algorithm.

Furthermore, we also test 2D hybrid FFT performance in double-precision as shown in figure 4.8. Our double-precision 2D hybrid FFT on GTX480 achieves 13.1 GFLOPS. Moreover, our optimal performance is 20% faster than Gu’s pure GPU implementation, and is 98% faster than the 4-thread FFTW and 1.04× faster than the 4-thread MKL.

Additionally, figure 4.9 and figure 4.10 show our large 2D FFT results on the Tesla C2070/C2075 with even larger problem sizes in single and double precision. On average, our single-precision 2D hybrid FFT achieves 37.2 GFLOPS on Tesla C2075 and 33.7 GFLOPS on Tesla C2070, which represent speedups of 26% and 24% over Gu’s pure GPU implementation, 2.23× and 1.93× over the 4-thread FFTW, and 2.41× and 2.09× over the 4-thread MKL, respectively.

For double precision, the performance is 19.1 GFLOPS and 17.8 GFLOPS on Tesla C2075 and C2070, which represent 29% and 28% speedups over Gu’s pure GPU implementation, 2.08× and 1.87× speedups over the 4-thread FFTW and 2.24× and 2.02× speedups over the 4-thread MKL.

Not shown in figures, but the overall performance of our hybrid 2D FFT is 2.22× and 22% faster than CPU-only and GPU-only case.

Particularly notable is that as Y increases, the performance of both FFTW and MKL decreases rapidly because the data locality loses rapidly along the Y dimensional computation when Y increases. On the contrary, our hybrid FFT demonstrates a much more stable performance.
Figure 4.7: Single-precision 2D FFT of Size from $2^{26}$ to $2^{29}$ on GTX480.

Figure 4.8: Double-precision 2D FFT of Size from $2^{25}$ to $2^{28}$ on GTX480.
Figure 4.9: Single-precision 2D FFT of Size from $2^{29}$ to $2^{30}$ on Tesla.

Figure 4.10: Double-precision 2D FFT of Size from $2^{28}$ to $2^{29}$ on Tesla.
4.5.3 Evaluation of 3D Hybrid FFT

Figure 4.11, 4.13 and figure 4.12, 4.14 show the performance of our single- and double-precision 3D hybrid FFT on GTX480 and Tesla C2075/C2070. On average our library achieves 18.4 GFLOPS on GTX480, 23.2 GFLOPS on C2075 and 21.5 GFLOPS on C2070.

On average, our hybrid 3D FFT library is 19.5% faster than Gu’s GPU only FFT implementation, 74.2% faster than the 4-thread FFTW and 1.09× faster than MKL. Not shown in figures, but our 3D performance is 2.02× and 18% faster than CPU-only and GPU-only case. Similar to their 2D performance, FFTW’s and MKL’s 3D performance decrease quickly as Z increases due to the loss of data locality though MKL generally performs better than FFTW for large Zs. Our hybrid library generally maintains its good performance for the same large Z cases.
Figure 4.12: Double-precision 3D FFT of Size from $2^{25}$ to $2^{28}$ on GTX480.

Figure 4.13: Single-precision 3D FFT of Size from $2^{29}$ to $2^{30}$ on Tesla.
4.5.4 Accuracy of Our Hybrid FFT

The correctness of our hybrid FFT library is verified against FFTW and MKL. All three libraries are tested with the same single-precision input data randomly chosen from -0.5 to 0.5 and the difference in output is quantified as normalized RMSE over the whole data set. The normalized RMSE evaluates the relative degree of deviations and is a wildly used metric for numeric accuracy. The normalized RMSE is defined as

$$\sqrt{\frac{\sum_{i=0}^{N-1} (X_i - R_i)^2 + (Y_i - S_i)^2}{2N}/\sqrt{\sum_{i=0}^{N-1} (R_i^2 + S_i^2)}}. \quad (4.9)$$

The normalized RMSEs of single- and double-precision for both 2D and 3D FFTs are shown in figure 4.15 and figure 4.16. As we can see the normalized RMSE is extremely small and is in the range from $2.41 \times 10^{-07}$ to $3.18 \times 10^{-07}$ for single precision and $5.82 \times 10^{-16}$ to $8.02 \times 10^{-16}$ for double precision. In other words, our hybrid FFT library produces almost the same results as FFTW and MKL.

Figure 4.14: Double-precision 3D FFT of Size from $2^{28}$ to $2^{29}$ on Tesla.
Figure 4.15: Accuracy of Single-precision Hybrid 2D/3D FFT.

Figure 4.16: Accuracy of Double-precision Hybrid 2D/3D FFT.
4.6 Chapter Summary

In this chapter, we propose a co-optimized and well-tuned parallel hybrid GPU-CPUs FFT library for large FFT problems. A hybrid large-scale FFT partition framework is applied to do the work partition and load distribution for both GPU and CPU. In particular, a more flexible cooley-tukey decomposition method is applied to decompose the workload in each GPU and CPU, and to exploit parallelism until all the computing resources are fully utilized. Another important novel technique in this work is a co-optimizer, which is to exploit substantial parallelism, and to optimize the performance in each GPU and CPU, to enable concurrent GPU and CPUs execution, and to provide an efficient synchronization mechanism for good consistency and fast performance. Moreover, the empirical performance modeling and tuning are proposed to estimate, predict and determine optimal load balancing between GPU and CPUs. Meanwhile, an effective heuristic is used to enable stream based asynchronous executions, and to overlap communication with computation. Finally, we evaluate the performance in three high performance heterogeneous systems. Overall, our hybrid FFT implementation outperforms several latest and widely used large-scale FFT implementations. For instance, our Tesla C2070 performance is $14.1 \times$ and $8.6 \times$ faster than 1-thread SSE-enabled FFTW library and Intel MKL math library, respectively. Our performance is $1.9 \times$ and $2.1 \times$ faster than 4-thread SSE-enabled FFTW and Intel MKL, with max speedups $4.6 \times$ and $2.8 \times$, respectively. In addition, our performance has $1.3 \times$ and $3.4 \times$ speedup over Gu et.al.’s and Ogata et.al.’s work.
Chapter 5
AN INPUT-ADAPTIVE ALGORITHM FOR HIGH PERFORMANCE SPARSE FAST FOURIER TRANSFORM

In this chapter, we go over several existing sparse FFT algorithm versions to explain the evolution from a general sparse FFT algorithm to the proposed input-adaptive sparse FFT algorithm. We first describe a general input adaptive sparse FFT algorithm which comprises of input permutation, filtering non-zero coefficients, subsampling FFT and recovery of locations and magnitudes. Subsequently, we discuss how to save the number of permutations and propose an alternatively optimized version for our sparse FFT algorithm to gain runtime improvement. Moreover, the general and the optimized versions are hybridized so that we’re able to choose a specific version according to input characteristics. Finally, an example of real world application is described to illustrate our input adaptive approach.

5.1 Overview of Sparse FFT Algorithms and Our Approach

In this section we overview prior work on sparse Fourier transform, and then describe our contribution in that context.

A naive discrete Fourier transform of a \( N \)-dimensional input series \( x(n), \ n = 0, 1, ..., N-1 \) is presented as \( Y(d) = \sum_{n=0}^{N-1} x(n) W_N^{nd} \), where \( d = 0, 1, ..., N-1 \) and twiddle factor \( W_N^{nd} = e^{-j2\pi nd/N} \). Fast Fourier transform algorithms recursively decompose a \( N \)-dimensional DFT into several smaller DFTs [9], and reduce DFT’s operational complexity from \( O(N^2) \) into \( O(N \log N) \). There are many FFT algorithms, or in other words, different ways to decompose DFT problems. The Radix FFT algorithm [9] and the Cooley-Tukey FFT algorithm [10] are factorization FFT algorithms. Additionally, Prime-Factor (Good-Thomas) [23] decomposes a DFT of size \( N = N_1N_2 \), where \( N_1 \) and
$N_2$ are co-prime numbers. Twiddle factor calculation is not included in this algorithm. Moreover, Rader’s algorithm [13] and Bluestein’s algorithm [14] can factorize a prime-size DFT as convolution. So far, all FFT algorithms cost time at least proportional to the size of input signal. However, if the output of a DFT is $k$-sparse, i.e., most of the Fourier coefficients of a signal are very small or equal to zero and only $k$ coefficients are large, the transform runtime can be reduced to only sublinear to the signal size $N$.

Sublinear sparse Fourier algorithm was first proposed in [29], and since then, has been extensively studied in many application fields [28, 21, 20, 22, 27, 19]. All these algorithms have runtimes faster than original FFT for sparse signals. However, their runtimes have large exponents (larger than 3) in the polynomial of $k$ and $\log N$, and their complex algorithmic structures impose restrictions on fast and parallel implementations.

A highly influential recent work [24] presented an improved algorithm with the complexity of $O(k\sqrt{N\log N\log N})$ to make it faster than FFT for $k$ up to $O(\sqrt{N/\log N})$. The work in [25] came up with an algorithm with runtime $O(k\log N\log(N/k))$ or even optimal $O(k\log N)$. These two approaches, however, only computed a correct sparse Fourier transform in a certain probability and therefore cannot guarantee to generate a completely accurate output. Basically, the new algorithm permutes input with random parameters in time domain to approximate expected permutation in spectral domain for subsequent binning of large coefficients. The probability has to be bounded to prevent large coefficients being binned into the same bucket. In addition, these algorithms iterate over passes of estimating coefficients, updating the signal and recursing on the reminder. Because dependency exists between consecutive iterations, the algorithm cannot be fully parallelized across different iterations. Moreover, the selection of the permuting probability, or the filter, is oblivious to input characteristics.

In this dissertation, we address these limitations by proposing a new sublinear algorithm for sparse fast Fourier transform. Our algorithm has a quite simple structure and leads to a low big-Oh constant in runtime. Our sparse FFT algorithm works in the
context that the sparse FFT is invoked on a stream of input signals, and neighboring inputs have very similar spectrum distribution including the sparsity \( k \). The assumption is true for many real-world applications, for example, for many video/audio applications, where neighboring frames have almost identical spectral representations in the locations of large Fourier coefficients, and only differing in the coefficients’ values. Our main idea is to use the output of the previous FFT, i.e., the spectral representation of the previous input, as a template to decide, for the current input signal, how to most efficiently bin large Fourier coefficients into a small number of buckets, and each bucket is aimed to have only one large coefficient whose location and magnitude can be then determined. In particular, an \( n \)-dimensional filter \( D \) that is concentrated both in time and frequency [24, 25] is utilized for binning and to ensure the runtime to be sublinear to \( N \). What binning does is essentially to convolute a permuted input signal with the selected filter in spectral domain. During the binning, each bucket receives only the frequencies in a narrow range corresponding to the length of pass region of the filter \( D \)’s spectrum, and pass regions of different buckets are disjoint. The prerequisite of having such a pass region had only one large coefficient is to make all adjacent coefficients have equal distance. The information of likely coefficient locations used in the filter tuning is derived from the sparsity template. We make use of a hash table structure to directly permute coefficients in spectral domain to achieve the expected equal distanced permutation. Figure 5.1 shows the example of our hash function based permutation in spectral domain, where \( f_i \) denotes non-zero Fourier coefficients and the numbers shown above represent locations of the coefficients.

Note that we do not permute input in time domain to approximate the equal distanced permutation with a certain probability bound, but rather directly determine the expected permutation in spectral domain. And in addition each bucket certainly bins only one large coefficient. Therefore our sparse FFT algorithm is always capable of producing a determinatively correct output. Subsequently, once each bucket bins only one large coefficient, we also need to identify its magnitudes and locations. Instead of recovering the isolated coefficients using linear phase estimation [25], we easily look up
the hash table reversely to identify binned coefficients. As a result, our algorithm has
the runtime at most $O(k^2 \log N)$.

Additionally, if all the distances of adjacent frequencies are larger than the
minimum length of filter’s pass region which is obtained from empirical search, we can
reduce the number of permutations and therefore further improve our algorithm to
$O(k \log N \log(k \log N))$.

Our algorithm is evaluated empirically against FFTW, an efficient implementa-
tion of FFT with a runtime $O(N \log N)$. Overall, our algorithm is faster than FFT both
in theory and implementation, and the range of sparsity parameter $k$ that our approach
can outperform dense FFT is larger than that of other sparse Fourier algorithms.

Finally, our algorithm is demonstrated to be adaptive to input characteristics.
In our evaluation, we use frames from a video camera recording the movement of an
object. At the beginning, we capture a video frame of that object at initial time
slot $T_0$ and utilize our sparse FFT algorithm to generate an output. Then we can
use the information of that output to help efficiently calculate sparse FFT outputs in
subsequent time slots. As a result, our sparse Fourier Transform algorithm saves much
time to do the image/video processing and compression. Figure 5.2 shows the example
of application for our adaptive sparse FFT algorithm.

In the following sections, we will describe our methods and their applications in
more detail.
5.2 Input Adaptive Sparse FFT Algorithm

In this section, we use several versions of the sparse FFT algorithm to explain the evolution from a general sparse FFT algorithm to the proposed input-adaptive sparse FFT algorithm. We first describe a general input adaptive sparse FFT algorithm which comprises of input permutation, filtering non-zero coefficients, subsampling FFT and recovery of locations and magnitudes. Subsequently, we discuss how to save the number of permutations and propose an alternatively optimized version for our sparse FFT algorithm to gain runtime improvement. Moreover, general and optimized version are hybridized such that we’re able to choose a specific version according to input characteristics. Finally, an example of real world application is introduced to our input adaptive approach.

5.2.1 General Input-Adaptive Sparse FFT Algorithm

5.2.1.1 Notations and Assumptions

For a time-domain input signal $x$ with size $N$ (assuming $N$ is an integer power of 2), its DFT is $\hat{x}$. The sparsity parameter of input, $k$, is defined as the number of non-zero Fourier coefficients in $\hat{x}$. In addition, $[q]$ refers to the set of indices $\{0, ..., q - 1\}$. $\text{supp}(x)$ refers to the support of vector $x$, i.e. the set of non-zero coordinates, and $|\text{supp}(x)|$ denotes the number of non-zero coordinates of $x$. Finally, our sparse FFT algorithm works by assuming the locations $\text{loc}_j$ of non-zero Fourier coefficients can be estimated from similar prior inputs, where $j \in [k]$. The location template is
computed only once for a sequence of signal frames that are similar to each other. The Fourier template including the locations’ information can be calculated from general fast Fourier transform or sparse fast Fourier transform. Therefore, our algorithm is able to compute sparse Fourier transforms for the extracted time-shifting objects within the frames that have homogeneity in the scenes and spectrums, but when we find that homogeneity is broken, our algorithm re-calculates the template and restarts the input-adaptation.

5.2.1.2 Hashing Permutation of Spectrum

The general sparse FFT algorithm starts with binning large Fourier coefficients into a small number of buckets by convoluting a permuted input signal with a well-selected filter in spectral domain. To guarantee that each bucket is to receive only one large coefficient such that its location and magnitude can be accurately estimated, we need to permute large adjacent coefficients of input spectrum to be equidistant. Knowing the possible Fourier locations \( \text{loc}_j \) and their order \( j \in [k] \) from template, we make use of a hash table to map spectral coefficients into equal distanced positions.

**Definition 1** Define a hash function \( H: \ idx = H(j) = j \times N/k \), where \( idx \) is index of permuted Fourier coefficients and \( j \in [k] \).

Next we want to determine the shifting distance \( s \) between each original location \( \text{loc} \) and its permuted position \( idx \) to be \( s_j = idx_j - \text{loc}_j, j \in [k] \). Since shifting one time moves all non-zero Fourier coefficients with a constant factor, so in worst case, it will only make one Fourier coefficient be permuted into the right equidistant location. In addition, since we have total \( k \) non-zero coefficients that need to be permuted, therefore, at most \( k \)-time shiftings have to be performed to permute all the coefficients into their equal distanced positions.

Moreover, the shifting factors obtained in spectral space should be translated into correspondent operations in time domain so that they are able to take effect with input signal \( x_i, i \in [N] \). In effect, shifted spectrum \( \hat{x}_{\text{loc}-s} \) is equivalently represented as \( x_i \omega^{si} \) in time domain, where \( \omega = e^{b2\pi/N} \) is a primitive \( n \)-th root of unity and \( b = \sqrt{-1} \).
Definition 2 Define the permutation $P_{s(j)}$ as $(P_{s(j)}x)_i = x_i\omega^{is(j)}$ therefore $\hat{P}_{s(j)}x_i = \hat{x}(loc_j - s(j))$, where $s(j)$ is the factor of $j$-th shifting.

Therefore, each time when we change the factor $s(j)$, the permutation allows us to correctly bin large coefficient at location $loc_j$ into the bucket. The length of bucket is determined by the flat window function designed in the next section.

5.2.1.3 Flat Window Functions

In this dissertation, the method of constructing a flat window function is same as that used in the sFFT’s work [24]. The concept of flat window function is derived from standard window function in digital signal processing. Since window function works as a filter to bin non-zero Fourier coefficients into a small number of buckets, the pass region of filter is expected to be as flat as possible. Therefore, our filter is constructed by having a standard window function convoluted with a box-car filter [24]. Moreover, we want the filter to have a good performance by making it to have fast attenuation in stopband.

Definition 3 Define $D(k, \delta, \alpha)$, where $k \geq 1$, $\delta > 0$, $\alpha > 0$, to be a flat window function that satisfies:

1. $|\text{supp}(D)| = O\left(\frac{k}{\alpha} \log \left(\frac{1}{\delta}\right)\right)$;
2. $\hat{D}_i \in [0, 1]$ for all $i$;
3. $\hat{D}_i \in [1 - \delta, 1 + \delta]$ for all $|i| \leq \frac{(1-\alpha)N}{2k}$;
4. $\hat{D}_i < \delta$ for all $|i| \geq \frac{N}{2k}$;

In particular, flat window function acts as a filter to extract a certain set of elements of input $x$. Even if the filter consists of $N$ elements, most of the elements in the filter are negligible and there are only $O\left(\frac{k}{\alpha} \log \left(\frac{1}{\delta}\right)\right)$ significant elements when multiplying with $x$ in time domain. In addition, the flat window functions are precomputed in our implementation to save execution time, since their constructions are not dependent on input $x$ but only dependent on $N$ and $k$. We can lookup each value of the window function in constant time.
Figure 5.3: An Example of Dolph Chebyshev, Gaussian, Kaiser Flat Window Function with $N = 1024$. 
Figure 5.3 shows an example of Gaussian, Kaiser and Dolph-Chebyshev flat window functions. Note that the spectrum of our filters $D$ is nearly flat along the pass region and has an exponential tail outside it. It means that leakage from frequencies in other buckets can be negligible. By comparing the properties of the three window functions, Dolph-Chebyshev window is an optimal one for us to use due to its flat pass region as well as quick and deep attenuation in stopband.

5.2.1.4 Subsampled FFT

The coefficients binning process is to convolute input spectrum with flat window function. In actual, this convolution is instead performed in time domain by first multiplying input with filter and then computing its subsampled FFT. Suppose we have one $N$-dimensional complex input series $x$ with sparsity parameter $k$ for its Fourier coefficients, we define a subsampled FFT as $\hat{y}_i = \hat{x}_{iN/k}$ where $i \in [k]$ and $N$ can be divisible by $k$. The FFT subsampling expects the locations of Fourier coefficients in spectrum domain have been equally spaced. The proof of $k$-dimensional subsampled FFT has been shown in [24] and the time cost is in $O(|\text{supp}(x)| + k\log k)$.

5.2.1.5 Reverse Hash Function for Location Recovery

After subsampling and FFT to the permuted signal, the binned coefficients have to be reconstructed. This is done by computing the reverse hash function $H_r$.

**Definition 4** Define a reverse hash function $H_r$: $\text{rec} = H_r(idx) = \frac{idx}{N/k}$, where $idx$ is index of permuted Fourier coefficients and $\text{rec}$ is the order of recovered coefficients.

Therefore, recovery of Fourier locations can be estimated as $\text{loc}_{\text{rec}}$ by fetching the locations using the reconstructed order of frequencies.

5.2.1.6 Algorithm Description

Combining the aforementioned steps, we can describe our sparse FFT algorithm as following. Note that up to this point, we have not introduced input adaptability,
yet. Assuming we have a Fourier location template with $k$ known Fourier locations $loc$ and a precomputed filter $D$,

1. For $j = 0, 1, 2, ..., k - 1$, where $j \in [k]$, compute hash indices $idx_j = H(j)$ of permuted coefficients, and determine shifting factor $s_j = idx_j - loc_j$.

2. Compute $y = D \cdot P_s(x)$, therefore $|\text{supp}(y)| = |s| \times |\text{supp}(D)| = O(|s|^{\frac{k}{\alpha}} \log(\frac{1}{\delta}))$. We set $\delta = \frac{1}{4N^2V}$, where $V$ is the upperbound value of Fourier coefficients and $V \leq N$.

3. Compute $u_i = \sum_{l=0}^{\lfloor \frac{|\text{supp}(y)|}{k} \rfloor - 1} y_{i+l|y|+lk}$ where $i \in [k]$.

4. Compute $k$-dimensional subsampled FFT $\hat{u}_i$ and make $\hat{z}_{idx} = \hat{u}_i$, where $i \in [k]$.

5. Location recovery for $\hat{z}_{idx}$ by computing reverse hash function to produce $rec = H_r(idx)$ and finally output $\hat{z}_{loc(rec)}$.

### 5.2.1.7 The Computational Complexity

We analyze the runtime of our general sparse FFT algorithm: Step 1 costs $O(k)$; step 2 and 3 cost $O(|s|^{\frac{k}{\alpha}} \log(\frac{1}{\delta}))$; step 4 costs $O(k\log k)$ for a $k$-points FFT; step 5 costs $O(k)$. Therefore total running time is determined by $O(|s|^{\frac{k}{\alpha}} \log(\frac{1}{\delta}))$. It is very rarely that initial Fourier coefficients have equidistant locations, therefore $|s|$ equals to $|k|$ in general and the runtime becomes $O(k^{\frac{k}{\alpha}} \log(\frac{1}{\delta}))$ which is asymptotic to $O(k^2 \log N)$.

### 5.2.2 Optimized Input-Adaptive Sparse FFT Algorithm

In this section we introduce several transformations of our algorithm that improve performance and facilitate parallelization. The complexity of general adaptive sparse Fourier algorithm is asymptotic to $O(|s|^{\frac{k}{\alpha}} \log(\frac{1}{\delta}))$ if initially no adjacent Fourier coefficients are equally distanced. However, if the number of permutations can be reduced, then $|s|$ will be decreased. In fact, it is unnecessary to permute all the Fourier locations to make them equidistant between each other. Since binning the sparse Fourier coefficients is a process of convoluting permuted input spectrum with a well designed filter, so it is guaranteed that if length of filter’s pass region $\epsilon$ is less than or
equal to half of the shortest distance $\text{dist}_{\text{min}}$ among all the adjacent locations of non-zero coefficients, i.e. $\epsilon \leq \text{dist}_{\text{min}}/2$, then we don’t need to permute all coefficients before we do a FFT. Moreover, in this way, we can get rid of aliasing distortions during the binning and each pass region essentially receives only one large coefficient. If we do not do this, aliasing error occurs and we have to permute all spectral samples.

Next we continue to apply the flat window function $D$ to compute filtered vector $y = Dx$ and then we want to compute a FFT for $y$ to produce final output $\hat{y}$. The form of FFT we use here is not a $k$-dimensional subsampled FFT described previously, since the subsampled FFT requires that locations of non-zero Fourier coefficients are permuted to be equidistant. Instead, we apply a general FFT subroutine into calculation of $\hat{y}$. The size of the FFT is dependent on the length of non-zero elements in $y$, which is $O\left(\frac{k}{\alpha}\log\left(\frac{1}{\delta}\right)\right)$ determined by non-zero region of window function $D$. We view the size of this FFT as a region with length $O\left(\frac{k}{\alpha}\log\left(\frac{1}{\delta}\right)\right)$ (i.e. $O(k\log N)$) truncated from size $N$. Total number of such truncated region is $\frac{N}{k\log N}$. In addition, since $k$ sparse Fourier coefficients are distributed in a region consisting of $N$ elements, we have to identify whether output of $O\left(\frac{k}{\alpha}\log\left(\frac{1}{\delta}\right)\right)$-dimensional FFT contains all non-zero Fourier coefficients. If not, we would like to shift the unevaluated non-zero coefficient into the truncated region. Our algorithms determines whether to do the shifting before computing FFT. Since the locations of non-zero coefficients and length of truncated region are known from template, we compare the locations with boundary of truncated region to determine the shifting factor $sf$.

**5.2.2.1 Input-Adaptive Shifting**

There are two ways to do shifting:

1. If $k \leq \frac{N}{k\log N}$, we shift the first unevaluated non-zero coefficient into the truncated region each time;

2. If $\frac{N}{k\log N} < k$, we shift the unevaluated non-zero coefficient by a constant factor $k\log N$ each time;
In the worst case, the first method performs shifting at most $O(k)$ times, while the second version takes time at most $O(N_{klogN})$. However, if all large coefficients reside in only one truncated region, we need no shifting and hence we obtain the best case. Meanwhile, the shifting $sf_i$ to spectral coefficients, i.e. $\hat{y}_{i+sf_i}$ corresponds to time domain operation by multiplying input signal $y_n$ with a twiddle factor, i.e. $y_ne^{-b2\pi sf_i n/N}$ where $b = \sqrt{-1}$. Therefore, the cost of shifting for one time is the length of filtered vector $y$, i.e. $O(klogN)$.

### 5.2.2 Optimized Algorithm

Adding the optimization heuristics and the input-adaptive shifting, the improved sparse FFT algorithm works as following:

1. Apply filter to input signal $x$:
   Utilize a flat window function $D$ to compute the filtered vector $y = Dx$. Time cost $RT_1$ is $O(\frac{k}{\alpha}log(\frac{1}{\delta}))$, i.e. $O(klogN)$.

2. Spectrum shifting: Compare $k$ and $\frac{N}{klogN}$ to select one of the two shifting methods and then do the shifting to filtered vector $y$. The step-2’s runtime $RT_2$ is $O(klogN) \leq RT_2 < O(min\{k, \frac{N}{klogN}\} \frac{k}{\alpha}log(\frac{1}{\delta}))$, i.e. $O(klogN) \leq RT_2 < O(min\{k, \frac{N}{klogN}\}klogN)$.

3. For $e \in \{1, 2, ..., min\{k, \frac{N}{klogN}\}\}$, each shifting event $I_e$ is to compute $O(\frac{k}{\alpha}log(\frac{1}{\delta}))$-dimensional (i.e. $O(klogN)$-dimensional) FFT $\hat{z}_e$ as $\hat{z}_{e,i} = \hat{y}_i$ in current truncated region, for $i \in [O(\frac{k}{\alpha}log(\frac{1}{\delta})) = O(klogN)]$. Final output is $\hat{z}$. The step-3’s runtime $RT_3$ is $O(klogNlog(klogN)) \leq RT_3 < O(min\{k, \frac{N}{klogN}\}klogNlog(klogN))$.

Therefore, total runtime $RT$ of the improved sparse FFT algorithm is $O(klogNlog(klogN)) \leq RT < O(min\{k, \frac{N}{klogN}\}klogNlog(klogN))$.

### 5.2.3 Hybrid Input-Adaptive Sparse FFT Algorithm

Actually, it is clear from the complexity analysis of our general and optimized sparse FFT algorithms that the two algorithm versions are best suit for different input characteristics. That is, the “optimized” version does not perform better than the
general version on all cases. We hybridize the two approaches by at runtime selecting
the most appropriate version based on input characteristics.

In our optimized version of sparse FFT algorithm, it is worth mentioning that if
the required length of pass region is too short, such a filter becomes hard to construct
in practice. Therefore, we define a threshold \(dist_{TD}\) of minimum distance \(dist_{min}\). If
\(dist_{min} \geq dist_{TD}\), then the filter can be constructed to have expected pass region. If
\(dist_{min} < dist_{TD}\), then our general sparse FFT has to be applied and all the Fourier
locations have to be permuted to be equidistant. The threshold can be obtained by
empirical search offline.

Therefore, we make the following judgment on an input to decide which algo-

rithm version to apply for the specific input:

1. Determine shortest distance \(dist_{min}\) among all adjacent locations of \(k\) large
coefficients:

   Initialize minimum distance \(dist_{min} = 0\); For \(j \in 1, 2, ..., k - 1\), compute dis-
tances \(dist_j = loc_j - loc_{j-1}\) between all \(k\) adjacent sparse Fourier locations \(loc_{j-1}\) and
\(loc_j\); Then if \(dist_j < dist_{min}\), update \(dist_{min} = dist_j\). The runtime is \(O(k)\).

2. If \(dist_{min} \geq dist_{TD}\), we choose to use optimized approach to save large
number of permutations; If \(dist_{min} < dist_{TD}\), then our general sparse FFT has to be
applied and all the Fourier locations have to be permuted to be equidistant. The
threshold can be obtained by empirical search in our filter design process.

This resolution assists us to create an input-aware algorithm for sparse FFT
computation. The cost for the deciding process is only \(O(k)\), which can be neglected
compared with the runtime of either the general version or the optimized version.

5.2.4 Real World Application

In this section, we demonstrate how our input adaptive algorithm works in real
world. Meanwhile, we illustrate how the Fourier location template is generated. We use
a sample of video recording in real application shown in figure 5.2. The video sample
uses a fix video camera to record the movement of a 2D object along x-coordinate for
a duration of time. For each time slot we obtain a 2D video frame containing the object image which can be represented as a 2D matrix \( \text{img}(g, h) \) whose values stand for color digits, where \( g \in [ro] \), \( h \in [col] \). The number of rows and columns is \( ro \) and \( col \), respectively. Particularly, we substitute the 2D matrix into a row-major 1D array \( x_i = x(i = g \times col + h) = \text{img}(g, h) \). Assuming the interval between the same object in two time-adjacent video frames is \( m \), it can be proved that shifting to \( \text{img}(g, h) \) is the same to \( x_i \) since \( \text{img}(g, h - m) = x(g \times col + h - m) = x_{i-m} \). Therefore, the process of video recording is modeled as a time shifting process to \( x_i \) and we want to compute its Fourier transform \( \hat{x}_j \) for image/video processing and compression.

At the beginning, we capture input signal \( x_{i,T_0} \) in a video frame at initial time slot \( T_0 \) and calculate its Fourier transform \( \hat{x}_{j,T_0} \) using a dense FFT. All locations of large Fourier coefficients and their order can be obtained for \( \hat{x}_i \) at \( T_0 \). Next we need to compute Fourier transform for \( x_{i-m_1} \) at time \( T_1 \). Since time-shifted \( x_{i-m_1} \) corresponds to \( \hat{x}_j e^{-b2\pi m_1 j/N} \) in spectral domain, where \( b = \sqrt{-1} \), hence the locations of non-zero frequencies in \( \hat{x}_{j,T1} \) is same as those in \( \hat{x}_{j,T0} \), but only their values differ. As a consequence, we can make use of Fourier locations gained from \( x_{i,T0} \) to compute sparse (not dense) FFT for \( x_{i-m_1,T1} \) at \( T_1 \) and for \( x_{i-m_t,T_t} \) at remaining time slots \( T_t \). Therefore, our sparse algorithm saves much time on dense FFTs since we only compute dense FFT once and then only calculate sparse FFTs according to input characteristics we obtained previously.

Moreover, if time shifting factor \( m_t \) is known, we can further directly multiply \( \hat{x}_{j,T0} \) at initial time \( T_0 \) by \( e^{-b2\pi m_t j/N} \) to efficiently attain Fourier transform \( \hat{x}_{j,T_t} \) at remaining time \( T_t \) without a FFT. However, if shifting factor \( m_t \) is unknown, we cannot do this to get spectrums for \( x_{i-m_t,T_t} \). This situation is feasible in real application. Suppose we use a video recorder to capture several video frames, but sometimes we don’t know the time-shifted distance \( m_t \) of the two frames. Hence, we have to know \( m \) at first. The worst case is to match \( x_{i,T0} \) with \( x_{i-m_t,T_t} \) and determine \( m_t \) in runtime of \( O(N^2) \). Nonetheless, such a process can be efficiently executed in \( O(N) \) time when applying the algorithm in [30]. Therefore, if \( m_t \) is unknown, we spend time of \( O(N) \)
Table 5.1: Experimental Configurations.

<table>
<thead>
<tr>
<th>CPU</th>
<th>Frequency</th>
<th>System Memory</th>
<th>Cache</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intel Core i7-920</td>
<td>2.66GHz</td>
<td>24GB</td>
<td>8192KB</td>
</tr>
</tbody>
</table>

on finding $m_t$ and $O(k)$ on multiplying $e^{-\frac{b\pi m_t}{N}}$. Total runtime is $O(N + k)$. In the evaluation section, we conduct detailed evaluation to show our sparse FFT outperforms the performance of above two situations including known $m_t$ and unknown $m_t$.

5.3 Experimental Evaluation

In this section we evaluate our input-adaptive sparse FFT implementation and its influence on a real-world application. We first discuss the environmental setup that we use for the evaluation and then present performance results.

The double-precision sequential implementation and the performance evaluation are conducted on a high performance computer with an Intel Core i7-920 CPU. The hardware configurations are summarized in table 5.1. For sequential version, we evaluate our general and optimized sparse FFT approaches, and compare them against three highly-influential FFT libraries: 1) FFTW 3.3.3 [15], the latest FFTW which is the most efficient implementation for computing the dense FFTs. In FFTW, Streaming Single Instruction Multiple Data Extensions (SSE) on Intel CPU is enabled for better performance. 2) sFFT 1.0 and 2.0 [24], which is one of the fastest sublinear algorithms of sparse FFT with an open source library. 3) AAFFT 0.9 [26], which is another recent sublinear algorithm with fast empirical runtime. Furthermore, all FFTW libraries we use are with two flags, i.e. ESTIMATE (a basic version marked as 'FFTW' in the plots) and MEASURE (an optimal version marked as 'FFTW OPT' in the plots).

5.3.1 General Input-Adaptive Sparse FFT Algorithm

All versions of our general sparse FFT are evaluated in two cases: First, we fix the sparsity parameter $k = 64$ and plot the execution time of our algorithm and the compared libraries for 18 different signal sizes from $N = 2^{10}$ to $2^{27}$. Second, we fix
the signal size to $N = 2^{27}$ and evaluate the running time under different numbers of non-zero frequencies, i.e. $k$.

Figure 5.4 shows our sequential sparse FFT on an Intel i7 CPU. In figure 5.4(a), we fix $k = 64$ and change $N$. The running time of FFTW is linear in the signal size $N$ and sFFT 1.0/2.0 shows approximately linear in $N$ when $N > 2^{20}$. However, our general sparse FFT appears almost constant as the signal size increases, which is a result of our sub-linear property in algorithm. AAFFT 0.9 also shows constantly over different $N$ but its runtime performance is worse than ours and sFFT. Moreover, our approach demonstrates the fastest runtime over sFFT, FFTW and AAFFT. For $N \geq 2^{15}$, our algorithm is faster than FFTW, while sFFT and AAFFT has to reach this goal for $N \geq 2^{19}$ and $N \geq 2^{24}$, respectively. In figure 5.4(b), we fix $N = 2^{27}$ and change $k$. FFTW shows invariance in performance since its complexity is $O(N \log N)$ which is independent on $k$. Additionally, our general sparse FFT has a faster runtime than basic and optimal FFTW for $k$ up to 11000 and 10000, respectively. However, sFFT 1.0, sFFT 2.0 and AAFFT 0.9 are faster than basic FFTW only when $k$ is less than 8000, 9000 and 1000. Therefore, our approach extends the range of $k$ where our performance is faster than dense FFT. Furthermore, our general algorithm performs better than other compared FFT libraries on average.
5.3.2 Optimized Input-Adaptive Sparse FFT Algorithm

Our optimized sparse FFT algorithm has two situations: the optimal status assumes that all large coefficients reside in only one truncated region of length $O(k \log N)$ so that we need no shifting; the average case neglects this assumption but to compute for a random input over 10 runs then takes an average.

Figure 5.5 shows our optimized sparse FFT in sequential case. In figure 5.5(a), we fix $k = 64$ and change $N$. Our optimized approach is sub-linear due to its constant curve when $N$ increases. In addition, the optimal and average case of our optimized algorithm is faster than FFTW when $N \geq 2^{14}$ and $N \geq 2^{15}$, respectively. However, sFFT 1.0/2.0 and AAFFT 0.9 has to achieve this purpose for $N \geq 2^{19}$ and $N \geq 2^{24}$, respectively. In figure 5.5(b), we fix $N = 2^{27}$ and change $k$. Our optimal and average case has a runtime faster than FFTW for $k$ up to 1000000 and 25000, respectively. However, sFFT 1.0, sFFT 2.0 and AAFFT 0.9 are faster than basic FFTW only when $k$ is less than 8000, 9000 and 1000. On average, our optimized algorithm performs better than other compared FFT libraries.
5.3.3 Evaluation of Real World Application

We show an performance evaluation for better illustrating the real-world application of video recording in the section above. Suppose we capture total 10 video frames in 10 time slots. The displacement between the object in adjacent two time slots is set to $2^{10}$ points. Figure 5.6 shows the sequential performance of our hybridized sparse FFT against to the dense FFT performance, i.e. FFTW, and to the performance of two situations including known shifting factor $m$ and unknown $m$. X-axis represents the time slots $T_t$. Input signal size is $N = 2^{27}$ points and $k = 64$. The test shows that our hybridized sparse FFT in sequential case outperform the performance of all other compared situations. It demonstrates that we can spend time to compute a dense FFT once to preprocess the Fourier location template that we need for the FFTs in remaining time. Then we can save much time by using our hybrid sparse FFT for all the subsequent input signals. Furthermore, if the number of frames is large, our sparse FFT outperforms sFFT as well as AAFFT on average in the real application.
5.4 Chapter Summary

In this chapter, we proposed an efficient input-adaptive sparse FFT algorithm that takes advantage of the similarity between sparse input samples to efficiently compute a Fourier transform in the runtime sublinear to signal size $N$. Specifically, our work integrates and tunes several adaptive filters to package non-zero Fourier coefficients into sparse bins which can be estimated accurately. Moreover, our algorithm is non-iterative with high computation intensity. Overall, our algorithm is faster than FFT both in theory and implementation, and the range of sparsity parameter $k$ that our approach can outperform dense FFT is larger than that of other sparse Fourier algorithms.
Chapter 6

PARALLEL INPUT-ADAPTIVE SPARSE FAST FOURIER TRANSFORM FOR STREAM PROCESSING

In this chapter, we improve upon existing sequential sparse FFT algorithms by proposing a new parallel input adaptive sparse FFT algorithm to break down the dependency in the recursive coefficient packaging and estimation of traditional sequential sparse FFTs. It is the first time to propose a highly parallel version of sparse FFT and to exploit substantial parallelism from tradition algorithms. Additionally, due to the fact that in stream processing field, the signal inputs are frequently "sparse", i.e., most of the inputs' Fourier coefficients being zero, our parallel input adaptive sparse FFT is well applicable, efficient and robust in the input adaption process of stream processing. Specifically, our input adaptive algorithm can automatically detect and take advantage of the similarity between adjacent continuous inputs to accelerate computation. When a discontinuity occurs, our discontinuity detection method can automatically detect the discontinuities inside the streams and resumes the continuous input adaptation very efficiently.

6.1 Overview of Sequential Sparse FFTs and Our Parallel Input Adaptive Sparse FFT Approach

In this section, we go over currently existing sequential versions of sparse FFTs to explain the evolution from a traditional sequential sparse FFT algorithm to our proposed parallel input-adaptive sparse FFT algorithm.

Fast Fourier Transform (FFT) is frequently invoked in stream processing, e.g., calculating the spectral representation of audio/video frames, and in many cases the inputs are "sparse", i.e., most of the inputs' Fourier coefficients being zero. Compared
to the very expensive ”dense” FFT computation, which requires a large amount of computing resources and memory bandwidth to compute, many ”sparse” FFT algorithms have been proposed to improve FFT’s efficiency when inputs are known to be sparse. To develop an efficient sparse FFT become a important trend in parallel computing and HPC field.

However, the development of current sparse FFT algorithms is immature and is still under research. The existing sparse FFT implementations [29, 28, 21, 20, 22, 27, 19], even for the nearly optimal sparse FFTs [24, 25], are limited to be sequential version algorithm. The reason is that it is hard to break down the dependency within the coefficient binning and estimation process, and hence it is difficult to exploit parallelism. There is no fully parallel version of sparse FFT now. Moreover, like their “dense” counterparts, existing sparse FFT implementations are input oblivious in the sense that how the algorithms work is not affected by the value of input. The sparse FFT computation on one frame is exactly the same as the computation on the next frame.

This chapter improves upon existing sparse FFT algorithms by proposing a new parallel algorithm to break down the dependency in the recursive coefficient packaging and estimation of traditional sequential sparse FFT. It is the first time to propose a fully parallel version of sparse FFT and to exploit substantial parallelism from tradition algorithms. Meanwhile, our proposed algorithm is able to simultaneously exploit the input sparsity and the similarity between adjacent inputs in stream processing. Additionally, our algorithm detects and takes advantage of the similarity between input samples to automatically design and customize sparse fourier template that lead to better parallelism and performance. Specifically, given a sparse signal that has only \( k \) non-zero Fourier coefficients, our algorithm is able to directly permute coefficients in spectral domain to replace the time domain approximation of tradition algorithms. So it automatically gets rid of the dependency and efficiently packages the non-zero Fourier coefficients into a small number of bins which can then be estimated accurately. Therefore, our algorithm has runtime sub-linear to the input size and exploit much data parallelism and concurrency, both of which greatly improve the performance.
Furthermore, we consider to make our sparse FFT algorithm adaptive to various input streams. For the continuous inputs, we develop an efficient heuristic to detect the similarity between the current input to its predecessor in stream processing, and when it is found to be similar, we novelly use the spectral representation of the predecessor to accelerate the sparse FFT computation on the current input. Additionally, if there is a discontinuity occurring after a segment of continuous input streams, we also propose and design a new heuristic of discontinuity detection process in our parallel sparse FFT, that can automatically detect the discontinuities inside the streams and resumes the continuous input adaptation very efficiently.

Finally, we show how the performance of our implementation can be parallelized for GPU and multi-core CPU. We evaluate our parallel input-adaptive sparse FFT implementation on Intel Core i7 CPUs and three NVIDIA GPUs, i.e., NVIDIA GeForce GTX480, Tesla C2070 and Tesla C2075. Our parallel sparse FFT algorithm is much faster than previous FFTs both in theory and implementation. For inputs with size \( N = 2^{24} \), our parallel implementation outperforms FFTW for \( k \) up to \( 2^{18} \), which is an order of magnitude higher than prior sparse algorithms. Furthermore, our parallel input adaptive sparse FFT on Tesla C2075 GPU achieves up to 77.2× and 29.3× speedups over 1-thread and 4-thread FFTW, 10.7×, 6.4×, 5.2× speedups against sFFT 1.0, sFFT 2.0, CUFFT, and 6.9× speedup over our sequential CPU performance, respectively.

### 6.2 Parallel Input-Adaptive Sparse FFT Algorithm

Compared with the “dense” FFT algorithms or the existing sparse FFT algorithms, our input-adaptive sparse FFT algorithm can be better parallelized. Specifically, our algorithm is non-iterative with high arithmetic intensity in most portions. The non-iterative nature exposes good coarse-grain parallelism. Moreover, data parallelism of each section can be exploited from the algorithm. In this work, we use Graphic Processing Units (GPUs) for the well-suited data parallel computations. Several architectural-oriented transformations are applied to fine-tune the algorithm for
the GPU architecture.

6.2.1 General Description of Parallel Input Adaptive Sparse FFT

Our parallel input adaptive sparse FFT is to do the parallelization based on our sequential input adaptive sparse FFT algorithm which was introduced in the above chapter 5. To help understand the role of spectral template, figure 6.1 illustrates the binning process in our algorithm. Large Fourier coefficients are binned into a small number of buckets and each bucket is designed to have only one large coefficient whose location and magnitude can be then determined. The bucket is represented by an \( n \)-dimensional filter \( D \), that is concentrated both in time and frequency, to ensure the runtime to be sublinear to \( N \). The filter design is described in our sequential input adaptive sparse FFT algorithm introduced in the chapter above. What binning does is essentially to convolute a permuted input signal with a well-selected filter in spectral domain. During the binning, each bucket receives only the frequencies in a narrow range corresponding to the length of filter \( D \)'s pass region, and pass regions of different buckets are disjoint. The prerequisite of a pass region having only one large coefficient is to make it possible to evenly space all adjacent coefficients in spectrum later. The information of likely coefficient locations used in the filter tuning is derived from the sparsity template. Particularly, to achieve the expected equal distanced permutation, we make use of the same hash table structure of our sequential input adaptive sparse FFT algorithm introduced in the above chapter 5, to directly permute coefficients in the spectral domain.

Due to the fact that we can directly know the exact locations of non-zero Fourier coefficients (i.e. Fourier frequencies), and hence we can directly permute and package each non-zero Fourier coefficients in spectral domain, instead of making approximation from time domain. Therefore, each non-zero frequency packaging becomes independent with each other, and they can be fully parallelized. Additionally, our parallel sparse FFT is able to break down large dependencies of the traditional frequency permutation estimation process in time domain, and hence our parallel algorithm gets rid of the
dependencies of the traditional sparse FFTs. Moreover, our algorithm does not need the packaging iterations, so our sparse FFT structure is non-iterative and has only one execution path with several sub-routines, including hashed index computation, input permutation, filtering, subsampling FFT, and coefficient recovery.

6.2.2 Parallelism Exploitation and Kernel Execution

We use the general sparse FFT implementation to demonstrate how we parallelize our input-adaptive sparse FFT algorithms. The parallelization of the optimized version is similar. Since data parallelism is a set of homogeneous tasks executed repeatedly over different data elements, we have such parallelism existing in sections of hashed index computation, filtering and input permutation, subsampling FFT, and location recovery. Therefore, to achieve high performance we construct GPU computational kernel for each section.

First of all, kernel HashFunc(), whose number of threads is $k$, is responsible to compute hashed indices of permuted coefficients and to determine shift factors. The loop of size $k$ is decomposed and each scalar thread in kernel concurrently works as each index $j$ in the algorithm. In addition, kernel Perm() with total number of threads $k^2 \log N$ is used to apply filter and permutation to input. Each thread multiplies filter as well as shifting factor with input for one element. We parallelize subsampling to input in kernel Subsample() with total $k$ threads before we launch our well-tuned
FFT kernel \( TunedFFT() \). Finally we obtain output from location estimation kernel \( Recover() \) with \( k \) threads parallelizing the loop of algorithm.

For the parallelization of our optimized version of sparse FFT algorithm, we start to launch kernel \( Filtering() \) to parallelize loop size \( O(k\log N) \) of applying filter to the input. Subsequently, kernel \( Shifting() \) with \( \min\{k, \frac{N}{k\log N}\} k\log N \) threads is to make each thread shift one input element by a factor. For each shifting event, our tuned FFT kernel \( TunedFFT() \) is launched before we gain the output.

### 6.2.3 Performance Optimizations

Throughout our GPU implementation to two versions algorithms, we take care of several important optimization techniques that enable GPU performance to be improved significantly.

Since GPU global memory accesses are costly, it is crucial to optimize access pattern in order to get maximum memory bandwidth. We organize memory accesses to be coalesced which indicates that threads of a half-warp (16 threads) access 16 consecutive elements at a time so that those individual accesses are grouped into a single memory access. Since in our implementation, most kernels have consecutive access patterns, therefore we enable coalesced accesses by making the size of thread block be \( 16 \times 2^p \) where \( p \geq 0 \), and set grid size to \( \frac{\# \text{threads}}{\text{blocksize}} \).

Moreover, data sharing between kernels can be executed efficiently by increasing data reuse inside local device memory. Host (CPU) and device (GPU) are connected through a PCIe bus that has much larger latency and smaller bandwidth than device memory. Therefore it is of great necessity to increase PCI bandwidth by reducing the number of PCI transfers and keep much more data in local device for reuse. In our implementation, we only have two transfers between CPU and GPU. The first communication is to input all precomputed data including input, Fourier locations and filter information into GPU from CPU. The second transfer is to output final sparse-Fourier results from GPU to CPU. Temporary results are kept into GPU memory and are reused between kernels without transfering back to CPU.
6.2.4 Tuned GPU based FFT Library

Our GPU kernel decomposes a 1D FFT of size $N = N_1 \times N_2$ into multidimensions $N_1$ and $N_2$. Therefore it enables the exploitation of more parallelism for parallel FFT implementation on GPU architectures. All $N_1$ dimensional 1D FFTs are first calculated in parallel across $N_2$ dimension. If the size of $N_1$ is still large after decomposition, we would further decompose each $N_1 = N_{11} \times N_{12}$ sized 1D FFT into two dimensional FFTs with smaller sizes $N_{11}$ and $N_{12}$, respectively. On GPU, the device memory has much higher latency and lower bandwidth than the on-chip memory. Therefore, shared memory is utilized to increase device memory bandwidth. $N_1W \times N_{11} \times N_{12}$ sized shared memory needs to be allocated, where $N_1W$ is chosen to be 16 for half-warp of threads to enable coalesced access to device memory. The number of threads in each block, for both $N_{11}$ and $N_{12}$-step FFTs, is therefore $N_1W \times max(N_{11}, N_{12})$ to realize maximum data parallelism on GPU. To calculate each $N_1$-step 1D FFT, a size $N_{11}$ FFT is executed to load data from global memory into shared memory for each block. Next, all threads in each block are synchronized before data in shared memory is reused by the $N_{12}$-step FFT and subsequently written back to global memory. Experiment tests show that such shared memory technique effectively hides global memory latency and increases data reuse, both contributing to the performance on GPU. Figure 6.2 shows the working flow of our GPU based parallelization.

**Figure 6.2:** Working Flow of GPU Parallelization.
6.3 Input Adaption Heuristics and Process

Our sparse FFT algorithm works efficiently in the context that the sparse FFT is invoked on a stream of input signals, and neighboring inputs have very similar spectrum distribution including the sparsity parameter $k$. The assumption is true for many real-world applications, for example, for many video/audio applications, where neighboring frames have almost identical spectral representations in the locations of large Fourier coefficients, and only differing in the coefficient magnitudes. Our algorithm adapts to the homogeneity in signal spectrums by utilizing the output of the previous FFT, i.e., the spectral representation of the previous input, as a template to most efficiently compute the Fourier transform for the current input signal. When the homogeneity is found to be broken, our algorithm re-calculates the template and restarts the input-adaptation. An effective heuristic is proposed in this work to detect such discontinuity in frame spectrums.

In this section, we describe our overall input adaption process. Figure 6.3 illustrates how the whole process would work in real world video stream processing. We first detail when and how Fourier location templates are generated. Then, we elaborate how our sparse FFT adapts to inputs with homogeneous and discontinuous characteristics.

6.3.1 Scenario Establishment

Assume we use a fix video camera to record the movement of a 2D object for a duration of time. Each frame of the object can be represented as a 2D matrix $\text{img}(g, h)$ whose values stand for color digits, where # of rows is $ro$, # of columns is $col$, and $g \in [ro]$, $h \in [col]$. In this work, we flatten the 2D matrix into a row-major 1D signal $x_i = x(i = g \ast col + h) = \text{img}(g, h)$. If the interval between the same object in two time-adjacent video frames is $m$ in $X$ dimension and $v$ in $Y$ dimension, it is clear that the shifting factor $(m, v)$ to $\text{img}(g, h)$ is the same as $x_i$ since $\text{img}(g - v, h - m) = x(g \ast col - v \ast col + h - m) = x_{i - v \ast col - m}$. Therefore, the process of video recording is
modeled as a time shifting process to $x_i$, and we want to compute its Fourier transform $\hat{x}_j$.

### 6.3.2 Input Adaption for Homogeneous Signals

If the scene doesn’t switch to another scene, i.e., the shifted object signals are homogeneous, the signals will have same amplitudes but differ in the $X$ dimensional displacement. As a result, in the spectral domain, the neighboring frames have identical Fourier locations but differ in the coefficients.

In the beginning, the input signal $x_{i,T_0}$ is captured in a video frame at the initial time slot $T_0$. We generate the Fourier template $Tmp$ once by calculating $x_{i,T_0}$’s Fourier transform $\hat{x}_{j,T_0}$ using a dense FFT if $\hat{x}$ is not sparse or using a sparse FFT if $\hat{x}$ is...
sparse. The Fourier template $Tmp$ containing all the locations of non-zero Fourier coefficients and their order for $\hat{x}_i$ at $T_0$. The cost includes runtime of a full FFT, i.e. $O(FFT)$, plus the time to identify sparse Fourier locations, i.e. $O(N)$. Next, we need to compute Fourier transform for $x_{i-m_1}$ at time $T_1$. Since the time-shifted $x_{i-m_1}$ corresponds to $\hat{x}_j e^{-b2\pi m_1 j/N}$ in spectral domain, where $b = \sqrt{-1}$, hence the locations of non-zero Fourier coefficients in $\hat{x}_{j,T1}$ is same as those in $\hat{x}_{j,T0}$, but only the coefficients differ. As a consequence, the Fourier template $Tmp$ is used to compute sparse FFT for $x_{i-m_1,T1}$ at $T_1$ and for $x_{i-m_t,T_t}$ in the following time slots $T_t$. Therefore, we only compute dense FFT once on each segment of homogeneous inputs. Except for the first input in the segment, our adaptive sparse FFT is used according to input characteristics we obtained previously.

Moreover, if time shifting factor $m_t$ is known, we can further directly multiply $\hat{x}_{j,T0}$ at initial time $T_0$ by $e^{-b2\pi m_t j/N}$ to efficiently attain Fourier transform $\hat{x}_{j,T_t}$ at remaining time $T_t$ without a FFT. However, if shifting factor $m_t$ is unknown, we cannot do this to get spectrums for $x_{i-m_t,T_t}$. This situation is feasible in real application. Suppose we use a video recorder to capture several video frames, but sometimes we don’t know the time-shifted distance $m_t$ of the two frames. Hence, we have to know $m$ at first. The worst case is to match $x_{i,T0}$ with $x_{i-m_t,T_t}$ and determine $m_t$ in runtime of $O(N^2)$. Nonetheless, such a process can be efficiently executed in $O(N)$ time when applying KMP algorithm [30]. Therefore, if $m_t$ is unknown, we spend time of $O(N)$ on finding $m_t$ and $O(k)$ on multiplying $e^{-b2\pi m_t j/N}$. Total runtime is $O(N+k)$. The evaluation shows that our sparse FFT outperforms the performance of above two situations including known $m_t$ and unknown $m_t$.

We show an performance evaluation for better illustrating the real-world application of video recording. The test described in figure 5.6 shows that our input-adaptive FFT for homogeneous inputs outperforms the performance of all other compared situations. It demonstrates that we can spend time to compute a dense FFT once to preprocess the Fourier location template that we need for the FFTs in remaining time.
Then we can save much time by using our hybrid sparse FFT for all the subsequent input signals. Furthermore, if the number of frames is large, our sparse FFT outperforms sFFT as well as AAFFT on average in the real application. The detailed evaluation is described in the evaluation section.

### 6.3.3 Input Adaption for Discontinuous Signals

When the homogeneity is broken, the input-adaptation restarts by re-calculating the spectral template. There are two types of discontinuity: *Case 1*, the signal size is invariable, but its amplitudes vary; *Case 2*, both signal size and amplitudes vary.

We develop an effective heuristic to detect such discontinuity in frame spectra. Conceptually, if the standard FFT is computed for each input and the output is compared with the output of our sparse FFT, the deviations between the two will be small in the case of homogeneity, but will become large at the discontinuity point. However, we cannot run a $O(N\log N)$-time standard FFT to detect the discontinuity, which will void all performance advantage of the sparse FFT. Instead, we use sampling. A partial size FFT is calculated as the standard, and its runtime is limited to $k\log N$ so that the complexity of our library plus partial standard FFT is still kept to be strictly sublinear to $N$ and to be smaller than the runtime of other sparse FFTs as well. We tried two sampling methods: *First-Partial Method*, simply chooses the first $k\log N$ portion from the output; and *Partial Sampling Method*, samples the output by a rate of $\frac{N}{k\log N}$.

Subsequently, we need to quantitively define discontinuity. We use the first-level deviation $d_{ev_{i}}$ by comparing the outputs of our sparse FFT with that of sampled FFT. We further conduct a second-level deviation metric $d_{ev_{2nd}(d_{ev_{i}}, d_{ev_{i-1}})}$ to determine the relative degree of difference between $d_{ev_{i}}$ for current signal $x_{i}$ and $d_{ev_{i-1}}$ for signal $x_{i-1}$ in the prior frame $i-1$. From our test, if discontinuity occurs at frame $i$, $d_{ev_{2nd}(d_{ev_{i}}, d_{ev_{i-1}})}$ at the discontinuous point will be much larger than $d_{ev_{2nd}(d_{ev_{i-m}}, d_{ev_{i-m-1}})}$, $1 \leq m < \# frames$, of the previously homogeneous cases, and can be accurately separated. Since we only need compute the
Table 6.1: Sub-steps Parameters of Input Adaption.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Functionality</th>
</tr>
</thead>
<tbody>
<tr>
<td>#frames</td>
<td>Total # of video frames per segment.</td>
</tr>
<tr>
<td>#segment</td>
<td>Total # of stream segments.</td>
</tr>
<tr>
<td>Full_FFT</td>
<td>Time of the full dense or sparse FFT to generate Fourier location template.</td>
</tr>
<tr>
<td>Partial_FFT</td>
<td>Time of the partial-size FFT to detect discontinuity.</td>
</tr>
<tr>
<td>T_loc</td>
<td>Time to find sparse Fourier locations.</td>
</tr>
<tr>
<td>IA_sFFT</td>
<td>Time of our input-adaptive sparse FFT.</td>
</tr>
</tbody>
</table>

second-level metric once, the cost for the entire detection is \(O(our\_sparse\_fft) + k\log N + O(1)\) and is asymptotic to only \(O(our\_sparse\_fft)\). Finally, after the discontinuity has been detected, our algorithm re-calculates the template and resumes the input-adaptation.

The overall performance of our input-adaptive sparse FFT algorithm can be decomposed into the time components listed in table 6.1. Suppose there are \#segment\ segments of inputs in a stream. In each segment, the first \#frames \(- 1\) frames are homogeneous and discontinuity occurs at the last frame. The execution time of our algorithm over the whole stream can be summarized as \(Time = Full\_FFT + T\_loc + (IA_sFFT + Partial\_FFT) \times (#frames - 1) \times #segments + (Full\_FFT + T\_loc + IA_sFFT) \times #segments.\)

6.4 Performance Evaluation

In this section we evaluate our input-adaptive sparse FFT implementation and its performance in a real-world-like application. All inputs are double-precision. The evaluation is conducted on three heterogeneous computer configurations. The sequential version is implemented on the Intel i7 920 CPU and the parallel implementation is tuned for three different NVIDIA GPUs, i.e. GeForce GTX480, Tesla C2070 and Tesla C2075. For both sequential and parallel versions, we evaluate our general and optimized sparse FFT approaches, and compare them against four highly-influential
Table 6.2: Configurations of GPUs and CPU.

<table>
<thead>
<tr>
<th>GPU</th>
<th>Global Memory</th>
<th>NVCC</th>
<th>PCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>GeForce GTX480</td>
<td>1.5GB</td>
<td>3.2</td>
<td>PCIe2.0 x16</td>
</tr>
<tr>
<td>Tesla C2070</td>
<td>6GB</td>
<td>3.2</td>
<td>PCIe2.0 x16</td>
</tr>
<tr>
<td>Tesla C2075</td>
<td>6GB</td>
<td>3.2</td>
<td>PCIe2.0 x16</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CPU</th>
<th>Frequency, # of Cores</th>
<th>System Memory</th>
<th>Cache</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intel i7 920</td>
<td>2.66GHz, 4 cores</td>
<td>24GB</td>
<td>8192KB</td>
</tr>
</tbody>
</table>

FFT libraries: 1) FFTW 3.3.3 [15], the latest FFTW which is one of the most efficient implementations of dense FFT. In FFTW, Streaming Single Instruction Multiple Data Extensions (SSE) on Intel CPU is enabled for better performance. Furthermore, we use two levels of optimizations in FFTW, i.e. ESTIMATE (a basic optimization level marked as 'FFTW' in the plots) and MEASURE (a more aggressively optimized version marked as 'FFTW OPT'). The 4-thread enabled FFTW is used in evaluation of the parallel version. 2) sFFT 1.0 and 2.0 [24], which is one of the fastest sublinear algorithms of sparse FFT. 3) AAFFT 0.9 [26], which is another recent sublinear algorithm with fast empirical runtime. 4) CUFFT 3.2, the NVIDIA CUDA FFT library for GPU-based dense FFT implementation. The reported GPU performance includes the time for both computation and data transferring between host and device. The configurations of the FFT libraries, the GPUs and the CPU have been summarized in table 6.2.

6.4.1 Input-Adaptive Sparse FFT Algorithm

We evaluate both the sequential and the parallel versions of our general sparse FFT in two cases: First, we fix the sparsity parameter $k = 64$ and plot the execution time of our library and the other libraries for 18 different signal sizes from $N = 2^{10}$ to $2^{27}$. Second, we fix the signal size to $N = 2^{24}$ and evaluate the running time under different numbers of non-zero frequencies, i.e. $k$. 
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6.4.1.1 Sequential Input-Adaptive Sparse FFT

To better illustrate the performance improvement of our parallel input adaptive sparse FFT, we first reiterate the unoptimized implementation performance of our sequential input adaptive sparse FFT.

Figure 6.4 and figure 6.5 show our sequential sparse FFT on an Intel i7 CPU. The basic version of our library is labeled as flag 'General', and the average and the best case of our optimized version is marked as 'OPT-AVG' and 'OPT-BEST', respectively. Specifically, our optimized version performs best when all large coefficients reside in only one truncated region of length $O(k \log N)$ so that no shifting is needed. The 'OPT-AVG' case instead runs on a random input for 10 times and then takes an average.

In figure 6.4, we fix $k = 64$ but vary $N$. The running time of FFTW is linear in the signal size $N$ and sFFT 1.0/2.0 shows approximately linear in $N$ when $N > 2^{20}$. However, our sparse FFT’s performance appears almost constant as the signal size increases, which reflects the sub-linear complexity of our algorithm. In addition, AAFFT 0.9 is stable over different $N$ but its performance is lower than ours and sFFT. Overall, our approach outperforms over sFFT, FFTW and AAFFT. Our general version, the average case and the optimal case of our optimized library become faster than FFTW with $N \geq 2^{18}$, $N \geq 2^{17}$, and $N \geq 2^{14}$, respectively, while sFFT and AAFFT achieve this goal with much larger input sizes, i.e., $N \geq 2^{19}$ and $N \geq 2^{24}$, respectively.

In figure 6.5, we fix $N = 2^{24}$ but change $k$. FFTW shows invariance in performance since its complexity is $O(N \log N)$ which is independent to $k$. Our general sparse FFT maintains its performance superiority over FFTW for $k$ up to 3000 and 2000, respectively. Our optimal version shows a faster performance than FFTW before $k$ reaches 100000. However, sFFT 1.0, sFFT 2.0 and AAFFT 0.9 are faster than basic FFTW only when $k$ is less than 900, 1000 and 100. Therefore, our approach extends the range of input sparsity parameter $k$ in which a sparse FFT outperforms a dense FFT, the range being an indicative and widely used efficiency metric when evaluating a sparse FFT algorithm. Furthermore, our library performs better than all other
compared FFT libraries on average.

6.4.1.2 Parallel Input-Adaptive Sparse FFT

In this section, we parallelize the unoptimized implementation of our sequential input adaptive sparse FFT, and we evaluate performance of the parallel version.

Figure 6.6 shows the parallel versions of our sparse FFT on three GPUs. Since there is no parallel version of either sFFT or AAFFT, we only compare to the 4-thread FFTW and CUFFT. In figure 6.6, we fix $k = 64$ and vary $N$. Both 4-thread FFTW and CUFFT are linear in the signal size $N$, however, our parallel performance appears constant as $N$ increases. Our general version implementations on the three GPUs are faster than the 1-thread FFTW, the 4-thread FFTW and CUFFT when $N \geq 2^{14}$, $N \geq 2^{16}$ and $N \geq 2^{17}$. Furthermore, the optimal performance of our parallel case is faster than 1-thread FFTW, 4-thread FFTW and CUFFT when $N \geq 2^{12}$, $N \geq 2^{14}$ and $N \geq 2^{14}$.
Figure 6.5: Sequential Performance vs. Sparsity Parameter.

In figure 6.7, we fix $N = 2^{24}$ and change $k$. Specifically, our parallel performance of basic version on GTX480, Tesla C2070 and C2075 has a runtime faster than 1-thread FFTW for $k$ up to 30000, 40000, 50000, faster than 4-thread FFTW before $k$ reaches to 20000, 30000, 30000, and faster than CUFFT for $k$ less than 6000, 8000, 9000, respectively. Additionally, the optimal performance of our parallel case is better than 1-thread FFTW, 4-thread FFTW, CUFFT for $k$ up to 500000, 100000, 40000, respectively.

6.4.2 Detection for Signal Discontinuity

In section 6.4.1, the performance of our pure sparse-FFT library is evaluated based on homogeneous input signals. When the homogeneity is broken, the heuristic introduced in the section 6.3 is used to detect when the discontinuity happens. Next, we evaluate how well our heuristic works and how much overhead it incurs.

We use test cases similar to the image streaming processing scenario described
Figure 6.6: Parallel Performance vs. Signal Size on Three GPUs.

Figure 6.7: Parallel Performance vs. Sparsity Parameter on Three GPUs.
in section 6.3.3. In total 3 segments of image frames are used. In each segment, the frames are homogeneous except for the last frame at which discontinuity occurs. For the case-1 discontinuity, we keep to use the same signal size $N$, but re-generate signal with randomly picked amplitudes differing from the homogeneous signals. For the case-2 discontinuity, the signal size is cut down to $N/2$ and its amplitudes are randomly re-generated. The size of each image signal is $N = 2^{22}$ and the sparsity parameter $k = 64$.

Figure 6.8 and figure 6.9 show the first-partial method and the partial sampling detection method for the case-1 discontinuity. There are 3 segments and 32 frames per segment. For each homogeneous frame, it shifts by a displacement of $2^{17}$ points. We use the Root-Mean-Square-Error (RMSE) between the sampled FFT and our sparse FFT as the deviation metric. The RMSE is defined as $\sqrt{\frac{\sum_{i=0}^{N-1} (F_x - f_x)^2 + (F_y - f_y)^2}{2N}}$.

As shown in figure 6.9, our library and the sampled FFT produce almost the same results for homogeneous frames with the 1st-level RMSEs in the small range of $(4.43 \times 10^1, 4.52 \times 10^1)$. However, the outputs are significantly different at the three discontinuity points with the 1st-level RMSEs being $5.35 \times 10^1$, $5.31 \times 10^1$ and $5.41 \times 10^1$, respectively. The spectrally similar signals will produce much closer RMSEs than the discontinuous cases. We can further calculate the 2nd-level RMSE as the RMSE of the 1st-level RMSEs of adjacent frames. The line in the figure represents the 2nd-level RMSE clearly shows values smaller than 2.7 for the homogeneous cases and larger than 8.5 for the discontinuous points. The two boundaries are separated by a large margin. Therefore, the discontinuity is accurately detected at frame 32, 64 and 96 by both sampling methods. Figure 6.10 shows the partial sampling detection method for case-2 discontinuity with 3 segments and 32 frames per segment. Each homogeneous frame shifts by $2^{17}$ points. Similarly, discontinuities are detected at frame 32, 64 and 96, and the RMSE of case-2 discontinuity is larger than that of the case-1. Figure 6.11 shows the partial sampling detection for case-2 discontinuity with 3 segments and 128 frames per segment. For each homogeneous frame, it shifts by a factor of $2^{15}$. The discontinuities at the frames 128, 256 and 384 are also successfully detected.
(a) First-Partial Detection for Case-1 Discontinuity
(3 segments, 32 frames per segment)

Figura 6.8: First Partial Detection for Case-1 Discontinuity with 3 Segments and 32 Frames per Segment.

(b) Partial Sampling Detection for Case-1 Discontinuity
(3 segments, 32 frames per segment)

Figura 6.9: Partial Sampling Detection for Case-1 Discontinuity with 3 Segments and 32 Frames per Segment.
Figure 6.10: Partial Sampling Detection for Case-2 Discontinuity with 3 Segments and 32 Frames per Segment.

Figure 6.11: Partial Sampling Detection for Case-2 Discontinuity with 3 Segments and 128 Frames per Segment.
6.4.3 Performance of Input Adaption Process

We want to see how our algorithm works in a real-world application of the stream processing scenario established in section 6.3. Actually, our approach is to achieve efficiency in such a process: we can spend time to compute a dense FFT once to preprocess the Fourier location template that we need for the FFTs in remaining time. Then we are able to save much computational time by using our hybrid sparse FFT for all the subsequent input samples. Furthermore, if the number of frames is large, our sparse FFT outperforms other sparse FFT implementations on average in the real application.

We use the established scenario in section 6.3 to evaluate the performance of input adaption process. There are several stream segments of image frames. In each segment, all frames are homogeneous except for the last frame where discontinuity occurs. When discontinuity has been detected, we are able to regenerate Fourier template and recalculate our sparse FFT.

This section evaluates the impact of this input adaption process to the overall performance. When discontinuity is detected by the heuristic, the Fourier templates will be re-generated. The input size is $N = 2^{22}$ and the sparsity parameter $k = 64$. Table 6.3 shows the time of each sub-step in table 6.1 in the entire input adaption process of our sparse FFT. All our approaches use the hybrid subroutine. The optimal adaption, labeled as ’OPT’, is to compute sFFT to generate template if input spectrum is sparse. The overall performance is measured including the overhead of the detection heuristic, the recalculation of spectrum templates when discontinuity is found, and the adaptive sparse FFT. Clearly, the more frequently the spectrum templates are calculated, the higher the overhead is, and the lower the performance advantage of our adaptive sparse FFT over the existing input oblivious algorithms. Therefore, we try to determine the break-even point by varying the number of homogeneous frames in a video segment, i.e., in each segment all frames are homogeneous except for the last frame where discontinuity occurs. According to section 6.3.3, the overall performance including our sparse FFT calculation, detection and recalculation process is presented.
Table 6.3: Time of Input Adaption Substeps

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Seconds</th>
<th>Parameter</th>
<th>Seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full FFT(FFTW 1thread)</td>
<td>0.347</td>
<td>Full FFT(FFTW 4threads)</td>
<td>0.107</td>
</tr>
<tr>
<td>Partial FFT(FFTW)</td>
<td>0.00002</td>
<td>T_loc</td>
<td>0.03</td>
</tr>
<tr>
<td>Full FFT(sFFT1.0)</td>
<td>0.047</td>
<td>Full FFT(sFFT2.0)</td>
<td>0.028</td>
</tr>
<tr>
<td>Full FFT(CUFFT)</td>
<td>0.022</td>
<td>IA_sFFT(Our_CPU)</td>
<td>0.007</td>
</tr>
<tr>
<td>IA_sFFT(Our_GTX480)</td>
<td>0.001</td>
<td>IA_sFFT(Our_C2070)</td>
<td>0.0007</td>
</tr>
<tr>
<td>IA_sFFT(Our_C2075)</td>
<td>0.0005</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.12 and figure 6.13 illustrates the performance of our input adaption process with one segment of frames on CPU and three GPUs, respectively. The y-axis represents the running time in seconds and x-axis denotes different number of frames per segment. In figure 6.12, when \( \# \text{frames} \geq 8 \), our sequential library on Intel i7 920 CPU is faster than both 1-thread and 4-thread FFTW, while when \( \# \text{frames} > 32 \), our library is faster than sFFT 1.0 and 2.0. Moreover, when \( \# \text{frames} = 128 \), our average performance gains 26.2\( \times \), 10.1\( \times \) speedup over 1-thread and 4-thread FFTW, and 3.6\( \times \), 2.3\( \times \) speedup over sFFT 1.0 and 2.0, respectively. In figure 6.13, when the \( \# \text{frames} \geq 8 \), our parallel library on the three GPUs is faster than both 1-thread and 4-thread FFTW, while when \( \# \text{frames} > 32 \), our library is faster than sFFT 1.0, 2.0 and CUFFT. Furthermore, when \( \# \text{frames} = 128 \), our average performance on Tesla C2075 GPU achieves 55.1\( \times \), 21.1\( \times \) speedup over 1-thread and 4-thread FFTW, and 7.7\( \times \), 4.6\( \times \), 3.7\( \times \) speedup over sFFT 1.0, sFFT 2.0 and CUFFT, respectively. Additionally, when \( \# \text{frames} = 128 \), our optimal performance on Tesla C2075 obtains 6.2\( \times \) speedup against that of CPU version.

Figure 6.14 and figure 6.15 illustrates the performance of our input adaption process with 3 segments of frames on CPU and GPUs, respectively. In figure 6.14, when the \( \# \text{frames} \geq 8 \), our sequential library on Intel i7 920 CPU is faster than both 1-thread and 4-thread FFTW, while when \( \# \text{frames} \geq 32 \), our library is faster than sFFT 1.0 and 2.0. Moreover, when \( \# \text{frames} = 128 \), our average performance gains 30.2\( \times \), 11.5\( \times \) speedup over 1-thread and 4-thread FFTW, and 4.2\( \times \), 2.6\( \times \) speedup over
Figure 6.12: Performance of Input Adaption with One Segment on CPU.

Figure 6.13: Performance of Input Adaption with One Segment on GPUs.
Performance of Intel i7 CPU with Three Segments

Figure 6.14: Performance of Input Adaption with Three Segments on CPU.

sFFT 1.0 and 2.0, respectively. In figure 6.15, when the $\# \text{frames} \geq 8$, our parallel library on the three GPUs is faster than both 1-thread and 4-thread FFTW, while when $\# \text{frames} > 16$, our library is faster than sFFT 1.0, 2.0 and CUFFT. Furthermore, when $\# \text{frames} = 128$, our average performance on Tesla C2075 GPU achieves $77.2 \times$, $29.3 \times$ speedup over 1-thread and 4-thread FFTW, and $10.7 \times$, $6.4 \times$, $5.2 \times$ speedup over sFFT 1.0, sFFT 2.0 and CUFFT, respectively. Meanwhile, when $\# \text{frames} = 128$, our optimal performance on Tesla C2075 obtains $6.9 \times$ speedup against that of CPU version.

6.4.4 Precision of Our Sparse FFT

Note that we do not permute input in time domain to approximate the equal distanced permutation with a certain probability bound, but rather directly permute in spectral domain. In addition, each bucket certainly bins only one large coefficient. Therefore our sparse FFT algorithm is always capable of producing a determinative output.
Figure 6.15: Performance of Input Adaption with Three Segments on GPUs.

The accuracy of our sparse FFT implementation is verified by comparing its complex Fourier transform \((F_x, F_y)\) with the output \((f_x, f_y)\) of full FFTW, which is a widely used standard FFT library, for the same double-precision input. All the sparse Fourier coefficients are assumed to be integers in the range of \([-1, 1]\). Again, the difference in output is quantized as RMSE which has been defined in section 6.4.2. Lower RMSE value means the two computation routines produce more similar result.

The RMSEs of different signal sizes \(N\) and sparsity parameters \(k\) are tested. With the decrease of \(k\) for each \(N\), the RMSE decreases. Meanwhile, under the same \(k\), when \(N\) increases, the RMSE has a relative decrease. Overall, the RMSE is small on average, and our sparse FFT can produce nearly same results as FFTW.

6.5 Chapter Summary

In this chapter, we propose a parallel input-adaptive sparse fast fourier transform for stream processing. Our approach breaks down the dependency in the recursive
coefficient packaging and estimation of traditional sequential sparse FFTs. Therefore, substantial data parallelism can be exploited for multi-core CPU and GPU to compute and to accelerate performance. In addition, our parallel input adaptive sparse FFT is well applicable in the stream processing applications. Our input adaptive algorithm can automatically detect and utilize the similarity between continuous inputs to accelerate computation. When a discontinuity occurs, our discontinuity detection method can automatically detect the discontinuities inside the streams and resumes the continuous input adaptation very efficiently. Finally, we evaluate our parallel input-adaptive sparse FFT implementation on Intel Core i7 CPUs and three NVIDIA GPUs, i.e., NVIDIA GeForce GTX480, Tesla C2070 and Tesla C2075. Our parallel sparse FFT is much faster than previous FFTs both in theory and implementation. For instance, our parallel input adaptive sparse FFT on Tesla C2075 GPU achieves up to 77.2× and 29.3× speedups over 1-thread and 4-thread FFTW, 10.7×, 6.4×, 5.2× speedups against sFFT 1.0, sFFT 2.0, CUFFT, and 6.9× speedup over our sequential CPU performance, respectively.
Chapter 7
CONCLUSION AND FUTURE WORK

First of all, in this dissertation, we proposed a hybrid FFT library that concurrently uses both CPU and GPU to compute large FFT problems. The library has four key components: a decomposition paradigm that mixes two FFT algorithms to extract different types of computation and communication patterns for the two different processor types; an optimizer that exploits substantial parallelism for both GPU and CPUs; a load balancer that assigns workloads to both GPU and CPU, and determines the optimal load balancing by effective performance modeling; and a heuristic that empirically tunes the library to best tradeoff among communication, computation and their overlapping. Overall, our hybrid library outperforms several latest and widely used large-scale FFT implementations.

Secondly, to improve the existing sparse FFT algorithms, we proposed a new input-adaptive approach for the exploitation of the similarity between sparse input samples in stream processing to improve the efficiency of sparse FFT. Specifically, our work develops an effective heuristic to detect input similarity, and dynamically customizes the algorithm design to achieve better performance. In particular, we integrate adaptive filters to package non-zero Fourier coefficients into sparse bins which can be estimated accurately. Moreover, our algorithm is non-iterative with high computation intensity such that parallelism can be exploited for multi-CPUs and GPU to improve performance. Overall, our algorithm is much faster than other dense and sparse FFTs both in theory and implementation.

In the future work, the FFT algorithm parallelization and optimization for high performance computing is expected to be further implemented into some other kinds of parallel computer systems, such as CPU based cluster or GPU based cluster, in
the view of current trends of high performance computing and anticipated petascale architecture and supercomputers. Moreover, it can be further applied into some other applications or fields, such as physics simulation, multiscale modeling of turbulent clouds, climate prediction, etc. Finally, future research aims to optimize multiscale simulations and related algorithms on hybrid HPC system.
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