METHOD TO ESTIMATE MULTIPLE PERMEABILITY COMPONENTS
FROM A SINGLE RECTILINEAR EXPERIMENT IN LIQUID
COMPOSITE MOLDING PROCESSES

by

Jeffrey Lugo

A thesis submitted to the Faculty of the University of Delaware in partial
fulfillment of the requirements for the degree of Master of Science in Mechanical
Engineering

Fall 2013

Copyright 2013 Jeffrey Lugo
All Rights Reserved
METHOD TO ESTIMATE MULTIPLE PERMEABILITY COMPONENTS
FROM A SINGLE RECTILINEAR EXPERIMENT IN LIQUID
COMPOSITE MOLDING PROCESSES

by
Jeffrey Lugo

Approved: _______________________________________________________
Suresh G. Advani, Ph.D.
Professor in charge of thesis on behalf of the Advisory Committee

Approved: _______________________________________________________
Suresh G. Advani, Ph.D.
Chair of the Department of Mechanical Engineering

Approved: _______________________________________________________
Babatunde A. Ogunnaike, Ph.D.
Interim Dean of the College of Engineering

Approved: _______________________________________________________
James G. Richards, Ph.D.
Vice Provost for Graduate and Professional Education
ACKNOWLEDGEMENTS

Firstly, I would like to thank my advisor Prof. Suresh Advani for his guidance throughout my Master’s program. He has been extremely supportive and dedicated over the past two years. I am also very appreciative of all of Dr. Pavel Simacek’s help throughout my work. He has always been there ready to answer any questions I had.

I want to acknowledge the NSF for funding my work under grant number 0856399 and the LSAMP Bridge to the Doctorate (BTD) Cohort IX Program. Dean Michael Vaughan and Ms. Veniece Keene, who were in charge of supervising the Cohort at UD, have been very supportive along the way, and I thank them for giving me the opportunity to pursue my Master’s.

I would like to thank everyone in our lab group and CCM family, especially Hatice, John, Eric W., Tom and Richie. You guys always made the bad days good and good days better. Thanks for all the great times.

I also want to say thanks to my parents, Graciela and Marcelino and my sisters Stephanie and Kimberly. You guys always believed in me and supported me in my work, and I love you all.
# TABLE OF CONTENTS

LIST OF TABLES ........................................................................................................ vii
LIST OF FIGURES ..................................................................................................... ix
ABSTRACT ................................................................................................................ xii

Chapter

1. INTRODUCTION ................................................................................................. 1

1.1 Permeability Determination of Fibrous Materials in Liquid Composite Molding Processes ................................................................. 1
1.2 Objectives and Thesis Outline ........................................................................... 5

2. PREVIOUS WORK IN PERMEABILITY EVALUATION ............................ 7

2.1 Permeability ..................................................................................................... 7
2.2 Permeability Dependencies .............................................................................. 9
2.3 Experimental Characterization Methods ........................................................ 14

2.3.1 Rectilinear Flow .......................................................................................... 14
2.3.2 Radial Flow ................................................................................................ 15
2.3.3 Transverse and Three-Dimensional Permeability Methods ......................... 17

3. MULTI-REGION EXPERIMENTAL MODEL ........................................ 20

3.1 Experimental Setup ......................................................................................... 20
3.2 Permeability Evaluation .................................................................................. 24

3.2.1 Transient Description of Resin Flow Rate through Multiple Regions .......... 24
3.2.2 Determination of In-Plane, Effective and Distribution Media Permeability for Proposed “Forward” Layup Method: DM Present at Inlet End ......................................................... 27
3.2.3 Determination of In-Plane, Effective and Distribution Media Permeability for Proposed “Reverse” Layup Method: DM Present at Vent End ......................................................... 31
3.2.4 Approximate Solution for Flow in the Lead-Length Region and Determination of through-the-thickness Permeability \( K_{zz} \) ........................................................................ 32
3.2.5 Summary of Procedure to Evaluate Preform and Distribution Media Permeability Values ..................................................... 37
D. EXPERIMENTAL PARAMETERS FOR EQUATION VALIDATION .........................................................98
E. EXPERIMENTAL RESULTS – LEAD-LENGTH DIFFERENCE AND PERMEABILITY VALUES ..................99
F. DATA CORRECTION ALGORITHM – CORRECTED PERMEABILIT VALUES ..................................100
G. PERMISSION FOR REPRODUCTION .......................................................102
LIST OF TABLES

Table 4.1: List of cases and results for element study ........................................46
Table 4.2: Influence of aspect ratio on the calculation of error estimates of permeability ..........................................................48
Table 4.3: Mesh geometric inputs for simulations .................................................48
Table 4.4: Same dimensionless $\psi$ values formed with three different combinations of permeability and geometric inputs .................49
Table 4.5: Percent Error in permeability values obtained from simulations for inputs used in Table 4.4 which validates that if $\psi$ values are the same, the resulting error is identical ........................................50
Table 4.6: Range of $\psi$ parameters used for simulations .....................................51
Table 4.7: Simulation mesh properties for flow analysis .........................................54
Table 4.8: Mesh Inputs for Error Algorithm Test ..................................................70
Table 4.9: Iteration process for validation test of the correction algorithm. Permeability values given in $m^2$ .........................................................71
Table 5.1: Experimentally obtained E-Glass and Distribution Media permeability values .................................................................74
Table 5.2: Experimental values for geometric parameters along with non-dimensional $\psi$ ......................................................................78
Table 5.3: Experimental values for material parameters ........................................78
Table 5.4: Average permeability values from experimental validation ...............79
Table 5.5: Comparison of percent error values obtained from experiments vs. predicted percent error values from simulation plots ..........80
Table 5.6: Average permeability values of experimental results before and after data correction algorithm .............................................82
Table 5.7: Average Percent Error of experimental results before and after data correction algorithm .......................................................82
Table 5.8: Measurements taken for validation experiment of 3 layers ..........85
Table 5.9: Thickness measurements of preform with and without DM ..........86
Table 5.10: Maximum and minimum fabric volume fraction values ...............86
LIST OF FIGURES

Figure 1.1: RTM infusion Process: (1) Preform is laid onto mold, (2) Mold cavity is compacted, (3) Resin is injected, (4) Fabric is allowed to cure, (5) Final part is produced .................................................2

Figure 1.2: VARTM infusion schematic .................................................................2

Figure 2.1: Illustration of the effect of fiber volume fraction on channel size. Compressing fiber bundles reduces porosity of the medium, restricting mobility of resin flow. Reprinted with permission from [6] ................................................................. 10

Figure 2.2: Samples of common fabric types: (a) Woven 24 oz., (b) Non-Crimp Unidirectional, (c) Random Matrix, (d) Complex Stitched ................................................................. 11

Figure 2.3: In-plane and transverse permeability data for four types of E-Glass fabric ................................................................. 11

Figure 2.4: Schematic of linear flow for in-plane permeability measurement ................................................................. 15

Figure 2.5: Schematic of radial flow for 2D permeability measurement. Isotropic and anisotropic flow front developments are illustrated. For isotropic materials, \( R_1 = R_2 \) ................................................................. 16

Figure 3.1: Schematic of the “forward” experiment layup. Infusion line is placed on top of the distribution media (DM) ................................. 21

Figure 3.2: Schematic of the reverse experiment layup. Infusion line is placed on top of the fabric preform ................................................................. 23

Figure 3.3: Assumed pressure distribution in the resin over the lead-length (T-B). A dot with respect to the variable denotes the time derivative ................................................................. 33

Figure 4.1: Using LEGO to convert definition file into a DUMP Mesh file that is readable in LIMS ................................................................. 43

Figure 4.2: (a) Sample mesh displayed in LIMS User Interface. Yellow line above mesh shows the location of the distribution media. (b) Finished simulation in LIMS. Color-mapping represents fill time of mesh ................................................................. 44
Figure 4.3: Contour of finished simulation, color-mapping representing fill time.................................................................45
Figure 4.4: Simulation fill time as a function of number of nodes..............46
Figure 4.5: Mesh element illustration.................................................................47
Figure 4.6: Color-mapping illustration of fill times for layup with (a) DM located at the inlet end and (b) DM located at the vent end. DM is represented by the black bar on top of the preforms. X-location of flow is given in meters. Preform height is magnified to illustrate flow pattern........................................53
Figure 4.7: \( K_{XX} \) values for simulation case displayed in Fig. 4.6(a). \( K_{XX} \) calculated by Eqn. (4.9) sequentially for each point in the second segment of the layup. \( x_{avg} \) is taken by averaging T and B locations. Value converges by the end..........................................................57
Figure 4.8: \( K_{eff} \) for simulation case displayed in Fig. 4.6(b). \( K_{eff} \) calculated by Eqn. (4.10) sequentially for each point in the second segment of the layup. No convergence is reached........................................57
Figure 4.9: \( K_{eff} \) calculated by Eqn. (4.10) for simulation case with DM in the second region, \( L=1 \) m and \( L_{DM} =0.8 \) m.................................58
Figure 4.10: \( K_{eff} \) calculated by Eqn. (4.10) for simulation case with DM in the second region, \( L=2 \) m and \( L_{DM} = 1.8 \) m.................................59
Figure 4.11: \( K_{eff} \) calculated by Eqn. (4.10) for simulation case with DM in the second region, \( L = 4 \) m and \( L_{DM} = 3.8 \) m.................................59
Figures 4.12: Expected percent error, in-plane permeability (\( K_{XX} \)) for \( \Psi_3 \) value (a) 0.4 (b) 0.6 and (c) 0.8.........................................................61
Figures 4.13: Expected percent error, DM permeability (\( K_{DM} \)) for \( \Psi_3 \) value (a) 0.4 (b) 0.6 and (c) 0.8 .........................................................63
Figures 4.14: Expected percent error, transverse permeability (\( K_{ZZ} \)) for \( \Psi_3 \) value (a) 0.4 (b) 0.6 and (c) 0.8.........................................................65
Figure 4.15: Flowchart describing iterative procedure.................................69
Figure 5.1: Setup procedure for the proposed experimental setup.............76
Figures 5.2: (a, left) Top and (b, right) bottom view of flow front in the same experiment. T and B locations are marked.
ABSTRACT

Liquid Composite Molding (LCM) processes are useful in manufacturing high quality parts at low cost. To ensure this quality, modeling and simulation of the process should be performed before the part is manufactured. Predicting infusion and resin-impregnation will give the manufacturer an advantage when setting up the LCM process. It is essential, then, to evaluate accurately the permeability of individual system components such as flow enhancement media (distribution media) and multiple preform layups that is usually required as input to such simulation of resin flow. Extensive work has been devoted to developing various methods of this evaluation, with the majority of the work focusing on a single type of fabric characterization. In this work, a methodology is developed and validated to estimate the in-plane and transverse (through-thickness) permeability of the fabric, as well as permeability of the distribution media in the direction of the flow. An effective permeability for the combination of fabric and distribution media is also defined. The approach is based on tracking the resin flow-front during linear infusion along the top and the bottom surface over a sample representing several material layups (a segment of which includes the flow enhancement media). Analytic solution of flow progression is derived and used to characterize the permeability of all components/layups. The solution, the error due to the assumptions and approximations made and its limits of applicability are presented. A numerical technique using flow simulation results is
utilized to execute a data correction algorithm to further improve experimental estimates.
Chapter 1

INTRODUCTION

1.1 Permeability Determination of Fibrous Materials in Liquid Composite Molding Processes

Liquid Composite Molding (LCM) processes are becoming more common in industrial applications. In LCM, a dry reinforcement preform is compacted within a mold to a desired net-shape. Once the mold is constrained to the desired volume, a polymer resin is injected and driven through the fabric until complete saturation. A particularly common processing technique is Resin Transfer Molding (RTM), a schematic of which is shown in Figure 1.1:
The preform is compacted to the mold cavity shape, and resin is injected into the mold to cover all the empty spaces in between the fibers of the fabric. Once the resin comes out of the vent, the injection is discontinued and, the resin is left to cure and solidify before removing it from the mold.

Vacuum Assisted Resin Transfer Molding (VARTM) is a similar technique, shown in Figure 1.2:
The process only requires one tool surface and a vacuum bag over the preform to create the mold cavity. On either ends are tubing connectors; one end connecting to the injection fluid, the other to the vacuum line. Once the mold is sealed, vacuum is pulled on the part until the preform is fully compacted before opening the injection line. VARTM relies on this vacuum to pull the resin into the fabric, using atmospheric pressure as the driving force. An added feature to the VARTM process is the inclusion of extra disposable layers such as breather material, peel ply and distribution media (shown in Fig. 1.2). Breather material is used to absorb excess resin as it is squeezed out from the preform; peel ply is a porous cloth material which does not stick to the cured resin, and is placed between the vacuum bag and the fiber preform to ensure that the part can be debagged cleanly; the distribution media is a highly-porous medium placed on top of the preform for the resin to travel through very quickly, reducing the filling time.

Under these conditions, one can achieve low void content and high fiber volume fraction, both at a reduced cost in terms of time and money as compared to other composite manufacturing techniques such as Autoclave Processing. However, these benefits are only achieved with fully-saturated parts. Dry spots in the preform can dramatically affect final mechanical properties and lead to premature failure of the part or rejection entirely. Thus, it is important to simulate the process before manufacture; results from the process modeling will allow one to find optimal design parameters, such as desirable gate and vent locations, to ensure full saturation of the preform.
One very important input to model this process is the permeability of the various materials used in the mold and as the preform is anisotropic one must know their values in different directions. Usually, experiments are conducted to measure the permeability values for various preforms and materials. Repeatable values for permeability measurement are often difficult to obtain, and errors on the order of 20-100% for the same fabric are not uncommon. One of the reasons for scatter in permeability values is due to the effects of layering multiple layers of fabric which can differ from one experiment to the next. These evaluations become even more complicated when multiple materials are combined such as distribution media and peel ply/breather cloths. The use of individual component properties to “assemble” the effective property set may in fact be inaccurate [1-3]. Thus, it is necessary to measure the effective preform properties directly, in a particular layup. The properties of distribution media and other disposable plies then should be determined along with the particular preform and the bagging system.

This issue poses few challenges. First, one needs a method to quickly estimate the “system” (as opposed to “component”) properties experimentally and compare them with those obtained by some averaging method of component properties. If the values are similar, there is no need to do further characterization, and averaged values can be used. The difference between the two values may provide some error estimates, and results obtained from numerical simulations with these as input values will ideally provide bounds.
Second, it would be beneficial to measure the “system” properties rapidly and efficiently, even at the cost of lower accuracy. For usual material characterization for VARTM processes, at least three permeability values are to be determined: two permeability components of the preform (in-plane in the flow direction, and through the preform thickness) and one value for the distribution media permeability (also in the infusion direction). We introduce a method in which all these three permeabilities “for the system” are extracted from a single experiment.

The experimental data collected during the experiment is used to approximate permeability components using guidance from an analytic model which is based on certain assumptions and approximations, introducing substantial error when the assumptions are violated. An error bound is provided for the estimate.

1.2 Objectives and Thesis Outline

The objective of this thesis is to introduce and validate a model to quickly determine an estimate for in-plane and transverse permeability of a preform, along with the distribution media permeability, within a single rectilinear experiment resembling a VARTM infusion. First, an introduction to permeability will be given, along with various traditional methods for its characterization. Then, the experimental layout will be outlined, and the analytic solution used to extract the permeability values from the flow front location data (recorded from the
experiment) will be derived. Error analysis is introduced due to the assumptions in the analytic solution by comparing the analytical results with a set of numerically performed experiments with known permeability values in order to establish the limitations of its applicability. An analysis of the processing of data and simulation inputs is presented, followed by results from laboratory experiments used to validate the methodology. A data correction algorithm is also introduced, which utilizes data from the analytical results to further improve permeability estimates.
Chapter 2

PREVIOUS WORK IN PERMEABILITY EVALUATION

2.1 Permeability

Permeability is used to quantify the ease by which a resin can be injected through a porous medium. Being able to fully characterize a fiber mat’s permeability is crucial for successful Liquid Composite Molding processes. Knowing how long it would take to fully saturate the fabric will decide which processing method to use, and drive the design of the setup.

The basis of describing fluid behavior in a porous medium stems originally from studies conducted by Darcy [4]. Introducing permeability as a material parameter, he developed an empirical formula to determine the flow velocity of water through a column of sand, which has been shown to simulate resin impregnation through a fibrous porous media (fiber preform) accurately, and is given by:

\[ Q = -\frac{KA}{\eta} \cdot \frac{\partial P}{\partial x} \]  

(2.1)

Here, \( Q \) is the resin flow rate, \( \eta \) is resin viscosity, \( A \) is the cross-sectional area, and \( \frac{\partial P}{\partial x} \) is the pressure gradient. For his experiments, Darcy worked with a porous medium that was considered isotropic, thus the permeability value – expressed as
$K$ in Eqn. (2.1) – is given as a scalar. However, since the model has been applied to a more complicated material as in composite fibers, it needs to be modified accordingly.

A composite fabric is a collection of fiber tows which combine to create a fibrous network, and these fiber tows themselves are bundles of thousands of individual filaments. To accurately define the flow profile across this network using this model one would have to describe the geometry of every individual flow channel along the cross section, taking into account each fiber filament/tow bundle arrangement. This is obviously beyond the scope of practical experimentation. Thus, Darcy’s Law is expressed averaging the resin velocity as it progresses through the fibers:

$$\langle v \rangle = -\frac{K}{\eta} \cdot \nabla P$$

(2.2)

Where $\langle v \rangle$ is the volume averaged resin velocity and $K$ is now the fabric permeability tensor. This tensor is symmetric and positively definite.

To model the flow one applies Eqn. (2.2) in conjunction with the continuity equation:

$$\nabla \cdot \langle v \rangle = 0$$

(2.3)

To obtain:

$$\nabla \cdot \left( -\frac{K}{\eta} \cdot \nabla P \right) = 0$$

(2.4)
Eqn. (2.4) is the governing equation describing pressure field in the porous media. The permeability is given now as a symmetric second order tensor [5], expressed as:

\[
\mathbf{K} = \begin{bmatrix}
K_{xx} & K_{xy} & K_{xz} \\
K_{yx} & K_{yy} & K_{yz} \\
K_{zx} & K_{zy} & K_{zz}
\end{bmatrix}
\]  

(2.5)

However, one can select a coordinate direction along the principal in-plane directions of the preform to reduce Eqn. (2.5) to finding the principal values only. In usual layered fabric preforms, the material symmetries suggest that these directions are aligned with the fabric plane and with warp/weft directions as long as the fabric is not sheared. This tends to be a reasonably accurate simplification for most cases. Thus, the tensor can be rewritten as:

\[
\mathbf{K} = \begin{bmatrix}
K_{xx} & 0 & 0 \\
0 & K_{yy} & 0 \\
0 & 0 & K_{zz}
\end{bmatrix}
\]  

(2.6)

2.2 Permeability Dependencies

Although permeability is a property of the fiber filaments themselves, there are numerous parameters that can affect the final permeability value of a fabric preform. Studies have shown that permeability is sensitive to the fiber packing arrangement in the network [7-11]. Fibers determine the composite’s mechanical properties, thus it is advantageous for manufacturers to increase the fiber volume fraction ($v_f$) of the part by compressing the fibers tightly together.
However, by constricting the macro-scale channels between fiber tows, it restricts the mobility of resin though the porous medium, reducing permeability. Fig. 2.1 illustrates the effect of $v_f$ on the channel size within the fibrous network, and thus the overall porosity of the fabric.

*Figure 2.1: Illustration of the effect of fiber volume fraction on channel size. Compressing fiber bundles reduces porosity of the medium, restricting mobility of resin flow. Reprinted with permission from [6].*

This nesting effect due to compression of the preform within a mold can also be influenced by fabric type and orientation. Figures 2.2(a-d) demonstrate a sampling of the variety of composite fabric styles:
Permeability data shown in Figure 2.3 is taken from sample experiments conducted in our lab, and aim to demonstrate how much permeability can differ, even for the same material but with varying textile parameter:

Figure 2.3: In-plane and transverse permeability data for four types of E-Glass fabric
The samples plotted in Figure 2.3 are of a non-crimp stitched with alternating +/-45 layers in between 0/90 layers (Stitched #1), a non-crimp stitched 0/90 weave (Stitched #2), Plain 0/90 weave and random matrix preform. Although the samples are all of the same E-glass fiber material, there is a distinct difference in permeability values. Clearly, there is a correlation between not just fiber material but fiber stitching as well. The nesting effects between multiple layers of fabric within a preform will depend on the network present; for example, fibers within a random mat preform as in Fig. 2.2(c) will not align and compact as well as fibers in a uni-directional weave as shown in Fig. 2.2(b). Essentially what is occurring is the local porosities are decreasing with better fiber nesting, restricting fluid flow. Thus, although $v_f$ is typically greater for continuous, straight fibers, permeability may be reduced.

It is essential, then, to characterize the relation between $v_f$ and permeability, as it clearly plays a vital role in processing. Many constitutive models have been developed to describe this relationship. The most well-known formula is the Kozeny-Carman model as discussed in [7], which expresses the permeability in terms of the preform $v_f$. Kozeny first developed an expression for permeability based on an idealized series of symmetrical capillary tubes. Carman extended this model by introducing the concept of a hydraulic radius, and considering that a moving fluid would not flow in straight channels, but rather
around solid particles in tortuous paths. The resulting equation for flow along the fiber direction is thus expressed in terms of the preform fiber volume fraction [8]:

$$K = \frac{R_f}{4k_o} \cdot \frac{(1 - v_f)^3}{v_f^2}$$

(2.7)

Where $R_f$ is the fiber radius, and $k_o$ is the Kozeny constant, which must be determined experimentally. This equation was originally developed for granular beds consisting of ellipsoids, and although it has been assumed valid for porous media, the predicted permeability is isotropic, which is not true for many preforms. Gutowski et al. [9] modified the Kozeny-Carman relation for unidirectional fibers with different values of the Kozeny constant in the different directions. However, Gutowski’s model showed transverse permeability flow greater than zero for $v_f$ greater than the maximum allowable $v_f$, which is when the tows are in contact and block flow in this direction. Gebart [10] modeled an idealized unidirectional reinforcement starting with Navier-Stokes equations for flow both along and perpendicular to the fibers. An approximate analytical solution for flow perpendicular to the fibers was produced that differed from the Kozeny-Carman equation in that the transverse flow stops when the maximum volume fraction is reached. The solution for flow parallel to the fibers has the same form as the Kozeny-Carman equation. Bruschke and Advani [11] analyzed flow across an array of cylinders to obtain an analytical expression for fluid flow. Closed form solutions were developed for upper and lower range porosity values
for Newtonian fluids, while a hybrid model was introduced for mid-range porosity values that showed good agreement with numerical data.

2.3 Experimental Characterization Methods

A variety of methods have been established to experimentally characterize the unsaturated preform permeability components [7, 12-45]. These methods are classified based on the type of fluid flow within the preform and often require controlling either the fluid pressure or injection flow rate. Each method has their distinct advantages and disadvantages.

2.3.1 Rectilinear Flow

For unsaturated rectilinear flow, injection experiments are conducted in a linear flow channel [12-16], where resin saturates all layers within the preform equally. Thus, the flow front will be straight and easier to track, allowing for more repeatability. Time integration of Darcy’s Law results in:

\[ K = \frac{x^2}{t} \cdot \frac{\eta \phi}{\Delta P} \]  

(2.8)

Where \( x^2 \) is the flow front position at an injection time \( t \), \( \phi \) is the preform porosity defined as \( 1 - \psi \), and \( \Delta P \) is the pressure difference between the flow front and injection pressure. Thus, one can track the flow front progression through the preform and plot it as a function of time. The slope of the best fit line to this data is used to calculate in-plane permeability in the direction of the flow.
The drawback to this method is the need for appropriate equipment, such as visual or sensory instruments, to record the flow front development. A further disadvantage is the possibility of creation of flow channels along the specimen edges due to bad sample fit within the mold, and consequent flow race-tracking along these edges. This has been shown to be a common occurrence in linear flow experiments [17]. Gaps at the preform edges can result in higher flow velocity along these edges resulting in two dimensional flow, disturbing the flow front and leading to an overestimation of the permeability. Furthermore, this method determines in-plane permeability only in the flow direction at that fiber volume fraction. Thus, for complete permeability characterization, many sets of experiments would need to be conducted.

2.3.2 Radial Flow

Many of the disadvantages seen in linear flow can be eliminated by utilizing the radial injection technique [18-33]. Although this method also
requires implementation of either a visual or sensory tracking system to record the flow front progression, it provides all the in-plane permeability components in a single experiment. The fluid is injected into the center of the preform, and infuses the preform radially, developing a circular flow front for isotropic fabrics and elliptical flow front for anisotropic preform.

![Diagram of Radial Flow for 2D Permeability Measurement](image)

**Figure 2.5: Schematic of Radial Flow for 2D Permeability Measurement.** Isotropic and Anisotropic flow front developments are illustrated. For isotropic materials, $R_1 = R_2$

For isotropic preforms, the equations governing unsaturated radial flow have been discussed, notably by Adams [18-21]. The equation to determine permeability in this case is given by:
\[ K = \frac{1}{t} \cdot \eta_{\phi} R_O^2 \cdot \left( \frac{R_I}{R_O} \right)^2 \cdot \left( 2 \cdot \ln \left( \frac{R_I}{R_O} \right) - 1 \right) + 1 \]  

(2.9)

Where \( R_I \) is the radius of the flow front at time \( t \), and \( R_O \) is the radius of the injection gate. Thus, the permeability can be determined by plotting pressure gradient in the preform as a function of flow front position. For the cases of anisotropic fabric, the elliptical flow front complicates the governing equations. Chan and Hwang [22] developed a method by which one can determine the principal permeability values \( K_1 \) and \( K_2 \) based on the measurement of the semi-major and semi-minor axes \( R_I \) and \( R_2 \) (illustrated in Fig. 2.5). Continuing on this work, Weitzenböck et al. [28-29] came up with a model which would enable the calculation of the principal permeability components regardless of the direction in which the flow front was measured.

2.3.3 Transverse and Three-Dimensional Permeability Methods

Three-dimensional permeability evaluation is important for LCM processes. In some cases, a manufacturer may have to mold a part that is of considerable thickness, or use certain fabrics in which the transverse permeability is of a much lower magnitude than the in-plane permeabilities. 3D characterization is therefore vital for certain applications, and has been investigated in the previous two decades [34-45].

Woerdeman et al. [34] presented a methodology to interpret out-of-plane permeability tensor by conducting sets of one-dimensional saturated flow
experiments. This results in six nonlinear algebraic equations, which were solved using a robust root finding algorithm to obtain the permeability tensor. Ahn et al. [35] developed an experimental method to simultaneously calculate the three principal permeabilities of fiber preforms, using fiber optics embedded in the preform to detect flow front location. However, this invasive technique proved to be rather difficult to conduct. Gokce et al. [41] developed a technique in which a SCRIMP layup was conducted using a preform of known in-plane permeability in the fiber direction. Distribution media on top of the preform induced a lead length difference between the top and bottom flow fronts, and their locations were recorded. This data was input into an iterative analytical solver to estimate transverse as well as distribution media permeability within the same experiment. Okonkwo et al. [45] used electrical sensors embedded into a RTM mold to gather resin arrival information and determine 3D permeability components from a radially injected experiment.

Although many methods exist to characterize permeability, there is no standard for measurement, and repeatable values are often difficult to obtain. Errors on the order or 20-100% have been found for the same fabric and similar experimental setup. In order to address this, researchers have come together to perform benchmark studies [46-49]. The first international benchmark study [48] was conducted and the result on the same preform showed a wide scatter, up to
90% difference in certain cases. The second permeability benchmark [49] specified the mold geometry, injection fluid, and the procedure as described in [50] along with the same fabric and number of layers. The error reduced significantly, but was still on the order of 20 – 30%. Hence, it is necessary to offer a method to rapidly determine multiple permeability components within a single experiment. The method should quickly produce permeability values even for complex styles, and can be run without the need to obtain expensive equipment so that a standard procedure can be implemented. Proposed is a model in which a layup similar to a typical VARTM experiment is conducted to simultaneously estimate the in-plane and transverse permeability of the preform, as well as the permeability of the distribution media (in the flow direction).
Chapter 3
MULTI-REGION EXPERIMENTAL MODEL

3.1 Experimental Setup

The proposed experiment is carried similarly to a typical VARTM infusion. The measured fabric preform is partially covered with the distribution media assembly, compacted under vacuum and the experimental fluid is infused at atmospheric pressure. On top of the fabric, the distribution media spans a predefined amount of the entire preform length, either next to the injection (Fig. 3.1) or at the vent end (Fig. 3.2). We will analyze both positions, referring to the layup with distribution media at the injection end the “forward” setup, and the layup with distribution media at the opposite end the “reverse” setup. The length of distribution media is called $L_{DM}$ and the remaining length of fabric without distribution media is $L_{NDM}$. These regions induce two very different flow behaviors, which are dependent on properties of the segments such as preform and distribution media thickness ($h$ and $h_{DM}$, respectively), the lengths of the segments, and the ratio of permeability components. These effects and how they are related are discussed in a later section.
The schematic illustrated in Fig. 3.1 shows the proposed layup infused from left to right. Note that this illustration shows the layup with the start of the distribution media located at the inlet line end. Both the top and bottom flow front progressions ($T$ and $B$) are recorded. This would require the experiment to be run on a transparent table, such as acrylic, or having a table instrumented with some form of linear sensor.

The fundamental assumption is that the flow is essentially one-dimensional in both segments, with the two-dimensional flow only in the vicinity of the flow-front under the distribution media. In the analysis, this is considered to be secondary and smoothed out by averaging the flow-front locations at top $T$ and...
bottom $B$. In the segment without the distribution media, the in-plane permeability is the fabric permeability. In the part containing the distribution media, the equivalent in-plane permeability may be estimated in terms of fabric in-plane permeability and the permeability of distribution media layers.

The presence of distribution media in the first segment induces a difference between $T$ and $B$. After a short period, this lead-length difference will become constant as the flow through the preform becomes fully-developed [51]. Note that in the segment with no distribution media, after an initial transition zone, $T$ and $B$ will be equal.

Analysis of the section with distribution media will yield an “effective” permeability of the bulk preform/distribution media combination. The second segment, with no distribution media, will provide the in-plane permeability of the fabric stack. This, again, will be an “effective” value unless the stack is homogeneous. The fabric permeability can be used as needed to evaluate the distribution media permeability using the effective permeability of the bulk preform/DM combination. Finally, with these components known and an established lead-length difference between $T$ and $B$, through-thickness (transverse) permeability of the fabric is found.

The “reverse” layup is shown in Figure 3.2, in which we see the order of effective permeability regions is altered:
Nomenclature and directional convention remain the same; the only difference in the setup is the relocation of the distribution media. Flow behavior will essentially be reversed compared to the originally proposed layup. With no DM present in the first region, the flow is purely one-dimensional, which allows for determination of in-plane fabric permeability with high confidence. Once the second region is reached, the presence of distribution media induces a lead-length difference between the top and bottom flow, i.e. the flow at the top of the preform is faster than the bottom. After an initial transition period, this lead length difference will remain constant as the resin flow becomes fully developed. From this data, as before, the permeability evaluation will attempt to determine the
distribution media permeability, as well as the transverse (through-thickness) permeability of the fabric preform.

3.2 Permeability Evaluation

The following section details the equations necessary to evaluate the desired permeability components. Assumptions made will be highlighted when presenting the derivations. In both segments (with and without distribution media), in-plane flow data is evaluated, which combined with geometric properties of the bulk results allows us to determine the in-plane in the direction of flow, transverse and distribution media permeability values.

3.2.1 Transient Description of Resin Flow Rate through Multiple Regions

With the proposed method, multiple porous media (with and without distribution media) are infused sequentially, each having distinct permeability values and flow behaviors. The flow-front position versus time plot may be used to estimate the permeability within each medium using the approach outlined below.

Under the quasi-steady solution approach, the instantaneous governing equations for 1D flow volume averaged velocity $\langle v \rangle$ in $x$ direction through a thin plate with permeability $K_{xx}$ according to Darcy’s Law is:

$$
\langle v \rangle = - \frac{K_{xx}(x)}{\eta} \frac{dp}{dx}
$$

(3.1)
Where \( p \) is resin pressure, and \( \eta \) is viscosity. Note that the permeability \( K \) may vary with location. One-dimensional mass conservation equation requires that at any \( (x) \) location:

\[
\langle v \rangle \cdot h(x) = Q = \text{Const.} \tag{3.2}
\]

Where \( h(x) \) is the local thickness and \( Q \) is the resin flow rate per unit width.

Combining Eqns. (3.1) and (3.2), we obtain the differential equation describing resin pressure field:

\[
\frac{dp}{dx} = -Q \frac{\eta}{K_{xx}(x)h(x)} \tag{3.3}
\]

Integrating the resin pressure from the inlet \( (p_{in} \text{ at } x=0) \) to pressure at the flow-front \( (p = \text{vacuum, thus approximately zero}) \), over \( x \) from \( x =0 \) (injection location) to the flow-front position \( L \):

\[
p_{in} = Q \eta \int_{0}^{L} \frac{dx}{K_{xx}(x)h(x)} \tag{3.4}
\]

This provides the relation for the flow rate \( Q \) dependent on the flow-front position \( L \) as follows:

\[
Q = \frac{p_{in}}{\eta} \int_{0}^{L} \frac{1}{K_{xx}(x)h(x)} dx \tag{3.5}
\]

Based on one-dimensional linear flow assumption, the progress of the flow front \( (dL/dt) \) can be written:
\[ \frac{dL}{dt} = \dot{L} = \frac{Q}{\phi h(x)} \]  

(3.6)

Where \( \phi \) is the porosity of that particular medium. Note porosity is equal to \((1-v_f)\), where \( v_f \) is the fiber volume fraction. Substituting Eqn. (3.5) into Eqn. (3.6), the differential equation for the progress of the flow front \((dL/dt)\) would be:

\[ \frac{dL}{dt} = \dot{L} = \frac{P_{in}}{\eta h(L) \phi(L)} \cdot \frac{1}{\int_0^L K_{xx}(x)h(x) \, dx} \]  

(3.7)

This equation can be integrated including transient inlet pressure with time to obtain the transient description of \( L(t) \):

\[ \int_0^L \left( \int_0^y h(y) \phi(y) \frac{dx}{K_{xx}(x)h(x)} \right) \, dy = \int_0^t \left( \frac{P_{in}(x)}{\eta} \right) \, dx \]  

(3.8)

The solution may be obtained for continuous change in thickness and permeability – which is not of practical use in our case – as well as for any step change(s) which has a number of applications both in actual production (various delay lines and ply drop-offs) and in experimental characterization.

The proposed experimental technique records flow progress during constant pressure infusion from both sides (top and bottom) into two segments with different effective permeability (presence of DM and no DM). Then it uses Eqn. (3.8) to evaluate permeability in both segments.
3.2.2 Determination of In-Plane, Effective and Distribution Media Permeability for Proposed “Forward” Layup Method: DM Present at Inlet End

In both segments we determine the effective in-plane permeability of the system: the permeability value that a perfect homogenous system would need to have for flow to progress with the same apparent velocity. Then, one- or two-dimensional flow with equivalent permeability values is being modeled in place of a more complex two- or three-dimensional system. Note that this is a simplification: we definitely do not have a homogenous system within the segment containing distribution media, and it is quite probable that even in the other segment there is some variation in layer orientation or even material. Particularly the former issue leads to inaccuracy and it is analyzed with other error sources later.

For multi-layered system with \( i \) layers, the effective values for thickness \( h_{eff} \) and porosity \( \phi_{eff} \) of layered system is usually evaluated using rule of mixtures as follows:

\[
h_{eff} = \sum_{i} h_{i}
\]

\[
\phi_{eff} = \frac{\sum_{i} \phi_{i} h_{i}}{h_{eff}}
\]  \( (3.9) \)

For the flow analysis we will assume that the preform (ply layup) without distribution media is fully described by an “effective” permeability and the deviations are negligible. Thus, within the segment without distribution media we
will consider the preform to be homogenous, in which the effective in-plane permeability of a single layer of equivalent material is $K_{XX}$, and through-the-thickness permeability is $K_{ZZ}$, with porosity $\phi$, and thickness $h$.

In the segment with distribution media this cannot be done, but we will assume just two layers: preform and distribution media of permeability $K_{DM}$, porosity $\phi_{DM}$ and thickness $h_{DM}$. Hence, Eqn. (3.9) can be written as:

$$h_{eff} = h_{DM} + h$$

$$\phi_{eff} = \frac{\phi_{DM} \cdot h_{DM} + \phi \cdot h}{h_{eff}}$$

(3.10)

These values are obtainable from preform and distribution media data recorded before an experiment is run. To define the effective in-plane permeability, $K_{eff}$, the rule of mixtures can be applied:

$$K_{eff} = \frac{\sum K_i \cdot h_i}{h_{eff}} = \frac{K_{DM} \cdot h_{DM} + K_{XX} \cdot h}{h_{DM} + h}$$

(3.11)

This is quite accurate for systems with similar permeability in each layer and the error relative to the multi-layered system was studied [47]. In our case, in the first segment with the distribution media this range of validity is stretched considerably. Fortunately, if we analyze the other segment we will probably find it well within this range.

For modest thickness it can be assumed that the in-plane flow of resin occurs in the top layer (i.e. the distribution media) only. The thickness of preform
$h$ is possibly several times higher than that of distribution media $h_{DM}$, but the ratio of permeability being typically two orders of magnitude. Thus, the major contribution to bulk effective permeability is the distribution media permeability, and Eqn. (3.11) can be approximated to:

$$K_{eff} \approx \frac{K_{DM} \cdot h_{DM}}{h_{eff}} \quad (3.12)$$

The validity of this expression is reasonable as long as the three-dimensional effects are limited (i.e. lead length is small compared to overall dimensions). The error due to the application of this relation to the system of preform and distribution media layers will be examined later.

We will first derive the necessary equations for the layup depicted in Fig. 3.1, in which distribution media is located at the inlet end. Integrating time and distance from $x=0$ at $t=0$ in Eqn. (3.8), the governing equation simplifies to well known:

$$L^2(t) = \frac{2 \cdot K_{eff} \cdot p_{in}}{\eta \cdot \phi_{eff}} \cdot t \quad (3.13)$$

This equation provides $K_{eff}$ as the slope between $t$ and $L^2$. It can be acquired from the slope of the best-fit line obtained by graphing $t$ as your independent x-axis and $L^2$ as your measured y-axis. $L$ is taken as the average of $T$ and $B$ as shown in Fig3.1. By disassembling the effective permeability with distribution media in Eqn. (3.12), the distribution media permeability can also be computed now.
For the second region \( x > L_{DM} \) (length of first region), the thickness due to the absence of DM is \( h \), porosity is \( \phi \) and permeability of the preform is simply \( K_{XX} \). Integrating Eqn. (3.7) from \( L_{DM} \) and \( t_{DM} \) (time to reach \( L_{DM} \)) rather than from the very beginning we have:

\[
\int_{t_{DM}}^{L_{DM}} \left( h \cdot \phi \left( \frac{L_{DM}}{K_{eff} \cdot h_{eff}} + \frac{\psi - L_{DM}}{K_{XX} \cdot h} \right) \right) \, d\psi = \int_{t_{DM}}^{t} \left( \frac{P_{in}}{\eta} \right) \, d\chi \quad \text{(3.14)}
\]

will result in relation

\[
\left( \frac{L_{DM} \cdot K_{XX}}{K_{eff} \cdot h_{eff}} (L - L_{DM}) + \frac{1}{2} h \left( L - L_{DM} \right)^2 \right) = \left( \frac{P_{in} \cdot K_{XX}}{\eta \cdot h \cdot \phi} \right) (t - t_{DM})
\]

(3.15)

Re-arranging, we can obtain relation for \( K_{XX} \) as the slope between two experimentally observed functions of flow front position \( L \) and time \( t \):

\[
\frac{1}{2} h \left( L - L_{DM} \right)^2 = K_{XX} \left( \left( \frac{P_{in}}{\eta \cdot h \cdot \phi} \right) (t - t_{DM}) - \frac{L_{DM}}{K_{eff} \cdot h_{eff}} (L - L_{DM}) \right)
\]

(3.16)

Thus, after obtaining \( K_{eff} \) from the first segment of the flow, \( K_{XX} \) can be obtained from the recorded time-position data from the second segment by standard data fitting tools.
3.2.3 Determination of In-Plane, Effective and Distribution Media Permeability for Proposed “Reverse” Layup Method: DM Present at Vent End

For the “reverse” layup illustrated in Fig. 3.2 with distribution media in the second region the equations are derived as the previous model, beginning with Eqn. (3.8). For the first region of this updated experimental layup, in which only fabric is present in the preform, we integrate time and distance from x=0 at t=0 simplifying to:

\[
L^2(t) = \frac{2K_{XX} \cdot P_{in}}{\eta \cdot \phi} \cdot t \quad (3.17)
\]

This result is well-known 1D flow, and can be acquired simply by tracking the flow progression of resin through the fabric.

For the second region \(x > L_{NDM}\), the thickness including the additional height of DM is \(h_{eff}\), porosity is \(\phi_{eff}\) and permeability of the preform is \(K_{eff}\). Integrating Eqn. (3.8) from \(L_{NDM}\) and \(t_{DM}\) (time to reach the DM):

\[
\int_{L_{NDM}}^{L} \left( h_{eff} \cdot \phi_{eff} \cdot \left( \frac{L_{NDM}}{K_{XX} \cdot h} + \frac{\psi - L_{NDM}}{K_{eff} \cdot h_{eff}} \right) \right) d\psi = \int_{t_{DM}}^{t} \left( \frac{P_{in}}{\eta} \right) d\chi 
\quad (3.18)
\]

This will result in relation

\[
\left( \frac{L_{NDM} \cdot K_{eff}}{K_{XX} \cdot h} (L - L_{NDM}) + \frac{1}{2h_{eff}} (L - L_{NDM}) \right) \left( t - t_{DM} \right) = \left( \frac{P_{in} \cdot K_{eff}}{\eta \cdot h_{eff} \cdot \phi_{eff}} \right) (t - t_{DM}) 
\quad (3.19)
\]
Re-arranging, we obtain $K_{\text{eff}}$ as the slope between two experimentally observed functions of flow front position $L$ and time $t$:

$$
\frac{1}{2h_{\text{eff}}} (L - L_{NDM})^2 = K_{\text{eff}} \left( \frac{p_{in}}{\eta h_{\text{eff}} \phi_{\text{eff}}} (t - t_{DM}) - \frac{L_{NDM}}{K_{xx} h} (L - L_{NDM}) \right)
$$

(3.20)

Thus, $K_{\text{eff}}$ can be obtained from the recorded time-position data from the second segment by standard data fitting tools. With $K_{\text{eff}}$ extracted from Eqn. (3.20), one can determine $K_{DM}$ from Eqn. (3.12).

3.2.4 Approximate Solution for Flow in the Lead-Length Region and Determination of through-the-thickness Permeability ($K_{ZZ}$)

To examine the effective through-the-thickness permeability $K_{ZZ}$ of the preform, one can utilize the difference between top and bottom positions of the flow-front in the segment with distribution media. This difference should eventually reach a steady state [51]. For fast estimate of this value, we approximate the flow in the preform between $T$ and $B$ by one-dimensional flow from top to bottom. Thus, all the resin needed to advance the flow is carried into this region by distribution media and between $T$ and $B$ penetrates full thickness of the preform.

If one can approximate the resin pressure distribution in the distribution media between these points, one can compute the penetration of resin through the preform from Eqn. (3.8) and use this relation to evaluate the unknown $K_{ZZ}$:
\[ \int_{0}^{h} (\psi) d\psi = \frac{K_{zz}}{\eta \phi} \int_{0}^{t_F} (p(\chi)) d\chi \]  

(3.21)

Here, \( t_F \) represents the time needed for the flow to reach the bottom and \( p(\chi) \) is the transient pressure distribution between \( T \) and \( B \). The pressure distribution and time should scale inversely to each other [51].

\[ \frac{dT}{dt} = \dot{T} = \frac{dB}{dt} = \dot{B} \]

The task is thus to find a suitable approximate pressure distribution over the lead-length segment. This is shown in Fig.3.3, together with the local coordinate system in spatial/temporal coordinates. The mapping between time and position is assumed to be linear, i.e. the flow-front speed \( \frac{dT}{dt} = \dot{T} = \frac{dB}{dt} = \dot{B} \) is considered constant in the lead-length region and the mapping from \( x \) to \( t \) is simply \( t = x/\dot{T} \).

Figure 3.3: Assumed pressure distribution in the resin over the lead-length (T-B). A dot with respect to the variable denotes the time derivative.
The linear distribution of pressure along distribution media comes to mind as a first approximation. During the time where the lead length passes over a point (time length $t_f$ in Fig. 3.3) at the bottom, the resin will just reach the bottom at distance $h$. We can simplify our model by assuming that the resin is flowing only down from the distribution media. At this time, the pressure distribution will go linearly from 0 to a value $P_F$. Assigning the top and bottom flow front positions $T$ and $B$ respectively, the linear pressure field above the lead length can be expressed:

$$
P_F = P_m \cdot \left(1 - \frac{B}{T}\right)
$$  \hspace{1cm} (3.22)

$P_m$ is the inlet pressure. We express Eqn. (3.21) now:

$$
\int_0^h \phi \cdot \left(\frac{\psi}{K_{zz}}\right) d\psi = \int_0^{t_F} \left(\frac{P_F \cdot \chi}{\eta \cdot t_f}\right) d\chi
$$  \hspace{1cm} (3.23)

Evaluating the integrals finds:

$$
\frac{1}{2} \cdot h^2 = \frac{K_{zz}}{\eta \cdot \phi} \cdot p_F \cdot \frac{t_f}{2}
$$  \hspace{1cm} (3.24)

Where $t_F$ as shown in Fig. 3.3 is evaluated by obtaining the flow velocity of the effective values:

$$
t_F = \frac{T - B}{T} = \frac{T - B}{2 \cdot P_m \cdot K_{eff}} \left(\frac{1}{(T + B) \cdot \eta \cdot \phi_{eff}}\right)
$$  \hspace{1cm} (3.25)

Introducing (3.22) and (3.25) into (3.24) results in:
\[ h^2 = \frac{K_{ZZ}}{K_{\text{eff}}} \cdot \frac{\phi_{\text{eff}}}{\phi} \cdot (T - B)^2 \cdot \frac{T + B}{2T} \]  

(3.26)

Note that for small lead length and fully developed flow, the last fraction reduces to value of one, and Eqn. (3.26) is simplified to approximate \( K_{ZZ} \):

\[ \frac{K_{ZZ}}{K_{\text{eff}}} = \frac{h^2}{(T - B)^2} \cdot \frac{\phi}{\phi_{\text{eff}}} \]  

(3.27)

This very basic approximation for \( K_{ZZ} \) was tested numerically. Unfortunately, it failed to yield reasonable permeability values. This is understandable, as it violates the basic continuity principles as the flow through the distribution media never changes. Thus, a better approximation was built by introducing conditions for the pressure field.

Three new conditions for the pressure field would be:

1. Pressure at the flow-front \((t=0)\) is zero.
2. The pressure gradient at the flow-front delivers enough resin to advance the flow in the distribution media through the distribution media at necessary speed.
3. The pressure gradient at \( t=t_F \) delivers resin to advance the flow in the distribution media and the preform through the distribution media only. This condition is approximate as it neglects whatever resin is being delivered through the preform, but discussion of Eqn. (3.16) applies here, too.

These three conditions can be formulated (in coordinate system of Fig. 3.3) as follows:
\[
\begin{align*}
    p(0) &= 0 \\
    \frac{dp(0)}{dx} &= \dot{T} \cdot \frac{\eta \cdot \phi_{DM}}{K_{DM}} \\
    \frac{dp(T - B)}{dx} &= \dot{T} \cdot \frac{\eta}{K_{DM}} \left( \phi_{DM} + \frac{h \phi}{h_{DM}} \right)
\end{align*}
\] (3.28)

One can satisfy them by a simple parabolic function of \( x \) (with respect to \( t \)), obtaining pressure profile as:

\[
p(t) = \frac{\eta \dot{T}^2}{K_{DM}} \left( \phi_{DM} \cdot t + \frac{h}{2h_{DM}} \cdot \phi \cdot \frac{t^2}{T - B} \right)
\] (3.29)

Substituting (3.21) into (3.19) and integrating, we obtain:

\[
h^2 = \frac{K_{ZZ}}{K_{DM}} \left( \frac{\phi_{DM}}{\phi} \cdot (T - B)^2 + \frac{h}{3h_{DM}} \cdot (T - B)^2 \right)
\] (3.30)

This can be re-arranged as follows:

\[
\frac{K_{ZZ}}{K_{DM}} = \frac{h^2 \cdot \phi}{(T - B)^2} \cdot \frac{1}{\phi_{DM} \cdot \frac{h \phi}{3h_{DM} \cdot \phi_{DM}}}
\] (3.31)

As the lead-length \((T - B)\) will converge to a constant value, so will the estimate of through-the-thickness permeability provided by Eqn. (3.31). This approximation showed improved estimates for transverse permeability, which will be shown in the following Chapter.
3.2.5 Summary of Procedure to Evaluate Preform and Distribution Media Permeability Values

The following approach is used to estimate the in-plane, through-thickness and distribution media permeability for the first proposed method; distribution media within the first region:

1. Measure the length, thickness and porosity values of the preform and the distribution media to be used.
2. Establish time $t_{DM}$ when flow reaches the end of the distribution media on top. Record average lead length difference between the top and bottom flow once fully-developed flow is achieved.
3. Establish effective permeability for distribution media/preform from Eqn. (3.13) using the average of the top and bottom positions to obtain the average flow-front position $L$.
4. Establish in-plane preform permeability value by plotting the Eqn. (3.16) for times above $t_{DM}$.
5. Evaluate distribution media permeability from rearranging Eqn. (3.12).
6. Evaluate through the thickness preform permeability from Eqn. (3.31).

The following approach is used to estimate the in-plane, through-thickness and distribution media permeability for the reverse setup with distribution media relocated to the second segment:

1. Obtain length, thickness and porosity values of the preform and distribution media.
2. Determine $K_{XX}$ from the first segment using well-known 1D flow Eqn. (3.17).

3. Establish time $t_{DM}$ when flow reaches the end of the distribution media on top. Record average lead length difference between the top and bottom flow once fully-developed flow is achieved.

4. Establish effective permeability for distribution media/preform from Eqn. (3.20) for times above $t_{DM}$, using the average of the top and bottom positions to obtain the average flow-front position $L$.

5. Evaluate distribution media permeability from rearranging Eqn. (3.12).

6. Evaluate through the thickness preform permeability from Eqn. (3.31).
4.1 The Permeability Evaluation Error

The experimental approach introduced is based on several assumptions which may become inaccurate for certain dimensional and material property values and relations. For example, the application of Eqn. (3.11) to evaluate the effective permeability or several assumptions concerning the flow-front in the lead-length area as in Eqn. (3.21) may have only limited applicability. Consequently, the evaluation of permeability following the steps in Section 3.2.4 will provide approximate values for some of the components determined using this methodology. The next challenge to quantify the errors arising from such approximations will also help us in establishing the limits of this procedure.

The error will depend on how well these approximations hold, which will depend on the difference between the actual flow patterns obtained by solving the complete set of PDEs versus the simplified flow we assumed. This, in turn, depends on the dimensions of the mold and the materials used in addition to the actual permeability values that are being estimated. The error can be evaluated using numerical approach, but we would like to have some estimate without simulating the entire experiment. To this end, we may examine how the error
depends on process parameters. Obviously, the permeability equations derived in Sections 3.2.2 and 3.2.3 contain too many parameters for this to be comfortable, hence dimensional analysis is carried out to identify the independent relations and non-dimensional parameters that may influence the accuracy of the assumptions.

The resin flow behaves similarly in both proposed layup methods, the only difference being the order of regions. For convenience, we will derive these non-dimensionalized numbers using notation from the first layup method, with distribution media present in the first region and only fabric preform in the subsequent region. The flow in this system (Fig. 3.1) is relatively simple, and the non-dimensional numbers necessary to map this flow should serve very well as our independent parameters. We shall start with straightforward non-dimensionalization of the involved parameters as

\[ \tilde{x} = x / L \quad \tilde{z} = z / h \quad \tilde{p} = p / p_{inlet} \] (4.1)

The flow in the preform in the both segments is governed by the equation:

\[ K_{xx} \frac{\partial^2 p}{\partial x^2} + K_{zz} \frac{\partial^2 p}{\partial z^2} = 0 \] (4.2)

The flow in distribution media can be considered one-dimensional and condensed into a simple boundary condition at the top surface:

\[ h_{DM} \cdot K_{DM} \cdot \frac{\partial^2 p}{\partial x^2} - K_{zz} \frac{\partial p}{\partial z} = 0 \] (4.3)
While this requires the assumption of one-dimensional flow in distribution media to be met, that one tends to be met with reasonable accuracy. Eqns. (4.2) and (4.3), applicable in the segment with DM, will yield two non-dimensional parameters:

\[ \psi_1 = \frac{K_{zz}}{K_{xx}} \left( \frac{L}{h} \right)^2 \]  
(4.4)

\[ \tilde{\psi}_2 = \frac{K_{zz}}{K_{DM}} \frac{L^2}{h \cdot h_{DM}} \]  
(4.5)

The flow in the segment without DM present is governed only by Eqn. (4.2), which seemingly yields no additional non-dimensional parameter. However, there is one more parameter in the process, the non-dimensional location of boundary between segments

\[ \psi_3 = \left( \frac{L_{DM}}{L} \right) \]  
(4.6)

\( \psi_1 \) and \( \psi_3 \) will be used as defined above. The definition of \( \psi_2 \) will be changed to relate it to previous work [51]:

\[ \psi_2 = \tilde{\psi}_2 \psi_3^2 = \frac{K_{zz}}{K_{DM}} \frac{L_{DM}^2}{h \cdot h_{DM}} \]  
(4.7)

The accuracy of the described experimental evaluation will be examined in relation with these three non-dimensional parameters. It should be noted that the permeability ratios are needed for the evaluation of parameters \( \psi_1 \).
and \( \Psi_2 \), and only \( \Psi_3 \) is known when the experimental process is designed. Thus, one needs to process the experimental data by a given algorithm before the actual accuracy of the experiment can be estimated.

4.2 Comparison with Flow Simulation

To study the effects that the experimental layup and material properties have on the accuracy of the experimental evaluation, experiments were performed numerically, processed by the above methodology and error was determined. The numerical analysis was performed using Liquid Injection Molding Simulation (LIMS) software \([53]\). LIMS User Interface is a graphical user interface tool that uses finite element analysis to simulate Resin Transfer molding (RTM) filling processes. The interface allows one to display fully customizable finite element meshes, modify relevant material properties and run the simulation directly. A benefit to using this interface is that it allows one to create one-or two-dimensional edge of plane coverings of the mesh to represent race-tracking channels or distribution media.

For this error study, multiple 2D rectangular meshes were generated with predefined in-plane and through-thickness permeability, as well as a 1D element covering to represent the distribution media layer at the top. A mesh description file is written, consisting of individual blocks such as \( \text{bar} \) for 1D edge elements and \( \text{quad} \) for 2D elements, along with some auxiliary input information such as element geometry, volume fraction, viscosity and permeability. From this
description file, a utility program known as LEGO is used to generate a mesh in a format that is accessible to LIMS. Generally, this methodology is easy to use for simple 1- or 2D shapes.
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Figure 4.1: Using LEGO to convert definition file into a DUMP Mesh file that is readable in LIMS

After converting the definition file, the DUMP file is opened in LIMS to begin the simulation. Figure 4.2(a) shows the opened DUMP file in LIMS interface. One can input into the definition files the requisite parameters e.g. mesh porosity, resin viscosity, etc.; thus the user only needs to select the desired nodes.
to act as the inlet vents and the inlet pressure. After running the simulation, the graphic interface represents resin arrival times at each node by color mapping.

Figure 4.2 (a) and (b): (a) Sample mesh displayed in LIMS User Interface. Yellow line above mesh shows the location of the distribution media. (b) Finished simulation in LIMS. Color-mapping represents fill time of mesh.
Once the mesh is filled, LIMS saves a separate .DMP result file listing the resin arrival time and pressure value at each node. A MatLab loop can be used to easily process the data, extracting the arrival times at the top and bottom of the preform, thus providing $T(t)$ and $B(t)$ data for the entire experiment. This data was processed as if collected from a real experiment. Error analysis was then calculated, comparing the set permeability values prescribed as input for each mesh to the values obtained using the method presented.

Before conducting the simulations for the error study, it was important to determine mesh geometry. LIMS uses finite element analysis to solve for fill times at each node, thus element size as well as number of nodes will affect the accuracy of the simulations. In order to determine how many nodes were needed to output accurate fill time information, a study was performed varying number of elements for multiple meshes with the same input material parameters. The geometric inputs for this study and the resulting fill times are listed in Table 4.1:
Table 4.1: List of cases and results for element study

<table>
<thead>
<tr>
<th>Elements per Column</th>
<th>Elements per Row</th>
<th>Total Number of Nodes</th>
<th>Simulation Fill Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>200</td>
<td>2211</td>
<td>13022.4</td>
</tr>
<tr>
<td>10</td>
<td>400</td>
<td>4411</td>
<td>13046.6</td>
</tr>
<tr>
<td>10</td>
<td>800</td>
<td>8811</td>
<td>13057</td>
</tr>
<tr>
<td>10</td>
<td>1600</td>
<td>17611</td>
<td>13060.6</td>
</tr>
<tr>
<td>10</td>
<td>3200</td>
<td>35211</td>
<td>13061.6</td>
</tr>
<tr>
<td>10</td>
<td>6400</td>
<td>70411</td>
<td>13061.9</td>
</tr>
</tbody>
</table>

The resulting fill times are plotted in Figure 4.4:

![Graph showing simulation fill time as a function of number of nodes](image)

*Figure 4.4: Simulation fill time as a function of number of nodes*

The final fill time from the simulations converge to a common value after approximately 17000 nodes. Refining the mesh further would no longer increase simulation accuracy, but only extend processing time. Hence meshes were created with 1600 elements per row to maintain a balance between accuracy and computational time.
Aspect ratio of individual elements may also influence the results [53], hence before selecting the number of nodes to use for our final simulation meshes, it was critical to determine the effect of the aspect ratio. The aspect ratio is defined as:

\[
\alpha = \frac{h}{L} \sqrt{\frac{K_{xx}}{K_{zz}}}
\]

(4.8)

Where \( \alpha \) is the aspect ratio of an individual element, \( h \) is the element height, and \( L \) the element length.

Figure 4.5: Mesh Element Illustration

The study was conducted in LIMS, using a mesh of constant material input parameters, with mesh length of 1 m and height of 0.005 m. Element size was varied by changing the number of elements per row in each case. Element sizes, as well as the resulting permeability estimate errors, are listed in Table 4.2:
Table 4.2: Influence of aspect ratio on the calculation of error estimates of permeability

<table>
<thead>
<tr>
<th>Elements per row</th>
<th>Elements per column</th>
<th>$dx$</th>
<th>$dz$</th>
<th>$\alpha$</th>
<th>$K_{XX}$ Error (%)</th>
<th>$K_{ZZ}$ Error (%)</th>
<th>$K_{DM}$ Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>10</td>
<td>0.01</td>
<td>0.0005</td>
<td>1.22474</td>
<td>15.97</td>
<td>-64.50</td>
<td>-20.84</td>
</tr>
<tr>
<td>200</td>
<td>10</td>
<td>0.005</td>
<td>0.0005</td>
<td>0.61237</td>
<td>15.61</td>
<td>-64.19</td>
<td>-21.50</td>
</tr>
<tr>
<td>240</td>
<td>10</td>
<td>0.0042</td>
<td>0.0005</td>
<td>0.51031</td>
<td>15.53</td>
<td>-64.19</td>
<td>-21.61</td>
</tr>
<tr>
<td>400</td>
<td>10</td>
<td>0.0025</td>
<td>0.0005</td>
<td>0.30619</td>
<td>15.35</td>
<td>-64.39</td>
<td>-21.88</td>
</tr>
<tr>
<td>480</td>
<td>10</td>
<td>0.00208</td>
<td>0.0005</td>
<td>0.25516</td>
<td>15.30</td>
<td>-64.39</td>
<td>-21.93</td>
</tr>
<tr>
<td>800</td>
<td>10</td>
<td>0.00125</td>
<td>0.0005</td>
<td>0.15309</td>
<td>15.20</td>
<td>-64.53</td>
<td>-22.08</td>
</tr>
<tr>
<td>1600</td>
<td>10</td>
<td>0.00063</td>
<td>0.0005</td>
<td>0.07655</td>
<td>15.12</td>
<td>-64.62</td>
<td>-22.16</td>
</tr>
</tbody>
</table>

The in-plane, transverse and DM permeability percent error shown in Table 4.2 are taken by applying Eqns. (3.12), (3.16), and (3.31) to obtain permeability values from the simulation data, and comparing these simulated values to the known permeability conditions input into the mesh description file. The differences in the permeability estimates for each component – in-plane, transverse and distribution media permeability – are negligible. From these results, we conclude that the aspect ratio – if within the analyzed bounds – is not significantly affecting the final permeability estimation. Therefore, we were free to use any desired number of elements for the simulation cases. The final geometric parameters chosen are given in Table 4.3:

Table 4.3: Mesh geometric inputs for simulations

<table>
<thead>
<tr>
<th>Mesh Length</th>
<th>Mesh Thickness</th>
<th>DM Thickness</th>
<th>Elements per Row</th>
<th>Elements per Column</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 m</td>
<td>0.005 m</td>
<td>0.001 m</td>
<td>1600</td>
<td>10</td>
</tr>
</tbody>
</table>
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4.3 Validation of Non-Dimensional Numbers

LIMS provided an ideal environment to validate the non-dimensional parameters $\Psi_1$, $\Psi_2$, and $\Psi_3$ derived in Section 4.1. It is important to ensure that the same percent error values were output from simulations for varying input permeabilities yet the same $\Psi_1$, $\Psi_2$, and $\Psi_3$. Ideally, for any permeability combination in a layup, we should be able to determine the expected percent error value as a function of the three $\Psi$ values. Table 4.4 lists the inputs for the simulation cases to study if for the same $\Psi$ value the percent error is the same irrespective of the permeability combination values which will validate that we need to characterize the error only as a function of these three dimensionless numbers:

<table>
<thead>
<tr>
<th>$K_{XX}$ (m$^2$)</th>
<th>$K_{ZZ}$ (m$^2$)</th>
<th>$K_{DM}$ (m$^2$)</th>
<th>$h$ (m)</th>
<th>$h_{DM}$ (m)</th>
<th>$L$ (m)</th>
<th>$L_{DM}$ (m)</th>
<th>$\Psi_1$</th>
<th>$\Psi_2$</th>
<th>$\Psi_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1E-10</td>
<td>1E-11</td>
<td>1E-08</td>
<td>0.005</td>
<td>0.001</td>
<td>1</td>
<td>0.4</td>
<td>32</td>
<td>4000</td>
<td>0.4</td>
</tr>
<tr>
<td>1E-11</td>
<td>1E-12</td>
<td>1E-09</td>
<td>0.005</td>
<td>0.001</td>
<td>1</td>
<td>0.4</td>
<td>32</td>
<td>4000</td>
<td>0.4</td>
</tr>
<tr>
<td>1E-12</td>
<td>1E-13</td>
<td>1E-10</td>
<td>0.005</td>
<td>0.001</td>
<td>1</td>
<td>0.4</td>
<td>32</td>
<td>4000</td>
<td>0.4</td>
</tr>
<tr>
<td>1E-10</td>
<td>1E-11</td>
<td>1E-08</td>
<td>0.005</td>
<td>0.001</td>
<td>1</td>
<td>0.6</td>
<td>72</td>
<td>4000</td>
<td>0.6</td>
</tr>
<tr>
<td>1E-11</td>
<td>1E-12</td>
<td>1E-09</td>
<td>0.005</td>
<td>0.001</td>
<td>1</td>
<td>0.6</td>
<td>72</td>
<td>4000</td>
<td>0.6</td>
</tr>
<tr>
<td>1E-12</td>
<td>1E-13</td>
<td>1E-10</td>
<td>0.005</td>
<td>0.001</td>
<td>1</td>
<td>0.6</td>
<td>72</td>
<td>4000</td>
<td>0.6</td>
</tr>
<tr>
<td>1E-10</td>
<td>1E-11</td>
<td>1E-08</td>
<td>0.005</td>
<td>0.001</td>
<td>1</td>
<td>0.8</td>
<td>128</td>
<td>4000</td>
<td>0.8</td>
</tr>
<tr>
<td>1E-11</td>
<td>1E-12</td>
<td>1E-09</td>
<td>0.005</td>
<td>0.001</td>
<td>1</td>
<td>0.8</td>
<td>128</td>
<td>4000</td>
<td>0.8</td>
</tr>
<tr>
<td>1E-12</td>
<td>1E-13</td>
<td>1E-10</td>
<td>0.005</td>
<td>0.001</td>
<td>1</td>
<td>0.8</td>
<td>128</td>
<td>4000</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 4.5 clearly validates that as long as the $\Psi$ value is constant, the resulting percent error values found in permeability estimation is the same:
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Table 4.5: Percent Error in permeability values obtained from simulations for inputs used in Table 4.4 which validates that if $\Psi$ values are the same, the resulting error is identical.

<table>
<thead>
<tr>
<th>$\Psi_1$</th>
<th>$\Psi_2$</th>
<th>$\Psi_3$</th>
<th>$K_{XX}$ % Error</th>
<th>$K_{ZZ}$ % Error</th>
<th>$K_{DM}$ % Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>4000</td>
<td>0.4</td>
<td>2.06</td>
<td>28.61</td>
<td>7.00</td>
</tr>
<tr>
<td>32</td>
<td>4000</td>
<td>0.4</td>
<td>2.06</td>
<td>28.61</td>
<td>7.00</td>
</tr>
</tbody>
</table>

| 72       | 4000     | 0.6      | 2.99             | 26.83            | 5.51             |
| 72       | 4000     | 0.6      | 2.99             | 26.82            | 5.51             |
| 72       | 4000     | 0.6      | 2.99             | 26.82            | 5.51             |

| 128      | 4000     | 0.8      | 6.00             | 26.18            | 4.98             |
| 128      | 4000     | 0.8      | 6.00             | 26.18            | 4.98             |
| 128      | 4000     | 0.8      | 6.00             | 26.18            | 4.98             |

Results illustrated in Table 4.5 show that regardless of what permeability inputs are given, provided that the $\Psi_1$, $\Psi_2$, and $\Psi_3$ combination arrived at is the same, the error estimate should be identical for the separate cases.

4.4 Simulation Range

For various values of the dimensionless numbers - $\Psi_1$, $\Psi_2$, and $\Psi_3$ – simulations were conducted maintaining certain geometric and input permeability ratios constant, thus checking the validity of the experimental evaluations derived. It is important to find for what range of preform property values these equations are valid, and how much error one can expect if the parameters fall outside this range.

Each simulation mesh had constant total length (1 meter), thickness (5 mm) and porosity (50%). The only changing variables between the meshes were
the non-dimensional numbers $\Psi_1$ and $\Psi_2$ inputs for three different $\Psi_3$ values (thus, three different lengths of distribution media along the preform top). These parameters are listed in Table 4.6:

<table>
<thead>
<tr>
<th>DM length (% of total length)</th>
<th>$\Psi_3$ value</th>
<th>$\Psi_1$ Range</th>
<th>$\Psi_2$ Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.4</td>
<td>150 – 25500</td>
<td>5 – 230</td>
</tr>
<tr>
<td>60</td>
<td>0.6</td>
<td>150 – 25500</td>
<td>5 – 230</td>
</tr>
<tr>
<td>80</td>
<td>0.8</td>
<td>150 – 25500</td>
<td>5 – 230</td>
</tr>
</tbody>
</table>

### 4.5 Flow Behavior Analysis

After a LIMS simulation is successfully completed, a result file is produced containing pressure, flow rate and fill time data at every node in the mesh. While only the fill time and location data is needed to perform the permeability calculations, the remaining information stored is useful to conduct flow behavioral analysis. For permeability estimation, the top and bottom fill times were extracted from the data files, and processed as if recorded from an actual experiment. The procedure outlined in Section 3.2.5 was followed to obtain the permeability values. Eqn. (3.31) required calculating the lead-length difference value ($T-B$), which was straight-forward procedure once the flow location data was extracted.

For the preform layup with DM in the first region, a valid distribution of estimate errors was produced; larger and smaller predicted errors depending on $\Psi$ combination (these results will be discussed in a later section). However, the
simulations conducted for the cases with DM in the second region saw overall unacceptable error in $K_{ZZ}$ and $K_{DM}$ estimation, even for cases with long DM lengths. Investigating the cause of this error led to pressure and flow profile analysis, comparing the two proposed layups. Specifically, it was essential to analyze the flow behavior in the vicinity of the transition area, where the flow transitions from one region to the other. In the “forward” layup proposed (Fig. 3.1), this is the resin flow from a segment under DM to a segment of only fabric preform. Alternatively, the reverse layup (Fig. 3.2) sees the resin flow from the fabric preform segment to the region under DM. Essentially what was studied was the behavioral changes for the resin transitioning from 2D to 1D flow compared to transitioning from 1D to 2D flow, and its effects on permeability estimation.
Figures 4.6(a) and (b): Color-mapping illustration of fill times for layup with (a) DM located at the inlet end and (b) DM located at the vent end. DM is represented by the black bar on top of the preforms. X-location of flow is given in meters. Preform height is magnified to illustrate flow pattern.

The mesh geometric and material properties were same in both the cases shown in Figures 4.6 (a) and (b), and are given in Table 4.7.
Table 4.7: Simulation Mesh Properties for Flow Analysis

<table>
<thead>
<tr>
<th>Length</th>
<th>Permeability</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{\text{TOTAL}}$</td>
<td>1.0 m</td>
<td>$K_{\text{XX}}$</td>
</tr>
<tr>
<td>$L_{\text{DM}}$</td>
<td>0.6 m</td>
<td>$K_{\text{ZZ}}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$K_{\text{DM}}$</td>
</tr>
</tbody>
</table>

Firstly, it is important to note that the proposed “forward” layup—the setup locating DM at the inlet end—will fill much quicker than the “reverse” method; this is of practical importance for conducting experiments. This is due to the resistances in resin flow that comes from the effective permeability in the first segment of either layup. The first layup has an effective permeability $K_{\text{eff}}$ that is much larger than the in-plane permeability $K_{\text{XX}}$ of the first region in the “reverse” setup. As in the circuit analogy for resin flow through a porous medium, the smaller permeability of the “reverse” layup will induce a larger resistance to flow than the “forward” layup. Thus, for the remaining length of preform, since the incoming resin must first flow through this initial resistance, the flow front will take longer to fill for the “reverse” layup cases.

Another important distinction between the proposed setups is the length of preform required to successfully transition into the second segment. For the example illustrated in Fig. 4.6(a), the resin successfully transitioned from the 2-dimensional behavior to simple 1-dimensional flow within 0.05 m after the end of the DM. However, the “reverse” setup required nearly twice this distance to become fully developed. As the resin enters the second segment under distribution media in this setup, the resin at the top now needs to saturate the extra volume
introduced due to the presence of DM. Therefore, the initial lead-length is reversed, as \( B \) is slightly ahead of \( T \) for a short duration. After this initial behavior, the top flow front will accelerate, and the proper flow front profile can develop. The equations used to estimate permeability for these regions are calculated by averaging the \( T \) and \( B \) locations for a given time. For calculations of the “reverse” layup cases, we notice that we would also have to stop calculations as soon as \( T \) reaches the end of the preform; at this point \( B \) is influenced greatly by the resin flowing from the top volume of the preform into the bottom, and the developed flow pattern is altered. Thus, since the “reverse” layup takes longer to develop than the “forward” layup, and since one would have to stop making permeability calculations once \( T \) reaches the end of the preform, this “reverse” layup may not yield sufficiently accurate permeability results for the same preform length as the “forward” layup.

The data taken from the second region of the “forward” and “reverse” layup produce \( K_{xx} \) and \( K_{eff} \), respectively, and are given by Eqns. (3.16) and (3.20). The equations are rewritten to show the calculations necessary to determine permeability estimates:

\[
K_{xx} = \frac{1}{2.h} \left( L - L_{DM} \right)^2 \left( \frac{p_{in}}{\eta.h.\phi} \left( t - t_{DM} \right) - \frac{L_{DM}}{K_{eff}.h_{eff}} \left( L - L_{DM} \right) \right)
\]  

(4.9)
\[ K_{eff} = \frac{1}{2h_{eff}} \left( L - L_{NDM} \right)^2 \]

\[ \left( \frac{p_{in}}{\eta_h \phi_{eff}} \right) \left( t - t_{DM} \right) - \frac{L_{SDM}}{K_{xx} \cdot h} \left( L - L_{NDM} \right) \]  

(4.10)

We can plot Eqns. (4.9) and (4.10) utilizing the node fill time and location data, along with the known material and geometric parameters of the mesh, and fit a trend-line through the plot to calculate the estimated permeability value. For the proposed methodology, the permeabilities are determined by the slope of this best-fit line. Ideally the data will converge quickly to a single value, ensuring accuracy of our model. Thus we will plot the data for the cases presented in Figures 4.6(a) and (b) to see what effect the location of the distribution media has on the final estimates.

Figures 4.7 and 4.8 plot Eqns. (4.9) and (4.10) for each x-location in their respective second region:
Figure 4.7: $K_{XX}$ values for simulation case displayed in Fig. 4.6(a). $K_{XX}$ calculated by Eqn. (4.9) sequentially for each point in the second segment of the layup. $X_{\text{avg}}$ is taken by averaging T and B locations. Value converges by the end.

Figure 4.8: $K_{\text{eff}}$ for simulation case displayed in Fig. 4.6(b). $K_{\text{eff}}$ calculated by Eqn. (4.10) sequentially for each point in the second segment of the layup. No convergence is reached.
Note that for Fig. 4.8, data is only shown for $L_{DM}$ range 0.7 m to 0.9 m. Again, this is due to the failure to quickly develop at the start of the distribution media segment, and then having $T$ reach the end of the preform quicker than $B$. The data for the “forward” layup converges close to a single value within the length of the entire preform. On the contrary, the “reverse” layup does not plateau to a single value within the preform at all. We can extend the total preform length to lengthen $L_{DM}$ for the cases with distribution media as the second segment, to see how much longer the preform would need to be to see a convergence similar to Fig. 4.7. Figure 4.9 plots the $K_{eff}$ calculations for a mesh with $L = 1$ m and $L_{DM} = 0.8$ m; Figure 4.10 plots calculations for mesh with $L = 2$ m and $L_{DM} = 1.8$ m; Figure 4.11 plots calculations for mesh with $L = 4$ m and $L_{DM} = 3.8$ m:

![Graph showing $K_{eff}$ vs $X_{avg}$](image)

*Figure 4.9: $K_{eff}$ calculated by Eqn. (4.10) for simulation case with DM in the second region, $L=1$ m and $L_{DM}=0.8$ m.*
Figure 4.10: $K_{\text{eff}}$ calculated by Eqn. (4.10) for simulation case with DM in the second region, $L = 2 \text{ m}$ and $L_{DM} = 1.8 \text{ m}$.

Figure 4.11: $K_{\text{eff}}$ calculated by Eqn. (4.10) for simulation case with DM in the second region, $L = 4 \text{ m}$ and $L_{DM} = 3.8 \text{ m}$.
After extending the preform to 4 m, $K_{eff}$ calculation for the simulated case with distribution media at the vent end is finally seen to converge towards a single value. This is a very important result for experiments: for the “reverse” layup method, one would need to have the appropriate equipment to record an experiment with preform up to four meters long. This method would be very time consuming, and potentially waste a lot more material than the “forward” layup method. The goal of this work is to propose an efficient method to characterize unsaturated fabrics quickly, and to a certain degree of accuracy. Although the “reverse” layup method can produce the desired permeability values, it may not be of practical use for a laboratory experiment. For this reason, the remainder of this work will be dedicated to the processing and validation of the “forward” layup only. Simulation and experimental results are thus shown for this method only.

### 4.6 Limitations of the Analytical Model

Contour maps with the results of the simulations for the cases with distribution media in the first segment are shown. These results illustrate the error dependency on the input $\Psi$ values.
4.6.1 Contour Mapping – Predicted Error

Figures 4.12(a), (b) and (c): Expected percent error, in-plane permeability ($K_{XX}$) for $\Psi_3$ value (a) 0.4 (b) 0.6 and (c) 0.8

Figures 4.12(a), (b) and (c) show the error in the calculated in-plane permeability $K_{XX}$ as a function of the non-dimensionalized numbers $\Psi_1$ and $\Psi_2$, for varying $\Psi_3$. The plots show that for a wide range of values, the error one could expect in $K_{XX}$ tends to be very low, with a highest error percentage of roughly 30% occurring...
when Ψ₁ and Ψ₂ are both very small (thick preform height and short length) and for larger Ψ₃ (longer DM region). Following the trend shown in Figures 4.12(a-c), it would be recommended to use larger ratios of Ψ₁ and Ψ₂ to obtain more accurate values. This could be easily achieved by using sufficient sample length and thin preform layup. The physical explanation is that for very thick samples the flow in the second zone does not have sufficient time to develop the uniform one-dimensional flow state before reaching the vent. Therefore for shorter DM length (larger Ψ₃), Kₓₓ error decreases.
Figures 4.13(a), (b) and (c): Expected percent error, DM permeability ($K_{DM}$) for $\Psi_3$ value (a) 0.4 (b) 0.6 and (c) 0.8

Trends in error estimation for $K_{DM}$ are shown in Figs. 4.13 (a-c). Note that percent error values in these figures are not absolute; the approximate evaluation consistently outputs an over-estimate for $K_{DM}$. The majority of the cases executed showed less than 20% error. For longer DM length in the first region (that is, $L_{DM}$ greater than $L_{NDM}$), the error found in distribution media permeability is generally
smaller. This is evidently seen when comparing Figures 4.13(a) to 4.13(c). The largest error percent obtained with 40% distribution media length is roughly 200%, compared to 100% error for distribution media length 80% of total length. Within the range of constant $L_{DM}$, one notes that error seems to decrease with higher values of $\Psi_1$, which directly coincides with the results found from $K_{XX}$ analysis. This is noteworthy since a range of values is desired to accommodate the experimental evaluations for all three permeability values. For $\Psi_2$, it is advantageous to avoid too low or too high values; this leads to a need for a balanced length of DM in the initial region. Fortunately, we can still identify a range that would accommodate good $K_{XX}$ and $K_{DM}$ results within the same experiment.

It is more challenging to define a set range of values that will definitely expect low error in through-thickness permeability ($K_{ZZ}$). Again, error percentages from the simulations are shown for varying $\Psi_1$ and $\Psi_2$: 
Figures 4.14(a), (b) and (c): Expected percent error, transverse permeability ($K_{ZZ}$) for $\Psi_3$ value (a) 0.4 (b) 0.6 and (c) 0.8

Again, negative error percent suggests an over-estimation of $K_{ZZ}$ using the proposed methodology. Results from the region with $\Psi_2 > 80$ and low $\Psi_1$ have been omitted in the plots; the errors predicted were very large, and are not shown in order to illustrate the error distribution for the remainder of the $\Psi$ range. It is clear from these results that $K_{ZZ}$ error is dramatically reduced for larger values of
\( \Psi_1 \) and \( \Psi_2 \), again coinciding with the results for in-plane and DM permeability. Recalling Eqn. (4.4), \( \Psi_1 \) depends on the ratio between \( K_{ZZ} \) to \( K_{XX} \) and \( L \) to \( h \). The latter is physically important, as without sufficient distribution media length, the constant lead-length flow assumed in the derivation of Eqn. (3.31) will not hold. The physical interpretation suggests that the dependence on \( \Psi_2 \) should be similar. The data essentially supports this, as seen in the improvement in expected error as the DM length is increased from 40% total length to 80%.

4.6.2 Desirable Range

We see for all the \( K_{XX} \), \( K_{ZZ} \), and \( K_{DM} \) simulations the effect \( \Psi_3 \) has on expected error. For longer DM lengths (larger \( \Psi_3 \)), typically the results in \( K_{ZZ} \) and \( K_{DM} \) estimation improve, while for shorter DM (smaller \( \Psi_3 \)), \( K_{XX} \) result improves. This effect is magnified when \( \Psi_1 \) and \( \Psi_2 \) are small. However, as we increase our range, the difference in expected error between the various values of \( \Psi_3 \) becomes less noticeable. Examining the simulation error maps, we can determine an approximate range of \( \Psi \) values that would minimize error in our estimate. The setup should aim to fall within the following ranges for \( \Psi_1 \) and \( \Psi_2 \):

\[
\begin{align*}
\Psi_1 & \geq 8000 \\
70 & \geq \Psi_2 \geq 20
\end{align*}
\]

Within these ranges, the error expected in \( K_{XX} \), \( K_{ZZ} \) and \( K_{DM} \) evaluation due to the approximations in the derivation of these equations should be less than 20%. Physically what this represents is the desire for an experimental layup that is
relatively thin, and has sufficient length after the initial distribution media length. Having thin preform will allow the fluid flow to develop through the thickness quickly, and ensure a constant lead-length difference in that region even for shorter DM lengths. Then, a sufficiently long enough post-distribution media region will allow for the transition to one-dimensional flow to occur, resulting in accurate $K_{XX}$ reading. Note that although a range was not given for $\Psi_3$, it is recommended to use a DM length larger than 40% of the preform length (thus $\Psi_3 = 0.4$ or larger).

### 4.7 Data Correction Derivation and Procedure

The error plots indicate target regions for the experimental setup. However, there are situations in which these regions cannot be reached, be it due to the fabric not being sufficiently thin, or limit in equipment (i.e. experimental table not being sufficiently long). Therefore, an iterative algorithm was executed, using the predicted error from simulations and experimental results, which results in a convergence to a closer approximate to the correct permeability values.

After running an experiment, the experimental permeability values – $K_{XX,\text{EXP}}, \ K_{ZZ,\text{EXP}}, \text{ and } K_{DM,\text{EXP}}$ – are taken, and $\Psi_1$ and $\Psi_2$ values are calculated using Eqns. (4.4), (4.6) and (4.7). Having these new experimentally predicted $\Psi$ values, we can look up the predicted percent error from the simulation plots (Figs. 4.12, 4.13 and 4.14) and apply them to the permeability values obtained from the
experiment. Since the plots indicate percent error relation to $\Psi$ values, we reverse the percent error formula to obtain:

$$K_{Ci} = \frac{K_{EXP}}{1 - (\varepsilon_i / 100)}$$  \hspace{1cm} (4.11)

Where $K_{Ci}$ is the $i$th iterated corrected permeability value, $K_{EXP}$ is the permeability value obtained experimentally, and $\varepsilon_i$ is the $i$th iteration percent error value interpolated from the data tables. The $\varepsilon_i$ value depends on the input $\Psi$ values determined first from $K_{EXP}$, then from the subsequent $K_C$ values. After executing the procedure for $K_{XX, EXP}$, $K_{ZZ, EXP}$, and $K_{DM, EXP}$, a new set of $\Psi$ values can be recalculated, and the process is repeated until the $K_C$ values converge. Figure 4.15 illustrates the iterative procedure.
4.8 Validation of the Algorithm using LIMS

The process was tested using a LIMS mesh, taking advantage of its ability to completely define a model, thus allowing for confident error analysis, as the errors we see are purely errors of our processing method, without any other experimental errors added. The mesh inputs are given in Table 4.8, along with the resulting permeability values after applying Eqns. (3.12), (3.16) and (3.31):
Table 4.8: Mesh Inputs for Error Algorithm Test

<table>
<thead>
<tr>
<th>Height</th>
<th>Length</th>
<th>Input Permeability in LIMS (m$^2$)</th>
<th>Permeability Estimate from our Methodology before correction algorithm (m$^2$)</th>
<th>Result % Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fabric</td>
<td>0.005 m</td>
<td>1.0 m</td>
<td>$K_{xx}$</td>
<td>$1.85 \times 10^{-10}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$K_{zz}$</td>
<td>$4.86 \times 10^{-12}$</td>
</tr>
<tr>
<td>DM</td>
<td>0.001 m</td>
<td>0.6 m</td>
<td>$K_{DM}$</td>
<td>$1.00 \times 10^{-8}$</td>
</tr>
</tbody>
</table>

Although the equations give reasonable estimates for in-plane and distribution media permeability, through-thickness permeability estimate error is still rather large. However, after running the correction algorithm with the iteration procedure, we see the error dramatically improved:
Table 4.9: Iteration process for validation test of the correction algorithm. Permeability values given in m²

<table>
<thead>
<tr>
<th>Input Permeability into LIMS</th>
<th>Corrected Permeability (Iteration 1)</th>
<th>K₁</th>
<th>K₂</th>
<th>K₆</th>
<th>K₇</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Iteration 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kₓₓ</td>
<td>1.75 x 10⁻¹⁰</td>
<td>Kₓₓ₁</td>
<td>1.83 x 10⁻¹⁰</td>
<td>1.155</td>
<td></td>
</tr>
<tr>
<td>Kᵧᵧ</td>
<td>7.26 x 10⁻¹²</td>
<td>Kᵧᵧ₁</td>
<td>5.12 x 10⁻¹²</td>
<td>-5.392</td>
<td></td>
</tr>
<tr>
<td>Kₛₛ</td>
<td>1.11 x 10⁻⁸</td>
<td>Kₛₛ₁</td>
<td>1.02 x 10⁻⁸</td>
<td>-1.835</td>
<td></td>
</tr>
<tr>
<td><strong>(Iteration 2)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kₓₓ</td>
<td>1.83 x 10⁻¹⁰</td>
<td>Kₓₓ₂</td>
<td>1.84 x 10⁻¹⁰</td>
<td>0.169</td>
<td></td>
</tr>
<tr>
<td>Kᵧᵧ</td>
<td>5.12 x 10⁻¹²</td>
<td>Kᵧᵧ₂</td>
<td>4.89 x 10⁻¹²</td>
<td>-0.755</td>
<td></td>
</tr>
<tr>
<td>Kₛₛ</td>
<td>1.02 x 10⁻⁸</td>
<td>Kₛₛ₂</td>
<td>1.00 x 10⁻⁸</td>
<td>-0.251</td>
<td></td>
</tr>
<tr>
<td><strong>(Iteration 6)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kₓₓ</td>
<td>1.85 x 10⁻¹⁰</td>
<td>Kₓₓ₆</td>
<td>1.85 x 10⁻¹⁰</td>
<td>-0.002</td>
<td></td>
</tr>
<tr>
<td>Kᵧᵧ</td>
<td>4.86 x 10⁻¹²</td>
<td>Kᵧᵧ₆</td>
<td>4.86 x 10⁻¹²</td>
<td>0.031</td>
<td></td>
</tr>
<tr>
<td>Kₛₛ</td>
<td>9.99 x 10⁻⁹</td>
<td>Kₛₛ₆</td>
<td>9.99 x 10⁻⁹</td>
<td>0.009</td>
<td></td>
</tr>
<tr>
<td><strong>(Iteration 7)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kₓₓ</td>
<td>1.85 x 10⁻¹⁰</td>
<td>Kₓₓ₇</td>
<td>1.85 x 10⁻¹⁰</td>
<td>-0.002</td>
<td></td>
</tr>
<tr>
<td>Kᵧᵧ</td>
<td>4.86 x 10⁻¹²</td>
<td>Kᵧᵧ₇</td>
<td>4.86 x 10⁻¹²</td>
<td>0.032</td>
<td></td>
</tr>
<tr>
<td>Kₛₛ</td>
<td>9.99 x 10⁻⁹</td>
<td>Kₛₛ₇</td>
<td>9.99 x 10⁻⁹</td>
<td>0.009</td>
<td></td>
</tr>
</tbody>
</table>

Again, K₁ – K₇ are calculated using Eqn. (4.11) and the experimentally obtained permeability values (Kₓₓ.EXP, Kᵧᵧ.EXP, and Kₛₛ.EXP) with the contour plots of the errors in Chapter 4.6. Originally, the largest error was observed in the Kᵧᵧ result, roughly at 50%. However, even after the first iteration is executed, the percent
error value is reduced to 5%. After seven iterations, the error in each permeability component is approximately zero.
5.1 Experimental Setup

To confirm the validity of the proposed multi-region model, multiple sets of experiments were conducted and compared to analytic results. Materials and equipment used will be discussed, as well as layup methodology and finally results will be presented.

5.1.1 Materials

The experiments were carried out using 24-oz/yd$^2$ Plain Weave E-glass, and distribution media made of polypropylene, with a known density of 0.946 g/cm$^3$. The E-glass fabric and distribution media had to be characterized prior to running the experiments.

For in-plane permeability determination, one-dimensional VARTM tests were conducted. The mold obtained under atmospheric pressure reached approximately 48% $v_f$. The simple rectilinear flow-front was recorded, and Eqn. (3.17) was used to define $K_{XX}$. After obtaining the in-plane value, $K_{ZZ}$ and $K_{DM}$ values were determined following the procedure in [41]; a glass preform with distribution media is compacted under vacuum and infused as in typical SCRIMP
tests. Known $K_{xx}$, along with top and bottom flow front recordings were then input into the PEA algorithm, which uses LIMS to search iteratively for the permeability values that will reproduce the experimental flow behavior in the simulation environment. Results from these experiments are shown in Table 5.1, and were considered as the exact permeability values for the E-glass fabric (although we know that error of 20% even in carefully conducted experiments is not uncommon). These values were also used for error analysis before and after the error correction algorithm.

<table>
<thead>
<tr>
<th>Direction</th>
<th>Average Permeability value ($m^2$)</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-plane, $K_{xx}$</td>
<td>$8.327 \times 10^{-11}$</td>
<td>$7.867 \times 10^{-12}$</td>
</tr>
<tr>
<td>Through-thickness, $K_{zz}$</td>
<td>$3.485 \times 10^{-12}$</td>
<td>$1.172 \times 10^{-12}$</td>
</tr>
<tr>
<td>Distribution Media, $K_{DM}$</td>
<td>$3.466 \times 10^{-9}$</td>
<td>$5.270 \times 10^{-10}$</td>
</tr>
</tbody>
</table>

Corn syrup was chosen as the injection fluid rather than a resin, for various reasons. Corn syrup is water soluble; therefore, the viscosity could be easily controlled by either adding more corn syrup or diluting the mixture with water. The use of corn syrup also eliminated the concern of having to deal with resin gel time, and was non-toxic. The average viscosity used was between 0.1 and 0.15 Pa-s (100-150 cP), which was measured using a Brookfield DV-E Viscometer. Black liquid dye was added to the corn syrup to darken its
appearance. This improved the contrast of the fluid mixture, making it easier to track the flow front.

5.1.2 Equipment - Hardware and Software

The proposed experimental setup is similar to a VARTM layup. Figure 5.1 illustrates a schematic of the setup procedure for the layup containing DM in the first region. The fabric preform was first combined and laid on an acrylic table. The transparent table made visualization of the bottom of the preform possible. Sealant tape was placed around the preform combination, in contact with the fabric along the lengths of the mold; this aided in minimizing race-tracking along these edges. After placing the injection and outlet lines at their respective ends, the setup was covered with bagging material. An external vacuum pump was connected and used to finally compress the layup. A vacuum gauge attached to the vacuum line indicated exactly how much pressure was applied to the preform.

Flow fronts were tracked using two cameras: the first camera was placed to visualize the top of the experiment, and the second camera was placed underneath the transparent table to record the movement of the flow front at the bottom surface. The cameras were connected to a data acquisition board which, in conjunction with a custom LabView VI, time-stamped each recorded image as the flow front progressed. The LabView VI controlled the frame rate; this was helpful due to the nature of the infusion in which we had a constant pressure drop, thus a rapidly decreasing flow rate.
Figure 5.1: Setup procedure for the proposed experimental setup.

After the preform and distribution media assembly is compressed, the thicknesses of the two segments – first segment lined with the DM present, and the second with only the glass fabric –is measured and recorded. Multiple points along the edges of the preform were measured using calipers, and average thickness was taken from these points for both regions. With the average preform thickness, along with the dimensions and weight measurements of the fabric, fiber volume fraction ($v_f$) was found for each experimental set. Under VARTM conditions, the average $v_f$ values found were between 46-49%.

Snapshots of the flow as it progresses through the preform are shown in Figs. 5.2(a) and (b):
Figures 5.2 (a) and (b): (a, left) Top and (b, right) bottom view of flow front in the same experiment. T and B locations are marked.

5.2 Experimental Conditions

Several sets of experiments were conducted, varying $\Psi_1$ and $\Psi_2$ for three different values of $\Psi_3$. This was achieved by changing either the number of layers of fabric, DM length in the first region, or both. For each set, the total length was one meter, and only one layer of distribution media was ever used in the first region ($h_{DM} \sim 0.89$ mm). Tables 5.2 and 5.3 list the values for the geometric and material parameters for each experiment, along with expected $\Psi$ values:
Table 5.2: Experimental values for geometric parameters along with non-dimensional $\Psi$

<table>
<thead>
<tr>
<th>Set No.</th>
<th>No. of Layers</th>
<th>$L_{DM}$ (m)</th>
<th>$h_{ef}$ (m)</th>
<th>$h$ (m)</th>
<th>$\Psi_1$</th>
<th>$\Psi_2$</th>
<th>$\Psi_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14</td>
<td>0.8</td>
<td>0.01028</td>
<td>0.00939</td>
<td>0.8</td>
<td>457.7</td>
<td>77.1</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>0.8</td>
<td>0.00718</td>
<td>0.00629</td>
<td>0.8</td>
<td>1016.9</td>
<td>114.9</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>0.6</td>
<td>0.00613</td>
<td>0.00526</td>
<td>0.6</td>
<td>1462.3</td>
<td>79.6</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>0.6</td>
<td>0.00572</td>
<td>0.00483</td>
<td>0.6</td>
<td>1725.4</td>
<td>84.2</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0.6</td>
<td>0.00429</td>
<td>0.00341</td>
<td>0.6</td>
<td>3471.1</td>
<td>119.5</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>0.6</td>
<td>0.00363</td>
<td>0.00274</td>
<td>0.6</td>
<td>5372.8</td>
<td>148.7</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>0.4</td>
<td>0.00499</td>
<td>0.00410</td>
<td>0.4</td>
<td>2387.9</td>
<td>44.0</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>0.4</td>
<td>0.00364</td>
<td>0.00275</td>
<td>0.4</td>
<td>5336.7</td>
<td>65.8</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>0.4</td>
<td>0.00291</td>
<td>0.00203</td>
<td>0.4</td>
<td>9769.5</td>
<td>89.1</td>
</tr>
</tbody>
</table>

Table 5.3: Experimental values for material parameters

<table>
<thead>
<tr>
<th>Set No.</th>
<th>No. of Layers</th>
<th>Glass $v_f$</th>
<th>DM $v_f$</th>
<th>Effective $v_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14</td>
<td>0.469</td>
<td>0.167</td>
<td>0.443</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>0.464</td>
<td>0.171</td>
<td>0.427</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>0.493</td>
<td>0.178</td>
<td>0.449</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>0.464</td>
<td>0.173</td>
<td>0.419</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0.468</td>
<td>0.169</td>
<td>0.406</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>0.479</td>
<td>0.167</td>
<td>0.402</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>0.474</td>
<td>0.170</td>
<td>0.420</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>0.470</td>
<td>0.177</td>
<td>0.399</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>0.482</td>
<td>0.173</td>
<td>0.388</td>
</tr>
</tbody>
</table>

It is important to note that the established $v_f$ values for these experiments are not consistent. Many are not equal to the $v_f$ value used to determine the values found in Table 5.1 (“known” E-glass permeability values) either. However, one can apply Kozeny-Carman equation, Eqn. (2.7), to determine the “known”
permeability value of the E-glass for the \( v_f \) in each validation experiment conducted.

Being limited by physical properties of our fabric and experimental setup, we could not show a region where all three permeability components are within a reasonable range (~10% of established permeabilities). However, the ranges chosen for \( \Psi_1 \) and \( \Psi_2 \) aim to show general agreement with trends found in analytic results.

### 5.3 Experimental Results

Multiple experiments were conducted for each set. Average permeability values calculated using the procedure described in Chapter 3 are presented in Table 5.4, along with standard deviations:

<table>
<thead>
<tr>
<th>Set No.</th>
<th>Glass ( v_f )</th>
<th>( K_{XX} ) (m(^2))</th>
<th>( K_{XX} ) (St. Dev.)</th>
<th>( K_{ZZ} ) (m(^2))</th>
<th>( K_{ZZ} ) (St. Dev.)</th>
<th>( K_{DM} ) (m(^2))</th>
<th>( K_{DM} ) (St. Dev.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.469</td>
<td>5.66E-11</td>
<td>1.40E-11</td>
<td>8.32E-12</td>
<td>3.00E-13</td>
<td>5.40E-09</td>
<td>3.06E-10</td>
</tr>
<tr>
<td>2</td>
<td>0.464</td>
<td>4.08E-11</td>
<td>1.22E-11</td>
<td>8.98E-12</td>
<td>1.93E-12</td>
<td>5.24E-09</td>
<td>7.20E-10</td>
</tr>
<tr>
<td>3</td>
<td>0.493</td>
<td>5.30E-11</td>
<td>2.02E-11</td>
<td>3.83E-12</td>
<td>5.64E-13</td>
<td>4.54E-09</td>
<td>1.12E-09</td>
</tr>
<tr>
<td>4</td>
<td>0.464</td>
<td>7.29E-11</td>
<td>5.29E-12</td>
<td>5.49E-12</td>
<td>1.88E-13</td>
<td>5.28E-09</td>
<td>8.63E-10</td>
</tr>
<tr>
<td>5</td>
<td>0.468</td>
<td>5.98E-11</td>
<td>8.96E-12</td>
<td>4.62E-12</td>
<td>7.16E-13</td>
<td>4.93E-09</td>
<td>3.40E-10</td>
</tr>
<tr>
<td>6</td>
<td>0.479</td>
<td>4.88E-11</td>
<td>8.19E-12</td>
<td>5.93E-12</td>
<td>2.22E-14</td>
<td>4.80E-09</td>
<td>1.70E-10</td>
</tr>
<tr>
<td>7</td>
<td>0.474</td>
<td>7.44E-11</td>
<td>1.36E-11</td>
<td>9.25E-12</td>
<td>1.84E-12</td>
<td>6.11E-09</td>
<td>3.84E-10</td>
</tr>
<tr>
<td>8</td>
<td>0.470</td>
<td>7.49E-11</td>
<td>5.82E-12</td>
<td>4.84E-12</td>
<td>9.50E-13</td>
<td>5.69E-09</td>
<td>6.94E-10</td>
</tr>
<tr>
<td>9</td>
<td>0.482</td>
<td>6.55E-11</td>
<td>9.30E-12</td>
<td>5.45E-12</td>
<td>5.42E-13</td>
<td>4.43E-09</td>
<td>5.71E-10</td>
</tr>
</tbody>
</table>
Individual results of each experiment are listed in Appendix A.5. Analyzing the permeability estimates utilizing the proposed methodology, we notice general agreement with the simulated results as listed in Table 5.5. For in-plane permeability, it is clear that for setups with larger 2\textsuperscript{nd} regions (lower $\Psi_3$), the value obtained is closer to the expected value; supporting the results obtained from simulations. For distribution media permeability, the values obtained experimentally are roughly consistent throughout the range of $\Psi_1$ and $\Psi_2$. Finally, for transverse permeability, the best results were achieved when $\Psi_3$ was 0.6, in which the $K_{DM}$ values obtained were more accurate, leading directly to a more accurate $K_{ZZ}$.

**Table 5.5: Comparison of percent error values obtained from experiments vs. predicted percent error values from simulation plots**

<table>
<thead>
<tr>
<th>Set No.</th>
<th>Experimental $K_{XX}$ % Error</th>
<th>Predicted $K_{XX}$ % Error</th>
<th>Experimental $K_{ZZ}$ % Error</th>
<th>Predicted $K_{ZZ}$ % Error</th>
<th>Experimental $K_{DM}$ % Error</th>
<th>Predicted $K_{DM}$ % Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>39.08</td>
<td>16.32</td>
<td>-113.74</td>
<td>-146.02</td>
<td>-55.87</td>
<td>-27.08</td>
</tr>
<tr>
<td>2</td>
<td>58.21</td>
<td>11.10</td>
<td>-119.54</td>
<td>-90.82</td>
<td>-51.22</td>
<td>-17.79</td>
</tr>
<tr>
<td>3</td>
<td>27.59</td>
<td>4.31</td>
<td>-24.90</td>
<td>-78.61</td>
<td>-31.24</td>
<td>-15.75</td>
</tr>
<tr>
<td>4</td>
<td>25.33</td>
<td>4.03</td>
<td>-34.22</td>
<td>-70.05</td>
<td>-52.31</td>
<td>-14.11</td>
</tr>
<tr>
<td>5</td>
<td>36.27</td>
<td>2.98</td>
<td>-17.52</td>
<td>-48.82</td>
<td>-42.19</td>
<td>-9.72</td>
</tr>
<tr>
<td>6</td>
<td>42.00</td>
<td>2.46</td>
<td>-68.23</td>
<td>-39.86</td>
<td>-38.59</td>
<td>-7.85</td>
</tr>
<tr>
<td>7</td>
<td>15.85</td>
<td>2.42</td>
<td>-149.71</td>
<td>-60.15</td>
<td>-76.21</td>
<td>-12.84</td>
</tr>
<tr>
<td>8</td>
<td>18.58</td>
<td>1.69</td>
<td>-25.58</td>
<td>-40.24</td>
<td>-55.53</td>
<td>-8.34</td>
</tr>
<tr>
<td>9</td>
<td>19.79</td>
<td>1.29</td>
<td>-59.30</td>
<td>-30.07</td>
<td>-27.72</td>
<td>-5.96</td>
</tr>
</tbody>
</table>
Table 5.5 lists the percent error values obtained from the experimental results and simulated results. The percent error values for the experimental validation results are taken by comparing the permeabilities produced by Eqns. (3.12), (3.16) and (3.31), to the known permeabilities of the fabric as given in Table 5.1 (after applying the Kozeny-Carman equation to compare permeability value at the same \( v_f \)).

The error values for the simulated results are taken by interpolating results from the error plots (Figs. 4.12, 4.14) for the \( \Psi \) combination of the validation experiment, thus giving a “predicted” error value.

Note that this table lists experimental results prior to applying the data correction procedure. The errors shown for \( K_{ZZ} \) and \( K_{DM} \) are not absolute. This is again in agreement with LIMS Simulations results, and is shown to reiterate that the equations consistently produce an overestimation for these two permeability components. Analyzing the errors found from simulated experiments, it was clear that there is a difference in expected error results depending on \( \Psi_3 \) value. For \( K_{XX} \) and \( K_{DM} \) results, this difference is small, even when comparing error for \( \Psi_3 \) of 0.4 to 0.8. However, a significant difference is seen in through-thickness \( K_{ZZ} \) results.

Generally, as we increase the experimental input values \( \Psi_1 \) and \( \Psi_2 \), we see a drop in error of estimated permeability. Most importantly, the geometric properties of our experiments physically verify assumptions formed from simulations: permeability is approximated better for experimental layups that are thin and have sufficient DM length to establish a consistent lead length.
5.3.1 Data Correction for Experimental Results

Running the data correction procedure, the permeabilities and subsequent error results are re-examined and compared:

Table 5.6: Average permeability values of experimental results before and after data correction algorithm

<table>
<thead>
<tr>
<th>Set No.</th>
<th>$K_{XX} (m^2)$</th>
<th>$K_{ZZ}(m^2)$</th>
<th>$K_{DM}(m^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experimental</td>
<td>After Data</td>
<td>Experimental</td>
</tr>
<tr>
<td>1</td>
<td>5.66E-11</td>
<td>6.55E-11</td>
<td>8.32E-12</td>
</tr>
<tr>
<td>2</td>
<td>4.08E-11</td>
<td>4.36E-11</td>
<td>8.98E-12</td>
</tr>
<tr>
<td>3</td>
<td>5.30E-11</td>
<td>5.39E-11</td>
<td>3.83E-12</td>
</tr>
<tr>
<td>4</td>
<td>7.29E-11</td>
<td>7.59E-11</td>
<td>5.49E-12</td>
</tr>
<tr>
<td>5</td>
<td>5.98E-11</td>
<td>6.15E-11</td>
<td>4.62E-12</td>
</tr>
<tr>
<td>6</td>
<td>4.88E-11</td>
<td>4.97E-11</td>
<td>5.93E-12</td>
</tr>
<tr>
<td>7</td>
<td>7.44E-11</td>
<td>7.57E-11</td>
<td>9.25E-12</td>
</tr>
<tr>
<td>8</td>
<td>7.49E-11</td>
<td>7.62E-11</td>
<td>4.84E-12</td>
</tr>
<tr>
<td>9</td>
<td>6.55E-11</td>
<td>6.61E-11</td>
<td>5.45E-12</td>
</tr>
</tbody>
</table>

Table 5.7: Average Percent Error of experimental results before and after data correction algorithm

<table>
<thead>
<tr>
<th>Set No.</th>
<th>$K_{XX} %$ Error</th>
<th>$K_{ZZ} %$ Error</th>
<th>$K_{DM}%$ Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experimental</td>
<td>After Data</td>
<td>Experimental</td>
</tr>
<tr>
<td>1</td>
<td>39.08</td>
<td>29.50051</td>
<td>-113.74</td>
</tr>
<tr>
<td>2</td>
<td>58.21</td>
<td>55.34083</td>
<td>-119.54</td>
</tr>
<tr>
<td>4</td>
<td>25.33</td>
<td>22.25617</td>
<td>-34.22</td>
</tr>
<tr>
<td>5</td>
<td>36.27</td>
<td>34.45879</td>
<td>-17.52</td>
</tr>
<tr>
<td>6</td>
<td>42.00</td>
<td>40.92594</td>
<td>-68.23</td>
</tr>
</tbody>
</table>

|         |                   |                   |                   |
| 7       | 15.85             | 14.37948          | -149.71           | -87.6231      | -76.21       | -64.57         |
| 8       | 18.58             | 17.16657          | -25.58            | -0.67044      | -55.53       | -47.01         |
| 9       | 19.79             | 19.05523          | -59.30            | -33.5744      | -27.72       | -23.15         |
The full list of corrected permeability values can be found in Appendix A.6. In each setup and for each permeability value, the data correction algorithm improved the experimental result. In the cases of in-plane and distribution media permeability, the algorithm only slightly improved the result towards the correct value. However, in many cases through-thickness permeability improved dramatically, to within 10% for half of the experimental setups. Therefore, despite having no previous knowledge of a fabric’s permeability ratios, after using an initial guess to run an experiment one can use the result and the data correction algorithm to produce reliable permeability estimates.

5.4 Results Discussion

Before running the data correction procedure, results obtained from experimental data show a trend that follows expected results from analytical solutions. The proposed model seems to have good applicability in completely controlled cases (i.e. simulations). However, errors that naturally arise in experimental setups have an effect on final results. For example, it was shown that \( K_{zz} \) is inversely related to the squared lead-length difference \((T-B)^2\). Since \( T-B \) values are typically on the order of \(10^{-2} \) meters, it is clear how drastic \( K_{zz} \) value can change if this measurement is not recorded effectively. Recording the flow front arrival times visually provides quick and cheap experiments which is desirable; however linear sensors along the length of the mold would immediately improve this situation.
This experimental method would best be suitable for fabrics that are relatively thin, which would make it easier to reach the optimal range of $\Psi_1$ and $\Psi_2$. Typically, carbon fibers are much thinner than glass fabrics, and would be appropriate for this technique.

Despite this, the execution of the data correction procedure proved to be highly useful in reducing the expected error, especially in the case of through-thickness permeability which is typically more difficult to estimate. The values obtained after this algorithm converges seem to be reliable and accurate even for setups which do not lie in the recommended $\Psi_1$ and $\Psi_2$ range.

5.4.1 Experimental Error Discussion

Due to the approximations made in the derivation of the permeability equations, there is an inherent error when utilizing this methodology. We addressed this by recommending a target $\Psi$ range and a data correction procedure. However, clearly experimental errors are a concern as well. Inaccuracies in measuring fabric thickness and length or in tracking of the flow fronts may result in large uncertainties. We will analyze the preform measurement process for a sample experiment to estimate how much this contributes to permeability error.

The following table lists the experimental measurements taken for one of the validation experiments:
The main concerns for error due to experimental measurements would be the Fiber Volume Fraction calculation. Although accurately recording the flow front position as a function of time is important, these data points are taken over the length of preform, and the best-fit line used to estimate this function is sufficient to produce reasonable results. Preform and distribution media lengths were measured to the nearest centimeter, thus an inherent uncertainty of ±0.005 m. Fabric and DM mass were weighed to the closest 100th of a gram, introducing an error of ±0.005 g. The preform thickness was measured using calipers which were accurate to the nearest 1000th of an inch. However, since the setup required vacuum bagging over the system, it was difficult to determine equal compaction of the entire preform area. This was averaged by making multiple measurements along the length of the preform, in the region under DM as well as the region with no DM. On average, eight measurements were made for each section. For the particular experiment shown in Table 5.8, the measurements made are shown in Table 5.9:
Table 5.9: Thickness Measurements of Preform With and Without DM

<table>
<thead>
<tr>
<th>Measurement No.</th>
<th>(h_{\text{eff}}) (inch)</th>
<th>(h_{\text{eff}}) (m)</th>
<th>(h) (inch)</th>
<th>(h) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.108</td>
<td>0.002743</td>
<td>0.071</td>
<td>0.001803</td>
</tr>
<tr>
<td>2</td>
<td>0.119</td>
<td>0.003023</td>
<td>0.093</td>
<td>0.002362</td>
</tr>
<tr>
<td>3</td>
<td>0.131</td>
<td>0.003327</td>
<td>0.073</td>
<td>0.001854</td>
</tr>
<tr>
<td>4</td>
<td>0.109</td>
<td>0.002769</td>
<td>0.084</td>
<td>0.002134</td>
</tr>
<tr>
<td>5</td>
<td>0.11</td>
<td>0.002794</td>
<td>0.082</td>
<td>0.002083</td>
</tr>
<tr>
<td>6</td>
<td>0.103</td>
<td>0.002616</td>
<td>0.066</td>
<td>0.001676</td>
</tr>
<tr>
<td>7</td>
<td>0.12</td>
<td>0.003048</td>
<td>0.082</td>
<td>0.002083</td>
</tr>
<tr>
<td>8</td>
<td>0.123</td>
<td>0.003124</td>
<td>0.091</td>
<td>0.002311</td>
</tr>
<tr>
<td><strong>AVG</strong></td>
<td><strong>0.115375</strong></td>
<td><strong>0.002931</strong></td>
<td><strong>0.08025</strong></td>
<td><strong>0.002038</strong></td>
</tr>
<tr>
<td><strong>ST. DEV.</strong></td>
<td><strong>0.009365</strong></td>
<td><strong>0.000238</strong></td>
<td><strong>0.009558093</strong></td>
<td><strong>0.000243</strong></td>
</tr>
</tbody>
</table>

The standard deviations show an 8% and 11% variation in effective preform and preform thickness, respectively. To check how this would alter the volume fraction calculation, we can solve what the maximum and minimum expected values would be using the maximum and minimum values for mass, length and thickness:

Table 5.10: Maximum and Minimum Fabric Volume Fraction Values

<table>
<thead>
<tr>
<th>Maximum (v_f)</th>
<th>Minimum (v_f)</th>
<th>Value Used for Experimental Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.570</td>
<td>0.409</td>
<td>0.521</td>
</tr>
</tbody>
</table>

Due to this large difference, we can clearly see the necessity for accurate preform and component measurement before experimentation. This is especially vital in thickness measurements, where the variance in measurements made using calipers resulted in a potential for a wide variance in volume fraction. More sensitive equipment, such as a linear variable differential transformer (LVDT) should be used to measure multiple segments with high accuracy.
Chapter 6

SUMMARY, CONTRIBUTIONS AND FUTURE WORK

6.1 Summary and Contributions

Based on a number of assumptions, equations were developed to estimate the system permeability and component permeability of fibrous preform and distribution media. Two layup methods were proposed, distinguished by the difference in distribution media location. Evaluation of the permeability values is based on simple flow front tracking and should provide equivalent values covering most of the phenomena that complicate the permeability evaluation from individual components data, such as non-homogenous layups, nesting, vacuum bagging, and peel ply penetration into the distribution media.

Data processing showed that although results are obtainable from either layup method, the “reverse” layup was not of practical use. Thus, error and validation analysis was performed for only the “forward” model. The error in the estimate depends on how well the assumptions hold. It was shown that the actual flow and consequently its deviations from simplified ones should depend on a limited number of non-dimensional parameters ($\Psi_1$, $\Psi_2$ and $\Psi_3$). Using comparison with the “numerical experiments” in which two-dimensional numerical flow modeling was used to provide “experimental” values, the error was established for the range of these three dimensionless numbers.
The simulated evaluations used to calculate in-plane permeability ($K_{xx}$) and distribution media permeability ($K_{DM}$) proved reliable; overall low error differences over a wide range of geometric and material property ratios were found. To ensure that the experiment falls into this range, one has to ensure the length aspect ratios are sufficiently large as the permeability values are unknown before the experiment. Essentially, sufficient length of both zones and moderate thickness is imperative.

Physical interpretation of these results is fairly important and in most cases straightforward. For example, in the case of the in-plane permeability, a larger $\Psi_3$ yields better results since it allows time for the top and bottom flow front to flow uniformly in the region with no distribution media. For the case of the through-thickness permeability, it was found that larger $K_{ZZ}/K_{XX}$ values tend to show more accurate results. Physically, this may represent the fact that the $K_{ZZ}$ evaluation assumes a fully-developed flow front, with a constant difference between top and bottom flow front location. Having this $K_{ZZ}/K_{XX}$ ratio larger allows the resin to flow down and reach the bottom of the preform thickness sooner, thereby establishing a fully-developed flow earlier during the experiment. This would produce more accurate results. Overall, a range of values for $\Psi_I$ and $\Psi_2$ was produced to provide optimal permeability estimation. For varying $\Psi_3$ values, approximate error was found to be consistently low for the range:
\[ \psi_1 \geq 8000 \]
\[ 70 \geq \psi_2 \geq 20 \]

The introduction of an error-reducing correction algorithm further improved the permeability estimate, including the transverse component \( K_{Zz} \). Analytical results showed the iterative process converging to an estimated error of zero for each permeability component.

Laboratory experiments were also run to validate the model. Despite natural errors that occur in any experimental setup, the results still show a trend that agrees with simulated and expected errors. For preform layups with adequate thickness and length for flow to develop, in-plane and distribution permeability are evaluated with reasonable confidence. Through-thickness permeability also improved with substantial distribution media length to give a clear lead-length difference. However, the data correction algorithm improved in each setup the estimated value of each permeability component.

The benefit to using this model is the ability to determine multiple key permeability components of a fabric preform within a system environment of the layup which is similar to a VARTM process. It is not clear in a layup how additional disposable materials such as distribution media, peel ply and breather cloths can affect the final preform permeability, so it is beneficial to calculate permeability components of a preform in a setup that is similar to how it would be placed during the manufacturing process.
6.2 Future Work

Some suggestions for future work are given below:

1. Eqn. (3.8) was used to derive the necessary permeability estimation equations for a preform of two regions, where height and permeability are constant in their respective regions. However, there may be cases where preform height differs, as in the case of ply droppings, for the same preform. It would be beneficial to use this equation to characterize a preform in which this may be the case, to determine what effects it may have on final preform saturation.

2. Several assumptions were made in the derivation of the transverse permeability equation, Eqn. (3.31), such as the parabolic pressure field function which produced more reliable results over the initial linear pressure field that was first proposed. A further approximation may be built that perhaps will improve $K_{zz}$ results even more. The parabolic pressure field found in Eqn. (3.29) was derived by prescribing a pressure gradient to advance the resin flow in both DM and preform. However, in addition to this we may add the condition of a prescribed flow rate through the DM which would advance resin flow. This new condition would thus require the pressure gradient $p(x)$ to be a third
order polynomial, instead of second order as we have in Eqn. (3.29). This approach may be investigated to see whether improvements in $K_{zz}$ estimation are generated.

3. To analyze the images collected during the experimental validation, a camera was placed on the top and bottom of the preform to visually track the linear flow front. However, it may be beneficial to adapt a better tracking system that will clearly show where the saturated flow front is. The flow front was followed along the length of the preform at a distance of a few feet from the table, in order to obtain a full view of the fabric. A tracking system that could zoom in at the flow front and progress down the preform may give more accurate flow position data. Note that dual-scale saturation was also not taken into account during permeability estimation. Ideally, this system would not require changing the vacuum bagging system, so that we have consistent flow characteristics between this characterization method and real VARTM manufacturing.
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APPENDIX

A. SAMPLE .DEF FILE FOR MESH SIMULATIONS

```

# UNITS
# HRT: simulations with Ldm=40 cm, located at front
# dimensions
VAR X0 0
VAR X1 0.4
VAR X2 1
VAR Y0 0
VAR Y1 0.005

# FreeForm (2D)
VAR E0x 4.16667e-010
VAR E0z 1.6628e-012
VAR N1 640
VAR N2 960
VAR M 10
VAR Th 1
VAR VE 0.5

LAMINATE
X0 Y0 0.0
X1 Y0 0.0
X1 Y1 0.0
X0 Y1 0.0
N1 M 0.0
VE
Th
E0x 0.0 Hz
0

LAMINATE
X2 Y0 0.0
X2 Y1 0.0
X1 Y1 0.0
N2 M
VE
Th
E0x 0.0 Hz
0

# EM bar (1D)
VAR EDM 0.001
VAR EDM 1e-008

BAR
X0 Y1 0.0
X1 Y1 0.0
N1 0.01
MTM
KDM
VISCOsITY 0.28
END

```
### B. E-GLASS $K_{XX}$ EXPERIMENTAL RESULTS

<table>
<thead>
<tr>
<th>Test #</th>
<th>Height (m)</th>
<th>$V_f$</th>
<th>$K_{XX}$ ($m^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00508</td>
<td>0.51046</td>
<td>9.45357E-11</td>
</tr>
<tr>
<td>2</td>
<td>0.00508</td>
<td>0.504161</td>
<td>7.62174E-11</td>
</tr>
<tr>
<td>3</td>
<td>0.00508</td>
<td>0.500176</td>
<td>8.0882E-11</td>
</tr>
<tr>
<td>4</td>
<td>0.00508</td>
<td>0.50956</td>
<td>8.14456E-11</td>
</tr>
</tbody>
</table>

**AVERAGE** 8.32702E-11  
**ST. DEVIATION** 7.86734E-12

### C. E-GLASS $K_{ZZ}$ AND POLYPROPYLENE $K_{DM}$ EXPERIMENTAL RESULTS

<table>
<thead>
<tr>
<th>Test #</th>
<th>$K_{XX}$ Input ($m^2$)</th>
<th>$K_{DM}$ Result ($m^2$)**</th>
<th>$K_{ZZ}$ Result ($m^2$)**</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.32702E-11</td>
<td>3.2755E-09</td>
<td>2.52703E-12</td>
</tr>
<tr>
<td>2</td>
<td>8.32702E-11</td>
<td>3.54073E-09</td>
<td>2.37165E-12</td>
</tr>
<tr>
<td>3</td>
<td>8.32702E-11</td>
<td>3.86479E-09</td>
<td>3.99442E-12</td>
</tr>
<tr>
<td>4</td>
<td>8.32702E-11</td>
<td>2.623E-09</td>
<td>3.30153E-12</td>
</tr>
</tbody>
</table>

**AVERAGE** 3.46622E-09  
**ST. DEVIATION** 5.26992E-10

*Results were obtained by 1D rectilinear flow experiments*  
**Results were obtained using procedure outlines in Ref. [36]*
### D. EXPERIMENTAL PARAMETERS FOR EQUATION VALIDATION

<table>
<thead>
<tr>
<th># Layers</th>
<th>L (m)</th>
<th>L_{DM} (m)</th>
<th>h (m)</th>
<th>h_{DM} (m)</th>
<th>Φ_{FABRIC}</th>
<th>Φ_{DM}</th>
<th>Φ_{eff}</th>
<th>Ψ_1</th>
<th>Ψ_2</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>1</td>
<td>0.8</td>
<td>0.009829</td>
<td>0.00089</td>
<td>0.549</td>
<td>0.826</td>
<td>0.572</td>
<td>416.32</td>
<td>73.56</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>0.8</td>
<td>0.009048</td>
<td>0.00089</td>
<td>0.516</td>
<td>0.835</td>
<td>0.545</td>
<td>491.31</td>
<td>79.91</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>0.8</td>
<td>0.009295</td>
<td>0.00089</td>
<td>0.527</td>
<td>0.837</td>
<td>0.554</td>
<td>465.47</td>
<td>77.79</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0.8</td>
<td>0.006222</td>
<td>0.00089</td>
<td>0.539</td>
<td>0.827</td>
<td>0.575</td>
<td>1038.90</td>
<td>116.21</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0.8</td>
<td>0.006349</td>
<td>0.00089</td>
<td>0.533</td>
<td>0.832</td>
<td>0.570</td>
<td>997.75</td>
<td>113.88</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0.8</td>
<td>0.006298</td>
<td>0.00089</td>
<td>0.537</td>
<td>0.826</td>
<td>0.573</td>
<td>1013.91</td>
<td>114.80</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>0.6</td>
<td>0.005004</td>
<td>0.00089</td>
<td>0.491</td>
<td>0.821</td>
<td>0.538</td>
<td>1606.32</td>
<td>81.28</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>0.6</td>
<td>0.005004</td>
<td>0.00089</td>
<td>0.491</td>
<td>0.821</td>
<td>0.538</td>
<td>1606.32</td>
<td>81.28</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>0.6</td>
<td>0.0056</td>
<td>0.0009</td>
<td>0.531</td>
<td>0.822</td>
<td>0.571</td>
<td>1282.50</td>
<td>71.82</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0.6</td>
<td>0.004955</td>
<td>0.00089</td>
<td>0.546</td>
<td>0.829</td>
<td>0.589</td>
<td>1638.12</td>
<td>82.08</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0.6</td>
<td>0.00481</td>
<td>0.00089</td>
<td>0.533</td>
<td>0.823</td>
<td>0.579</td>
<td>1738.37</td>
<td>84.56</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0.6</td>
<td>0.004771</td>
<td>0.00089</td>
<td>0.530</td>
<td>0.825</td>
<td>0.577</td>
<td>1766.63</td>
<td>85.24</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>0.6</td>
<td>0.004783</td>
<td>0.00089</td>
<td>0.535</td>
<td>0.829</td>
<td>0.581</td>
<td>1758.30</td>
<td>85.04</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.6</td>
<td>0.003449</td>
<td>0.00089</td>
<td>0.538</td>
<td>0.833</td>
<td>0.599</td>
<td>3380.68</td>
<td>117.92</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.6</td>
<td>0.00333</td>
<td>0.00089</td>
<td>0.521</td>
<td>0.829</td>
<td>0.586</td>
<td>3626.91</td>
<td>122.13</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.6</td>
<td>0.003436</td>
<td>0.00089</td>
<td>0.538</td>
<td>0.831</td>
<td>0.598</td>
<td>3405.71</td>
<td>118.35</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.6</td>
<td>0.002736</td>
<td>0.00089</td>
<td>0.520</td>
<td>0.833</td>
<td>0.597</td>
<td>5372.80</td>
<td>148.65</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.6</td>
<td>0.002736</td>
<td>0.00089</td>
<td>0.522</td>
<td>0.833</td>
<td>0.598</td>
<td>5372.80</td>
<td>148.65</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.4</td>
<td>0.004104</td>
<td>0.00089</td>
<td>0.527</td>
<td>0.825</td>
<td>0.580</td>
<td>2387.91</td>
<td>44.05</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.4</td>
<td>0.004104</td>
<td>0.00089</td>
<td>0.525</td>
<td>0.835</td>
<td>0.580</td>
<td>2387.91</td>
<td>44.05</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.4</td>
<td>0.002666</td>
<td>0.00089</td>
<td>0.519</td>
<td>0.817</td>
<td>0.594</td>
<td>5658.64</td>
<td>67.80</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.4</td>
<td>0.002793</td>
<td>0.00089</td>
<td>0.534</td>
<td>0.824</td>
<td>0.604</td>
<td>5155.74</td>
<td>64.72</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.4</td>
<td>0.002717</td>
<td>0.00089</td>
<td>0.520</td>
<td>0.829</td>
<td>0.596</td>
<td>5449.00</td>
<td>66.53</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.4</td>
<td>0.002755</td>
<td>0.00089</td>
<td>0.529</td>
<td>0.826</td>
<td>0.602</td>
<td>5299.33</td>
<td>65.61</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.4</td>
<td>0.00204</td>
<td>0.00089</td>
<td>0.521</td>
<td>0.828</td>
<td>0.615</td>
<td>9664.34</td>
<td>88.61</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.4</td>
<td>0.00201</td>
<td>0.00089</td>
<td>0.511</td>
<td>0.829</td>
<td>0.608</td>
<td>9954.98</td>
<td>89.93</td>
</tr>
</tbody>
</table>
E. EXPERIMENTAL RESULTS – LEAD-LENGTH DIFFERENE AND PERMEABILTY VALUES

<table>
<thead>
<tr>
<th># Layers</th>
<th>( \text{LM} ) (m)</th>
<th>( T-B ) (m)</th>
<th>( \psi_1 )</th>
<th>( \psi_2 )</th>
<th>( K_{xx} )</th>
<th>( K_{zz} )</th>
<th>( K_{DM} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>0.8</td>
<td>0.113</td>
<td>416.32</td>
<td>73.56</td>
<td>4.279E-11</td>
<td>8.456E-12</td>
<td>5.748E-09</td>
</tr>
<tr>
<td>14</td>
<td>0.8</td>
<td>0.101</td>
<td>491.31</td>
<td>79.91</td>
<td>5.634E-11</td>
<td>8.523E-12</td>
<td>5.295E-09</td>
</tr>
<tr>
<td>14</td>
<td>0.8</td>
<td>0.105</td>
<td>465.47</td>
<td>77.79</td>
<td>7.076E-11</td>
<td>7.974E-12</td>
<td>5.164E-09</td>
</tr>
<tr>
<td><strong>AVERAGE</strong></td>
<td><strong>457.70</strong></td>
<td><strong>77.09</strong></td>
<td></td>
<td></td>
<td><strong>5.663E-11</strong></td>
<td><strong>8.318E-12</strong></td>
<td><strong>5.403E-09</strong></td>
</tr>
<tr>
<td><strong>ST. DEV.</strong></td>
<td><strong>1.399E-11</strong></td>
<td><strong>2.996E-12</strong></td>
<td></td>
<td></td>
<td><strong>3.064E-10</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.8</td>
<td>0.069</td>
<td>1038.90</td>
<td>116.21</td>
<td>3.560E-11</td>
<td>1.100E-11</td>
<td>5.207E-09</td>
</tr>
<tr>
<td>9</td>
<td>0.8</td>
<td>0.072</td>
<td>997.75</td>
<td>113.88</td>
<td>3.211E-11</td>
<td>8.794E-12</td>
<td>4.539E-09</td>
</tr>
<tr>
<td>9</td>
<td>0.8</td>
<td>0.092</td>
<td>1013.91</td>
<td>114.80</td>
<td>5.472E-11</td>
<td>7.142E-12</td>
<td>5.978E-09</td>
</tr>
<tr>
<td><strong>AVERAGE</strong></td>
<td><strong>1016.85</strong></td>
<td><strong>114.96</strong></td>
<td></td>
<td></td>
<td><strong>4.081E-11</strong></td>
<td><strong>8.978E-12</strong></td>
<td><strong>5.241E-09</strong></td>
</tr>
<tr>
<td><strong>ST. DEV.</strong></td>
<td><strong>1.217E-11</strong></td>
<td><strong>1.935E-12</strong></td>
<td></td>
<td></td>
<td><strong>7.198E-10</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.6</td>
<td>0.092</td>
<td>1606.32</td>
<td>81.28</td>
<td>4.380E-11</td>
<td>4.355E-12</td>
<td>5.333E-09</td>
</tr>
<tr>
<td>8</td>
<td>0.6</td>
<td>0.094</td>
<td>1606.32</td>
<td>81.28</td>
<td>3.008E-11</td>
<td>3.903E-12</td>
<td>5.042E-09</td>
</tr>
<tr>
<td>8</td>
<td>0.6</td>
<td>0.087</td>
<td>1282.50</td>
<td>71.82</td>
<td>8.525E-11</td>
<td>3.234E-12</td>
<td>3.271E-09</td>
</tr>
<tr>
<td><strong>AVERAGE</strong></td>
<td><strong>1498.38</strong></td>
<td><strong>78.13</strong></td>
<td></td>
<td></td>
<td><strong>5.304E-11</strong></td>
<td><strong>3.831E-12</strong></td>
<td><strong>4.549E-09</strong></td>
</tr>
<tr>
<td><strong>ST. DEV.</strong></td>
<td><strong>2.872E-11</strong></td>
<td><strong>5.641E-13</strong></td>
<td></td>
<td></td>
<td><strong>1.116E-09</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.6</td>
<td>0.087</td>
<td>1638.12</td>
<td>82.08</td>
<td>7.421E-11</td>
<td>5.423E-12</td>
<td>5.686E-09</td>
</tr>
<tr>
<td>7</td>
<td>0.6</td>
<td>0.084</td>
<td>1738.37</td>
<td>84.56</td>
<td>7.481E-11</td>
<td>5.676E-12</td>
<td>5.857E-09</td>
</tr>
<tr>
<td>7</td>
<td>0.6</td>
<td>0.085</td>
<td>1766.63</td>
<td>85.24</td>
<td>7.739E-11</td>
<td>5.263E-12</td>
<td>5.578E-09</td>
</tr>
<tr>
<td>7</td>
<td>0.6</td>
<td>0.070</td>
<td>1758.30</td>
<td>85.04</td>
<td>6.526E-11</td>
<td>5.616E-12</td>
<td>3.996E-09</td>
</tr>
<tr>
<td><strong>AVERAGE</strong></td>
<td><strong>1725.35</strong></td>
<td><strong>84.23</strong></td>
<td></td>
<td></td>
<td><strong>7.292E-11</strong></td>
<td><strong>5.495E-12</strong></td>
<td><strong>5.279E-09</strong></td>
</tr>
<tr>
<td><strong>ST. DEV.</strong></td>
<td><strong>5.289E-12</strong></td>
<td><strong>1.880E-13</strong></td>
<td></td>
<td></td>
<td><strong>8.632E-10</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>0.060</td>
<td>3380.68</td>
<td>117.92</td>
<td>5.954E-11</td>
<td>5.441E-12</td>
<td>4.723E-09</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>0.067</td>
<td>3626.91</td>
<td>122.13</td>
<td>6.895E-11</td>
<td>4.133E-12</td>
<td>4.741E-09</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>0.072</td>
<td>3405.71</td>
<td>118.35</td>
<td>5.105E-11</td>
<td>4.282E-12</td>
<td>5.321E-09</td>
</tr>
<tr>
<td><strong>AVERAGE</strong></td>
<td><strong>3471.10</strong></td>
<td><strong>119.47</strong></td>
<td></td>
<td></td>
<td><strong>5.984E-11</strong></td>
<td><strong>4.619E-12</strong></td>
<td><strong>4.928E-09</strong></td>
</tr>
<tr>
<td><strong>ST. DEV.</strong></td>
<td><strong>8.956E-12</strong></td>
<td><strong>7.162E-13</strong></td>
<td></td>
<td></td>
<td><strong>3.404E-10</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.6</td>
<td>0.049</td>
<td>5372.80</td>
<td>148.65</td>
<td>4.304E-11</td>
<td>5.916E-12</td>
<td>4.924E-09</td>
</tr>
<tr>
<td>4</td>
<td>0.6</td>
<td>0.047</td>
<td>5372.80</td>
<td>148.65</td>
<td>5.461E-11</td>
<td>5.947E-12</td>
<td>4.683E-09</td>
</tr>
<tr>
<td><strong>AVERAGE</strong></td>
<td><strong>5372.80</strong></td>
<td><strong>148.65</strong></td>
<td></td>
<td></td>
<td><strong>4.882E-11</strong></td>
<td><strong>5.931E-12</strong></td>
<td><strong>4.804E-09</strong></td>
</tr>
<tr>
<td><strong>ST. DEV.</strong></td>
<td><strong>8.187E-12</strong></td>
<td><strong>2.222E-14</strong></td>
<td></td>
<td></td>
<td><strong>1.702E-10</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.4</td>
<td>0.057</td>
<td>2387.91</td>
<td>44.05</td>
<td>8.400E-11</td>
<td>1.055E-11</td>
<td>6.379E-09</td>
</tr>
<tr>
<td>6</td>
<td>0.4</td>
<td>0.063</td>
<td>2387.91</td>
<td>44.05</td>
<td>6.471E-11</td>
<td>7.946E-12</td>
<td>5.836E-09</td>
</tr>
<tr>
<td><strong>AVERAGE</strong></td>
<td><strong>2387.91</strong></td>
<td><strong>44.05</strong></td>
<td></td>
<td></td>
<td><strong>7.435E-11</strong></td>
<td><strong>9.250E-12</strong></td>
<td><strong>6.107E-09</strong></td>
</tr>
<tr>
<td><strong>ST. DEV.</strong></td>
<td><strong>1.364E-11</strong></td>
<td><strong>1.843E-12</strong></td>
<td></td>
<td></td>
<td><strong>3.840E-10</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table: Data Correction Algorithm – Corrected Permeability Values

<table>
<thead>
<tr>
<th>#Layers</th>
<th>L&lt;sub&gt;DM&lt;/sub&gt;</th>
<th>Corrected K&lt;sub&gt;xx&lt;/sub&gt; (m&lt;sup&gt;2&lt;/sup&gt;)</th>
<th>Corrected K&lt;sub&gt;zz&lt;/sub&gt; (m&lt;sup&gt;2&lt;/sup&gt;)</th>
<th>Corrected K&lt;sub&gt;DM&lt;/sub&gt; (m&lt;sup&gt;2&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>0.8</td>
<td>4.837E-11</td>
<td>4.525E-12</td>
<td>4.910E-09</td>
</tr>
<tr>
<td>14</td>
<td>0.8</td>
<td>6.397E-11</td>
<td>4.968E-12</td>
<td>4.627E-09</td>
</tr>
<tr>
<td>14</td>
<td>0.8</td>
<td>8.422E-11</td>
<td>3.769E-12</td>
<td>4.243E-09</td>
</tr>
<tr>
<td>9</td>
<td>0.8</td>
<td>3.743E-11</td>
<td>8.637E-12</td>
<td>4.956E-09</td>
</tr>
<tr>
<td>9</td>
<td>0.8</td>
<td>3.391E-11</td>
<td>6.813E-12</td>
<td>4.304E-09</td>
</tr>
<tr>
<td>9</td>
<td>0.8</td>
<td>5.950E-11</td>
<td>5.144E-12</td>
<td>5.545E-09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#Layers</th>
<th>L&lt;sub&gt;DM&lt;/sub&gt;</th>
<th>Corrected K&lt;sub&gt;xx&lt;/sub&gt; (m&lt;sup&gt;2&lt;/sup&gt;)</th>
<th>Corrected K&lt;sub&gt;zz&lt;/sub&gt; (m&lt;sup&gt;2&lt;/sup&gt;)</th>
<th>Corrected K&lt;sub&gt;DM&lt;/sub&gt; (m&lt;sup&gt;2&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.6</td>
<td>4.537E-11</td>
<td>3.412E-12</td>
<td>5.032E-09</td>
</tr>
<tr>
<td>8</td>
<td>0.6</td>
<td>3.101E-11</td>
<td>3.240E-12</td>
<td>4.824E-09</td>
</tr>
<tr>
<td>8</td>
<td>0.6</td>
<td>8.525E-11</td>
<td>3.233E-12</td>
<td>3.270E-09</td>
</tr>
<tr>
<td>7</td>
<td>0.6</td>
<td>7.736E-11</td>
<td>3.786E-12</td>
<td>5.211E-09</td>
</tr>
<tr>
<td>7</td>
<td>0.6</td>
<td>7.781E-11</td>
<td>4.034E-12</td>
<td>5.396E-09</td>
</tr>
<tr>
<td>7</td>
<td>0.6</td>
<td>8.066E-11</td>
<td>3.649E-12</td>
<td>5.103E-09</td>
</tr>
<tr>
<td>7</td>
<td>0.6</td>
<td>6.770E-11</td>
<td>3.686E-12</td>
<td>3.613E-09</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>6.103E-11</td>
<td>4.259E-12</td>
<td>4.481E-09</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>7.104E-11</td>
<td>3.149E-12</td>
<td>4.460E-09</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>5.238E-11</td>
<td>3.520E-12</td>
<td>5.099E-09</td>
</tr>
<tr>
<td>4</td>
<td>0.6</td>
<td>4.373E-11</td>
<td>5.133E-12</td>
<td>4.799E-09</td>
</tr>
<tr>
<td>4</td>
<td>0.6</td>
<td>5.560E-11</td>
<td>4.948E-12</td>
<td>4.520E-09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#Layers</th>
<th>L&lt;sub&gt;DM&lt;/sub&gt;</th>
<th>Corrected K&lt;sub&gt;xx&lt;/sub&gt; (m&lt;sup&gt;2&lt;/sup&gt;)</th>
<th>Corrected K&lt;sub&gt;zz&lt;/sub&gt; (m&lt;sup&gt;2&lt;/sup&gt;)</th>
<th>Corrected K&lt;sub&gt;DM&lt;/sub&gt; (m&lt;sup&gt;2&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0.4</td>
<td>8.546E-11</td>
<td>7.803E-12</td>
<td>5.936E-09</td>
</tr>
<tr>
<td>6</td>
<td>0.4</td>
<td>6.585E-11</td>
<td>6.100E-12</td>
<td>5.472E-09</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>7.393E-11</td>
<td>3.704E-12</td>
<td>4.798E-09</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>8.307E-11</td>
<td>3.259E-12</td>
<td>4.966E-09</td>
</tr>
<tr>
<td>Value</td>
<td>Parameter</td>
<td>Result 1</td>
<td>Result 2</td>
<td>Result 3</td>
</tr>
<tr>
<td>-------</td>
<td>-----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>6.915E-11</td>
<td>3.548E-12</td>
<td>6.304E-09</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>7.881E-11</td>
<td>5.022E-12</td>
<td>4.314E-09</td>
</tr>
<tr>
<td>3</td>
<td>0.4</td>
<td>5.946E-11</td>
<td>5.016E-12</td>
<td>4.687E-09</td>
</tr>
<tr>
<td>3</td>
<td>0.4</td>
<td>7.281E-11</td>
<td>4.120E-12</td>
<td>3.849E-09</td>
</tr>
</tbody>
</table>
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